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a b s t r a c t

This paper proposed a novel fuzzy genetic-based noise removal filter and surveyed the gain

of popular filters for noise removal in the digital orthopantomography (OPG) images. The

proposed filter is a non-invasive technique for attaining sub-clinical information from the

areas of interest in each tooth, both jaws and maxillofacial.

The proposed Poisson removal filter combines 4th-order partial differential equations

(PDE), total variation (TV) and Bayes shrink threshold accompanied by fuzzy genetic algo-

rithm (FGA) and the exact unbiased inverse of generalized Anscombe transformation

(EUIGAT). Experiments were performed in order to show the effect of noise removal filters

on 110 simulated, 106 phantom and 104 panoramic radiographic images for subjects (aged

30–60 years old, 50 males and 54 females). Various noises degraded filters and Canny edge

detection was performed separately in three kinds of images. The programmeasured mean

square error (MSE), peak signal to noise ratio (PSNR), image quality index (IQI), structural

similarity index metric (SSIM) and figure of merit (FOM).

The results verify that the proposed filter enhances physicians' and dentists' skill of

diagnosing normal and pathological events in the teeth, jaws, temporomandibular joint

(TMJ) regions and changeable anatomical panoramic landmarks related to osteoporosis

progress in the mandible bone using noise removal and improving images quality. Experi-

mental results show the superiority of this filter over other noise removal filters.
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1. Introduction
Over past three decades, conventional radiography is replete
withmoreelectronic equipmentsandcomputationalprograms.
These appendices have become effective alternatives due to
their great impact on image quality and workflow such as
replacing traditional photographic films with digital X-ray
detectors. This replacement caused higher time efficiency, a
better digital transition and images enhancement [1]. In
addition, though using less radiation, the resulting image has
the same contrast as conventional radiography. It also offers
other advantages including instantaneous image preview and
access, a wider dynamic access to over-and under-exposure,
deletion film processing steps and possibility of using special
processing techniques which enhance image quality [1].
Recently, orthopantomography (OPG) has expanded to be one
of the main supplementary trials in dentistry. It is a view of
lower face which shows all the teeth of upper and lower jaws
with their number, position and growth. Besides, OPG hasmore
benefits than radiography of individual teeth [2,3].

The problems with the jaw bone and temporomandibular
joint (TMJ), the joint which connects the jaw bone to the head,
are possible to be diagnosed in this radiography [2]. AnOPG can
be effective in planning orthodontic treatment and diagnosing
of wisdom teeth. OPG is widely used to produce a comprehen-
sive survey of themaxillofacial complex and as a useful tool in
the primary trial of osteoporosis [4]. Gaussian, Poisson, speckle
and salt-and-peppers are different types of noiseswhich cause
by various sources in the transmission system and environ-
mental factors [5]. Therefore, X-ray images have a statistical
nature, because they are produced by digital receptors [6].
Poisson noise is one of the major noises which on one hand,
quality of X-ray images degraded; because of being close to
discrete photonsnature. On the other hand, smoothing images
is necessary to remove the noise by standard filters that
also can preserve the edges [7]. Both linear and nonlinear
conventional filtering methods reduce noises by smoothing
the image andmay also smooth edge information [8]. Besides,
data can be transformed to the space domain or frequency
domain for filtering the bandwidth, which should be deter-
mined precisely. If the bandwidth becomes narrow or wide,
the noise cannot be decreased well or some information will
be omitted. It seems that they have no proper filtering
effects [9,10].

Partial differential equations-based methods (PDE) utilize
the heat conduction and control on diffusion direction which
can preserve the edge information. It is important that the
noise reduced and edge details can be preserved precisely [11].
Themajor substantial tools for denoising inmedical image are
the total variation (TV)model suggested by Rudin et al. and the
proposed model of Perona and Malik based on anisotropic
noise smoothing [12,13]. Deledalle et al. suggested a non-local
mean algorithm with iterative characteristic of Poisson noise
reduction in X-ray images [14]. Another surveywas proposed a
combined method including block matching and three
dimensions filtering (BM3D). They concluded that the perfor-
mance of spatial domain for Gaussian noise reduction is more
useful than other filters [15]. Makitalo et al. showed that
Anscombe transform stabilized the variance of Poisson noise
and then, adjusted BM3D [16]. Wang et al. proposed Bayes
shrink threshold using Daubechies wavelet transform for
denoising in medical images [17]. In another study, median
filtering was better than Gaussian and finite impulse response
(FIR) filtering for speckle and Poisson noises in dental X-ray
images [18]. Du et al. showed that the performance of dual tree
complex wavelet transform (DTCWT) is more proper than
wavelet transform for Poisson noise reduction from X-ray
images [19]. Jisha et al. presented that a hybrid of curvelet
transform and variance stabilization transform is better than
wavelet transforms for Poisson denoising [20].

Fuzzy genetic algorithm (FGA) is inspired by nature-based
evolutionary process and has popularity in different fields of
medicine [21]. Due to the importance of OPG images in
diagnosis and therapeutic measures, oral and maxillofacial
surgery, fractures and extraction for evaluating parameters of
osteoporosis in the mandible, the proposed filter combines
4th-order PDE, TV and Bayes shrink threshold for optimum
noise reduction and edge preservation in OPG images. This
combination is accompanied by the fuzzy genetic algorithm in
order to exact unbiased inversed (EUI) of generalized
Anscombe transformation with other denoising filters. This
method may provide physicians and dentists with useful
information about injuries of oral and maxillofacial regions
through enhancing image quality.
2. Material and method

2.1. Related works

This section is dedicated for related denoising filters which are
utilize for comparison with the proposed FGA-based noise
removal filter.

2.1.1. Poisson noise removal techniques
This kind of noise is generated from nonlinear response of
detectors with Poisson distribution. The image information is
dependent on detection and recording of the electron random
emission in a circuit or the photon in an optical device with
Poisson distribution and specified average value. Since in the
Poisson distribution, the mean is equal to the variance and
the signal containing data is completely dependent on the
standard deviation. So, the higher the standard deviation, the
more noise is added to the signal [22]. The probability
distribution of a Poisson random variable X representing the
number of successes occurring in a given time interval or a
specified region of space which is given as:

f ðXÞ ¼ e�l�lx

x!
(1)

where x is the exact number of successes, e equals 2.171828, l
is the mean number of successes in the given time interval or
region space and x! is the factorial of x [23]. The model of
reduction due to Poisson noise is:

uði; jÞ ¼ 1
l
Poissonðl�tði; jÞÞ (2)



b i o c y b e rn e t i c s a n d b i om e d i c a l e n g i n e e r i n g 3 8 ( 2 0 1 8 ) 9 4 1 – 9 6 5 943
where t(i, j) and u(i, j) are original and degraded images,
respectively. The argument of the Poisson function is related
to themean of the Poisson distribution which the return value
explains a Poisson random generation function based on
Poisson random numbers. Since the degree of corruption is
based on the amounts of detected photons, poor photons
signify shorter l [23]. Several filters are practical for Poisson
noise reduction. Some obtain visual perception and others get
suitable noise suppression or smoothing capability. Popular
noise removal filters are presented in this section and corre-
sponding equations' are introduced in Table 1. Also, abstract
algorithm used for each presented filter has been given in
Table 1.

2.1.2. Mean filter
The mean filter is an uncomplicated, perceptive and clear
method to complete image smoothing. It substitutes the
center value with average of surrounding the pixel values
surrounding in the window [24,25].

2.1.3. Median filter
The Median filter is a nonlinear noise reduction which runs
through the image pixel and changes each pixel with the
median of its surrounding pixels [26,27].

2.1.4. Weighted median filter
The weighted median is similar to median filtering. But, it has
the mask that is not empty and consists of some weight or
average values. Researches verify high performance of
weighted median for low density noise [28,29].

2.1.5. Weiner filter
Thisfilter is used for optimizing themean square error (MSE) in
corrupted images by additive noise and blurring [30,31].
Table 1 – Explanation and equations of comparing noise reduc

Filter type Formula

Mean Jðx; yÞ ¼ 1
p�q

P
ðs;tÞ 2 Sxy Iðs; tÞ

Median Jðx; yÞ ¼ medianðs;tÞ 2 Sxy fIðs; tÞg
Weighted
median

B ¼ medianð w1j j^sgnðw1ÞA1; . . .; wNj j^sgnðwNÞANÞ

Weiner Jðw; vÞ ¼ Hðw;vÞ�

Hðw;vÞ2þ Sn ðw;vÞ
Ss ðw;vÞ

h i
2
4

3
5Iðw; vÞ

Ideal
Fourier

Hðs; tÞ ¼ 1 if Lðs; tÞ�L0
0 if Lðs; tÞ> L0

�

Butterworth
Fourier

Hðs; tÞ ¼ 1
1þ½Lðs;tÞ=L0 �2n

Gaussian
Fourier

Hðs; tÞ ¼ e�L2ðs;tÞ=2L20
2.1.6. Frequency-domain filter
It is a kind of filtering function which consists of special
frequency elements for signal handling. Fourier filter applied
Fourier transform on the signal; then, attenuated and compen-
sated special frequencies and eventually the results trans-
formed inversely. There are different kinds of Fourier filters
such as the Ideal, Butterworth and Gaussian filters [32,33].

2.1.7. Wavelet-based denoising
The wavelet thresholding follows three steps. First, it
calculates the discrete wavelet transform (DWT) of the
medical images. Second, this filter assigns threshold for the
wavelet coefficients. Third, it calculates the inverse discrete
wavelet transform (IDWT) for estimating denoised values. The
wavelet transform has high performance for denoising;
because of its characteristics such as multi-resolution and
multi-scale properties. Threshold may be non-adaptive such
as Visu shrink and adaptive such as Stein's unbiased risk
estimator (SURE) shrink, Bayes shrink and cross validation
[34,35].

2.1.7.1. Visu shrink. It is a non-adaptive universal threshold
which is based on the number of data points. Visu shrink
performance is in terms of MSE when the value of pixels is
infinite [36].

2.1.7.2. SURE shrink. It is a universal thresholding which
operated on sub-band adaptive shape by minimizing Stein's
biased risk estimator [37].

2.1.7.3. Bayes shrink. Bayes shrink is an adaptive threshold
which minimizes the Bayes risk estimator function with
assuming generalized Gaussian distribution for each sub-band
[38,39].
tion filters.

Parameter

J(x, y) is response of mean filter in x and y
orientations. p and q indicate number of rows and
columns of filter's neighborhood. Sxy shows region
with size of p � q (window or mask with this size)
from input noisy image (I). s and t are central
orientations from the region in (x, y) [24–27].

B; A1, A2, . . ., AN and w1;w2; . . .;wN are outputs of
weighted median filter, input samples, set of real
amounts weight, respectively. ^ is a replication
operator where sgn is the signs of weighted that are
capability to couple with the input samples [28,29].
Jðw; vÞ and Iðw; vÞ are filtered and original images,
respectively. Hðw; vÞ is the destructive function (�
shows complex conjugate) where Snðw; vÞ and Ssðw;vÞ
are power spectra of the noise and the original image
[30,31].
L0 is a definite non-negative number. L(s, t) is the
interval from (s, t) to the center for the Fourier-
transform filters [32,33].



Table 1 (Continued )

Filter type Formula Parameter

SURE shrink
wavelet

TSURE ¼ minðu; s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2logM

p Þ M, u and s are the number of wavelet coefficients in
specified sub-bands, the amount that minimizes
SURE and noise standard deviation, respectively [37].

Bayes
shrink
wavelet

s2
y ¼ s2

x þ s2
z ; s

2
z ¼ medianð HH1j jÞ

0:6745

h i2
; s2

y ¼ 1
M

XM
m¼1

A2
m; TB ¼

s2
z

s2
x

if s2
z < s2

y

max Amj jf g otherwise

8<
:

sy, sx and sz are standard deviations of wavelet
transform of the destructive image (Y), original image
(X) and the noise amounts (Z) based on Gaussian
distribution, respectively. HH1 is the 1st
decomposition level diagonal sub-band where 0.6745
is the experimental amount. A2

m and M are the
wavelet coefficients and the total number of wavelet
coefficient in that sub-band, respectively. TB is Bayes
shrink threshold and sx ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxðs2

y�s2
z ; 0Þ

q
[38,39].

Visu shrink
wavelet

Tvisu ¼ s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2logN

p
s is noise standard deviation and N is the pixel's
number in the image [36].

Cross
validation

GCVu
t ðdÞ ¼

1
Nu
t
kwu

t �wu
t;dk

2

Nu
t0

Nu
t

����
����
2 GCVu

t ðdÞ is generalized cross validation in level u,
component t and threshold d. Nu

t is upper bound for
optimal threshold where Nu

t0 is the number of zero
elements. wu

t is the vector of wavelet coefficients at
level u and component t where wu

t;d is the shrunk
coefficients in the threshold d [40].

2nd order
PDE

@uðx;y;tÞ
@t ¼ divðDðx; y; tÞruðx; y; tÞÞ

u(x, y, 0) = u0(x, y)
Dðx; y; tÞ ¼ 1

1þ ruj j2
k2

u(x, y, t) presents an image with directions (x, y) at
time t; D(x, y, t) is the diffusion coefficient, r explains
the gradient operator and div indicates to the
divergence operator. For inhomogeneous diffusivity,
Perona–Malik introduced D function. k is a factor for
managing the gradient of the image [41–45].

4th order
PDE

@u
@t ¼ �r2½Dðr2uÞr2u�
E(u) =

R
Vf(ru2)@x@y

D and u were introduced in previous PDE. r2 is the
Laplacian of the image u. Since, it will be zero if the
image becomes planar. Therefore, we need an energy
function. V and r2 indicates to the image support
and Laplacian operator, respectively. For planar
image should be ru2

�� �� ¼ 0 until E(u) becomes
minimum. E(u) is energy function [41–45].

Complex
diffusion

ut ¼ divðDðumðuÞruÞ
DðumðuÞÞ ¼ eiu

1þ um ðuÞ
ku

� �2
ut is an image at time t that provided from both real
and imaginary planes. div indicates the divergence
operator and D is diffusion coefficient. um is an image
that is accompanied with Schrodinger equations. r is
the gradient operator. e and i are exponential
function and complex number symbols, respectively.
k is the threshold factor where u is phase angle [45].

TV
Vy ¼ P

i;j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yiþ1;j�yi;jþ1

��� ���2 þ yi;jþ1�yi;j
��� ���2

r

VansioðyÞ ¼
P

i;j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yiþ1;j�yi;j
��� ���2

r
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yi;jþ1�yi;j
��� ���2

r

VansioðyÞ ¼
P

i;j yiþ1;j�yi;j
��� ���þ yi;jþ1�yi;j

��� ���
minyE(x, y) + lV(y)

i, j = 1, . . ., N and y is a two dimensional signal. V(y) is
the total variation. Since, above the mentioned
function is isotropic and non difference, it is
relevance to minimize using an anisotropic form.
Vansio is the total variation with anisotropic version. E
is the two dimensional L2 norm. In bracket of E(x, y), x
is an input signal and y is an approximation from x
that has less total variation compared to x; but is near
to x. l is regularization parameter. l > 0 manages the
degree of smoothing [46,47].

SFPD DaxðuÞ ¼
Daxu xþ a

2 ; y
� �$ 1�expði2pf1hÞ=m

h

h ia
expðipaf 1=mÞUðf 1; f 2Þ

u is digital image with size m �m pixels. x and y are
directional ways of operator. a indicates a real
number and h is the sub-pixel operator size. DÄaxðuÞ is
the central differentiation for the SFPD where Daxu is
a fractional order derivative operator that is
accompanied with u(x, y) indicates to a period
boundary. U( f1, f2) is two dimensional discrete Fourier
transform of u(x, y) and f1, f2 are frequency bounds.
‘‘$’’ illuminates the Fourier transform pair. The exp
and i are exponential and complex number symbols,
respectively. The pi number equals 3.14. Likely, DÄayðuÞ
can be extracted from this manner [48].
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2.1.7.4. Cross validation. It substitutes wavelet coefficients
with weighted average of neighborhood coefficients by
minimizing generalized cross validation function in order to
optimize the threshold in each coefficient [40].

2.1.8. PDEs-based noise reduction
These kinds of filters are based on iterative procedures for
denoising in medical images. Their basis is originated from
PDE in which the diffusion processes are not uniformly
through images. As amatter of fact, their smoothing processes
are adapted on the image elements. There are three developed
PDEs-basedmethods such as 2nd order, 4th order and complex
diffusions [41–45].

2.1.9. TV-based denoising
It is an iterativemethod for enhancingmedical images. The TV
calculates the differentiation between variances of two pixels.
It substitutes normal variance pixel with high variance pixel in
the medical image [46,47].

2.1.10. Sub pixel fractional order difference (SFPD)-based
noise reduction
It is an incremental function of the fractional extraction for
absolute amount of the image intensity function using Euler–
Lagrange equation and then, calculates the SFPD in frequency
region [48].

2.1.11. Proposed FGA-based noise removal filter
The proposed method of this study is based on the combina-
tion of TV, Bayes shrink and 4th-order PDE that are optimized
using the fuzzy genetic algorithm. This combination is a
weighted combination. Thus, the three-way weighted combi-
nation of the three filters is used to create the final image. First,
the output image of each filter is fragmented and a coefficient
is specified for each part. Wherever necessary, the weight of
each filter, which has the best response compared to the other
two filters in the desired part, will improve the final output. For
example, if in the nth segment, the TV filter output has more
appropriate response than others, the weight of the TV filter
will increase the nth segment. Experimental images used in
this research are digital panoramic X-ray images and the
predominant noise of test images is Poisson noise which is not
independent of signal. Therefore, in order to increase the
efficiency of the suggested filter in noise elimination, first, a
pre-processing step is performed on test images using the
EUIGAT function [16,49].

JEUIGATðTÞ ¼
1
4
T2 þ 1

4

ffiffiffi
3
4

r
T�1�11

8
T�2 þ 5

8

ffiffiffi
3
2

r
T�3�1

8
�s2

n (3)

where JEUGAT(T) is an approximation which is close to the
function of EUIGAT and T is noisy image which has Poisson
noise. s2

n is noise variance of the observed data.

After pre-processing step, the output of the function is
given which utilized as input of three filters and finally, IBayes,
I4th-orderPDE and ITV obtained. Now, three images in theweighted
compilation should be optimized using the fuzzy genetic
algorithm to achieve a high-quality imagewithout noise in the
output.
The three images are divided into smaller parts. Suppose
the image dimensions are P � Q and p � q is selected as
dimensions of each image segments. Depending on the image
dimensions and the dimensions chosen for each image
segment; the image is divided into mn smaller parts
(P = n � p, Q = m � q). The parameters p and q depend on
how often the work is done. In high frequencies p = q = 41, in
medium frequencies p = q = 23 and in low frequencies p = q = 9
are considered [50]. The output images of Bayes shrink, TV and
4th order PDE methods are called ITV, IBayes and I4th�orderPDE,
respectively. Their different segments can be represented by
ITVi,j, IBayesi,j and I4th-orderPDEi;j where i 2 {1, . . ., n} and j 2 {1, . . .,
m}. The fuzzy genetic algorithm creates three populationswith
m � n size as primary population that each population is
related to ITV, IBayes or I4th�orderPDE. The population associated
with ITV, IBayes and I4th�orderPDE are PITV, PIBayes and PIPDE,
respectively. Each population contains K chromosomes and
the chromosome k is represented by PITV(k), PIBayes(k) and
PIPDE(k). Each of the chromosomes PITV(k)i,j, PIBayes(k)i,j and
PIPDE(k)i,j has m � n genes where i 2 {1, . . ., n} and j 2 {1, . . ., m},
respectively.

Using a multiplication of randomly generated weights in
the initial population for each parts of the image, denoised
image is created using (4).

Denoised image ¼ PITVðkÞi;j�ITVi;j þ PIBayesðkÞi;j�IBayesi;j

þ PIPDEðkÞi;j�I4thorderPDEi;j (4)

After obtaining a denoised image, it is easy to find out that
intensity values may be higher than 255. Therefore, intensity
values normalized in {0, . . ., 255} based on min-max normali-
zation method [51].

Normalized denoised image

¼ denoised image�minðdenoised imageÞ
maxðdenoised imageÞ�minðdenoised imageÞ�255 ð5Þ

Therefore, the fitness of normalized denoised image can be
determined. To determine the image fidelity, sequential
connected component labeling (SCCL) method is used
[52,53]. This algorithm defines the regions of the input image
(I) and normalized denoised image for the kth chromosome. In
fact, the more similar the various areas of the two images are,
the higher the fitness is. To apply SCCL to each input image (I)
and normalized denoised image; both images are initially
converted to the binary mode and the SCCL method is applied
to both images. The number of pixels labeled identical in both
images (in the same region) specifies the degree of the
denoised image fitness.

The proposedmethoduses fuzzy genetic approachwhich is
presented by Djellali and Adda [54]. This process is performed
for all k chromosomes in the population. Therefore, k-images
and k-fitness values associated with them will be on hand. By
choosing the best fitness function, the most suitable chromo-
some is chosen. By the Roulette wheel method, new chromo-
somes are constructed using the appropriate chromosomes of
the current population. The number of new chromosomeswill
also be k-cases in addition to the previous chromosomes will
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Fig. 1 – Flowchart of the proposed approach.

b i o c y b e r n e t i c s a n d b i om e d i c a l e n g i n e e r i n g 3 8 ( 2 0 1 8 ) 9 4 1 – 9 6 5946
have 2k-chromosome. So far, new population has been created
and fitness value for each of the chromosomes has been
determined. The goal is to achieve a better generation with
the advancement of population. Thus, chromosomes that
have higher fitness values will be selected for cross over
procedure [55].

After selecting two chromosomes from the population for
cross over, a single-point compound is used to produce two
offsprings from twoparents [56,57]. In a single point cross over,
a gene from the chromosome is randomly selected as the
intersection point and two parents are combined from the
point. In the proposed FGA-based noise removal approach, the
trend for using one-point combination continues to the extent
that the number of new chromosomes is equal to that of the
previous population.

In addition, mutation procedure was used in this study
which the offsprings have one or more characteristics that are
not related to any parent. Themain goal of themutation is that
by changing the genomes of the chromosomes, search in the
response space done in a way that prevents early convergence
in local optimizations [58]. The method of making a mutation
is that a random number is generated and if the number be
greater than mutation probability, the mutation done. Probmu

shows mutation probability. More precisely, if the random
number obtained for the chromosome be greater than Probmu,
the mutation performed. Since the probability of a genetic
mutation in nature is very low, Probmu usually selects a large
number. In the proposedmethod, Probmu is considered equal to
95%. After some generations passed, a population produced
which each chromosome represents the cost-effective pre-
dictors. This genetic variation search-based optimization
approach creates a variables subset until there is no
improvement ofmodel accuracy. In order to evaluate potential
solution optimality, Fuzzy ART1 Wrapper model is used [54].

Now, k-chromosomes from the previous population and
the new k-chromosomes make population for the next
iteration. Therefore, the chromosomes are arranged in a
descending order according to the fitness value and the k-
chromosomes are selected from the list of 2k-chromosomes.
Genetic steps are repeated in a definite number and, finally,
the best chromosomes are selected alongwith the best images.
Proposed FGA-based denoising approach and comparing
methods are summarized in Fig. 1.

2.2. Experimental results

In this section, the results of the proposed denoisingmethod are
illustrated and compared with other related approaches which
are mentioned in Section 2. This method was applied to
simulated images, phantom and real radiographs. Five criteria
are utilized for performance evaluation. Also, a criterion which
showsappropriatevisualperceptiondetectsedges improvement.

2.2.1. Edge detection
Edge detection is laborious in noisy radiographs; because both
noises and edges include high frequency elements. There are
two general kinds of operators for edge detection. First,
gradient-based operators such as Sobel, Prewitt, Roberts,
and Canny that use the first-derivative of images for finding
the maximum and minimum intensities. The other is based
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on second-derivative such as Laplace of Gaussian (LoG) and
zero-crossing. Proper edge detection should provide some
features such as fruitful evaluation from magnitude and
orientation of the edges, high rate for tracing and desirable
localization. This paper utilizes Canny edge detector for
present study [58,59].

Canny detector is a multi-step operator for tracing a broad
range in images. Its procedure includes four stages. First, a
Gaussian filter smoothens the image for noise removal.
Second, local maximum gradient of image should be found.
Next, Canny uses two thresholds for tracing potential edges.
Finally, this edge detection quenches either weak edges or
non-connected edges to the strong edge [60].

2.3. Dataset

Three kinds of datasets of the images are utilized for the
proposed FGA-based noise removal approach evaluation.

2.3.1. Simulated images
We have made a certain number of simulated radiographies
of 512 pixels. At first, a coefficient map with coefficients
which decrease from 100% for rightmost pixel to 0% for
leftmost one is generated. Afterward, some various geometri-
cal shapes including circles and rectangles are added which
have random positions near the map. Radius of circles and
sides of rectangles are randomly selected in {1, . . ., 512}. When
geometrical shapes are added to their map, a random number
between 0 and 100% is added to them. In this case, the number
which is more than 100% is replaced by 100%. According to
Poisson statistics, noises are added to each pixel indepen-
dently. Then, the map is filtered by all noise removal filters
whose corresponding window sizes are small (9 � 9), medium
(23 � 23) and large (41 � 41) [61]. The number of noise was
added to the images artificially as 10,000. The datasets
consisted of 110 radiograph images for simulation.

2.3.2. Phantom and real radiographs
The Phantom used in this study was consisted of bone,
soft tissue and fat. For this purpose, anthromorphic skull
and paraffin were applied with different amounts of NaCl
as impurity. Paraffin wax with general formula of CnH2n+2

and average density of 0.9 g/cm was applied to soft tissue.
This phantom has been introduced comprehensively in
our previous study [62]. This phantom is used in order to
cover a fixed anatomical shape of the face for evaluating
the performance of filters in noise reduction. It should
be mentioned that it was done for different anatomical
shapes of the face in real subjects. Panoramic images were
obtained from the phantom. All subjects conceded their
informed written consent for the examinations using
digital OPG machine (Planmeca, ProOne, Helsinki, Finland).
For attaining a standard situation and elimination inter-
observer variability, the images were taken by one operator
at 8–16 mA and 2–10 s; the voltage varied between 60
and 70 kVp based on age, sex and anatomical shape of
subjects' face.

Present study was accepted by the Ethics Committee of
Kashan University of Medical Sciences in Iran. They were aged
30–60 years old (54 males and 50 females). The datasets
consisted of radiographs for 106 and 104 for the phantom
and real radiographic samples, respectively compiled by a
panoramic system. They were positioned in the OPG system
in which the vertical line was adjusted with the samples
Sagittal plane and Frankfort plane parallel to the floor. The
images were taken by charge coupled device (CCD) and optical
fiber digital sensor and the data were compiled in the
computer of panoramic system. Tagg image file format (TIFF)
was used to take the images of the maxillofacial region
from hard drive. Then, this was delivered to a personal
computer for post-processing. An algorithm was developed
and used to contribute to the understanding of the process
(Fig. 1). The program was designed using MATLAB software
(version 7.01; Mathworks; USA) to derive images in TIFF
format. Matlab depicted images with dimensions equal to
2837 � 1435 pixels.

2.4. Performance criteria

In order to assess results of the proposedmethod compared to
the other filters in terms of noise removal, some performance
criteria are used which explained shortly as follows.

2.4.1. Mean square error (MSE)
It was used for averaging the square of the differentiation
between the intensity values of the original and denoised
images. Lower MSE value is associated with minimum
difference between them. The range of MSE is [0, . . ., 1] [63].

MSE ¼ 1
MN

XM
i¼1

XN
j¼1

ðxði; jÞ�yði; jÞÞ2 (6)

where x(i, j) and y(i, j) represent the original and denoised
images, respectively. Also, i and j are pixel situation in
M � N image.
2.4.2. Peak signal noise ratio (PSNR)
This metric parameter gives a fraction between themaximum
strength of the signal and the noise elements. Higher PSNR
value exhibits more proper image quality. PSNR value range is
[0, . . ., 1] [64].

PSNR ¼ 10log10
ð2n�1Þ2ffiffiffiffiffiffiffiffiffiffi

MSE
p (7)

where n shows the number of bits used for introducing pixel of
the radiograph. In this regard, n equals 8 for gray level image.
2.4.3. Image quality index (IQI)
This image quality index displays the degree of disturbance of
the radiograph using factors such as lack of correlation,
lightness and contrast distortions. Similar to MSE and PSNR
criteria, IQI range is [0, . . ., 1]. Lower disturbances are defined
with the IQI values when they are near 1 [64].

IQI ¼ 4�sxy�x�y
ðs2

x þ s2
yÞ�ððxÞ2 þ ðyÞ2Þ

(8)
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x, y, s2
x, s

2
y and sxy are given as:

x ¼ 1
N

XN
i¼1

xi (9)

y ¼ 1
N

XN
i¼1

yi (10)

s2
x ¼ 1

N�1

XN
i¼1

ðxi�xÞ2 (11)

s2
y ¼ 1

N�1

XN
i¼1

ðyi�yÞ2 (12)

sxy ¼ 1
N�1

XN
i¼1

ðxi�xÞðyi�yÞ (13)
2.4.4. Structural similarity index metric (SSIM)
It is a similarity index for comparing original and denoised
radiographs using luminance, contrast, and structure. If we
expect appropriate similarity, its value should be near 1 [65,66].

SSIM ¼ ð2�x�yþ C1Þð2�sxy þ C2Þ
ðs2

x þ s2
y þ C2Þ�ððxÞ2 þ ðyÞ2 þ C1Þ

(14)

x, y, s2
x, s

2
y and sxy are given as:

x ¼ 1
N

XN
i¼1

xi (15)

y ¼ 1
N

XN
i¼1

yi (16)

s2
x ¼ 1

N�1

XN
i¼1

ðxi�xÞ2 (17)

s2
y ¼ 1

N�1

XN
i¼1

ðyi�yÞ2 (18)

sxy ¼ 1
N�1

XN
i¼1

ðxi�xÞðyi�yÞ (19)

C1 = (k1D)
2, C2 = (k2D) are two variant values to stabilize the

division with poor divisor. D equals the dynamic range of
pixel-values (generally this is 2 number of bits per pixe1�1)
where k1 � 1 and k2 � 1 are two scalar constants.
2.4.5. Figure of merit (FOM)
This parameter measures the capability of edge conservation
of the radiograph. The values range of the FOM is [0, . . ., 1] [45].

FOM ¼ 1
maxðNn�NoÞ�

XNo

i¼1

1
1þ d2E�l

(20)

where theNn andNo are pixels of the edge in terms of denoised
and original images, respectively. Also, dE is the Euclidean
distance between ith edge pixel in the radiograph which cor-
rupted with noise and nearest edge pixel in basic image.
3. Results
The mean � standard deviation (SD) values were observed on
the data.We used the Kolomogrove–Smirnov and Levene tests
for evaluating normal and homogeneity of variance, respec-
tively. To insure the significance of themeans in terms ofMSE,
PSNR, IQI, SSIM and FOM for all filters and edge detection, the
analysis of variance (ANOVA) was used. The post hoc test
Tukey was used in the present study which P < 0.05 was
considered as significant. For analyzing the data, SPSS
software (SPSS V.11.5, Inc., Chicago, IL) was used.

The results of the noise removal filters and Canny edge
detection are summed up in Figs. 2–4. Table 2 demonstrates
the effects of noise reduction accompanied by image enhance-
ment on the simulated, phantomand real radiographic images
using the proposed and other filters. Performance criteria
utilized in this study have some advantages such as ability to
provide fast, suitable and simple situation for quantifying the
errors objectively [65], monotonously increment without
differentiation of the image fidelity between the base and
changeable versions of the corrupted radiograph [66], greater
accuracy and consistency compared to the other metric
parameters [66].

Lower MSE values signify a higher image similarity,
whereas smaller values in terms of PSNR, IQI, SSIM and
FOM signify a lower image similarity [65]. There were
significant differences in terms of MSE, PSNR, IQI, SSIM and
FOM among applied canny edge detectors to the proposed
method and comparing filters' results (P < 0.05). Tables 3–5
demonstrate the lowest MSE and highest PSNR, IQI, SSIM and
FOM for evaluating noise reduction accompanied by image
quality increment using three kinds of datasets of images
(simulation, phantom, and real images). For the overall
evaluation of the image quality, especially the superior and
inferior borders of the cortex, mandibular cortical thickness
(MCT), and mental foramen; five experienced dentists and
maxillofacial surgeons confirmed better performance of the
proposed method compared with other filters. Besides, the
proposed method results were assessed with Wang's model
[67]. The results showed high correlation between mean
opinions score (MOS) and the predicted model results (Fig. 5).
Finally, for better assessment, both the proposed method and
the other noise reduction filters were applied on two different
kinds of data sets of standard images from [68–70] as shown in
Tables 6–8. The results exhibited better performance of the
proposed method compared to the other filters for noise
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Fig. 2 – Results of proposed method and Canny edge detection for a sample of the simulation images: (a) without filter[1_TD$DIFF]; (b) with
filter[1_TD$DIFF]; (c) with edge detection.
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Fig. 3 – Results of proposed method and Canny edge detection for a sample of the phantom images: (a) without filter[1_TD$DIFF]; (b) with
filter[1_TD$DIFF]; (c) with edge detection.
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Fig. 4 – Results of proposed filter and Canny edge detection for a sample of the real images: (a) without filter[1_TD$DIFF]; (b) with filter[1_TD$DIFF];
(c) with edge detection.
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reduction on the standard images. Since continuous superior
and inferior borders of the cortex and its thickness as well as
the mental foramen site are important landmarks for
evaluating mandible bone so that they help physicians and
maxillofacial surgeons predict early stages of osteoporosis,
block inferior alveolar nerve, and confirm stability of the jaws
for teeth implantation [71,72] Our study is putting more
emphasis on these aspects. Table 9 shows proper capability
proposedmethod comparedwith other filters in terms of noise
removal.

4. Discussion
Oral and jaw injuries can be detected in digital OPG X-ray
images. But they can be occasionally missed because the
images are often low in contrast and high in noise [25].
Corruption of digital OPG X-ray images is generally resulted by
X-ray scattering and electrical noises. They can be patterned
by Poisson distribution [25]. Therefore, reducing noise and
maintaining edge details are crucial for digital X-ray imaging
[73]. For this purpose, the conventional noise decreasing
methods such as mean, median, wiener and so on based on
Fourier transform are not performable enough for denoising.
Because imaging processes are regarded as non-stationary
occurrences and, moreover, these filters may also smooth the
edge information [74].

Recently, nonlinear iterative denoising approaches based
on the PDE variants have been introduced for removing noise
while preserving edge characteristics on the X-ray images [75].
Since the 2nd-order PDE is impaired by blocky events, it is
replaced by the 4th-order PDE which has less blocky effects
compared to the lower order PDE. It had some benefits such as
a higher capability of dissolving the fluctuations of frequency
compared to the 2nd-order PDE and owing better plans for the
events of curvature in the dynamical features [76,77].

TV regularization is an important tool for noise reduction. It
has the capability to retain the edges. However, since basis of
TV function is first order derivation of the image intensity
function, it will suffer from stair cases on the ramp surfaces of
the image. This effect can be reduced using higher order
regularization methods [78,79].

Wavelet-based denoising approaches are used for different
image types. After Dono et al.'s study, many researchers tried
to find thresholds with higher performances for image
denoising. There are three main methods evaluated in this
paper: the Visu, SURE and Bayes shrinks. Visu shrink is not
adapted to discontinuities well in the images. SURE shrinkwas
used as a local threshold for adapting in each level. Also,
wavelet coefficients of Bayes shrink had enough capability to
be summarized on images' sub-bands using a generalized
Gaussian distribution. It should be mentioned that the Bayes
shrink is more proper for adapting both image and noise
features compared with others [36,80,81].

The FGA is one of the different kinds of algorithms which
has capability to manage the PDE equations using selection
proper parameters and numerical plans [82]. According to the
Poisoning nature of the photon-counting event for X-ray
detectors, the produced signal is a signal-dependent noise.
Therefore, it is difficult to be traced from the conventional
Gaussian part. In order to solve this problem, Anscombe
variance-stabilizing transform (AVST) can be utilized [83,84].



Table 2 – Results of different filters and Canny edge detection on the simulation, phantom and real images for one sample
(used kernel in the simulated, phantom, and real images: 23 T 23; added noise to the simulated image: 10,000.).

Images
Filters

Simulation Phantom Real

Original image
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Mean
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Median
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Weighted median
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Weiner
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Gaussian Fourier
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Ideal Fourier
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Butterworth Fourier
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Sure shrink wavelet
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Bayes shrink wavelet
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Visu shrink wavelet
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Cross validation wavelet
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

2nd order PDE
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

4th order PDE
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

TV
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Proposed
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

Complex diffusion
[TD$INLINE]

[TD$INLINE] [TD$INLINE]

SFPD
[TD$INLINE]

[TD$INLINE] [TD$INLINE]
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Besides, a combined filter consisted of 4th-order PDE, TV and
Bayes shrink presented which accompanied with FGA algo-
rithm and EUIGAT. Then, its performance in noise reduction
was compared with other filters in three different size of
kernels; 9 � 9 (small), 23 � 23 (medium) and 41 � 41 (large).
Undoubtly, the size of kernel is a crucial factor in fruitful
utilization of image processing. The degree of noise reduction
is associated with the size of kernel which larger inhibition
attained by wider kernels [2,3].
In this study, the selection of three different kinds of
kernels was based on the presence of structures such as soft,
bone and metal tissues with different attenuation coefficients
and frequency details from low to high ranges in the oral
region [50]. Edge detection is a very important factor for the
human visual system. Because, capability of discriminating
edges for each image may lead to the intuition of elements.
Canny edge detector was applied to the panoramic images due
to its benefits such as reducing the occurrence of false edge or



Table 3 – Mean and standard deviation of image quality metrics for different filters in the simulated images using three
kind of kernels.

Parameter
Filter

MSE PSNR IQI SSIM FOM

Mean 0.345 � 0.076
(9 � 9)
0.416 � 0.097
(23 � 23)
0.394 � 0.097
(41 � 41)

0.349 � 0.076
(9 � 9)
0.399 � 0.102
(23 � 23)
0.341 � 0.081
(41 � 41)

0.376 � 0.081
(9 � 9)
0.390 � 0.086
(23 � 23)
0.371 � 0.081
(41 � 41)

0.485 � 0.106
(9 � 9)
0.415 � 0.101
(23 � 23)
0.380 � 0.077
(41 � 41)

0.464 � 0.111
(9 � 9) 0.423 � 0.105
(23 � 23) 0.440 � 0.103
(41 � 41)

Median 0.379 � 0.080
(9 � 9)
0.425 � 0.102
(23 � 23)
0.423 � 0.105
(41 � 41)

0.370 � 0.083
(9 � 9)
0.397 � 0.096
(23 � 23)
0.339 � 0.076
(41 � 41)

0.366 � 0.075
(9 � 9)
0.402 � 0.080
(23 � 23)
0.390 � 0.077
(41 � 41)

0.499 � 0.109
(9 � 9)
0.390 � 0.092
(23 � 23)
0.388 � 0.080
(41 � 41)

0.454 � 0.102
(9 � 9)
0.450 � 0.101
(23 � 23)
0.427 � 0.100
(41 � 41)

Weighted median 0.370 � 0.085
(9 � 9)
0.407 � 0.096
(23 � 23)
0.422 � 0.100
(41 � 41)

0.365 � 0.080
(9 � 9)
0.410 � 0.090
(23 � 23)
0.319 � 0.070
(41 � 41)

0.362 � 0.070
(9 � 9)
0.400 � 0.085
(23 � 23)
0.403 � 0.080
(41 � 41)

0.482 � 0.101
(9 � 9)
0.408 � 0.090
(23 � 23)
0.394 � 0.079
(41 � 41)

0.454 � 0.096
(9 � 9)
0.432 � 0.096
(23 � 23)
0.429 � 0.092
(41 � 41)

Weiner 0.355 � 0.077
(9 � 9)
0.387 � 0.084
(23 � 23)
0.416 � 0.087
(41 � 41)

0.361 � 0.070
(9 � 9)
0.395 � 0.080
(23 � 23)
0.339 � 0.081
(41 � 41)

0.362 � 0.074
(9 � 9)
0.377 � 0.071
(23 � 23)
0.381 � 0.075
(41 � 41)

0.468 � 0.100
(9 � 9)
0.417 � 0.102
(23 � 23)
0.403 � 0.090
(41 � 41)

0.437 � 0.085
(9 � 9)
0.453 � 0.106
(23 � 23)
0.439 � 0.083
(41 � 41)

Gaussian Fourier 0.398 � 0.084
(9 � 9)
0.414 � 0.087
(23 � 23)
0.393 � 0.090
(41 � 41)

0.349 � 0.066
(9 � 9)
0.385 � 0.070
(23 � 23)
0.342 � 0.067
(41 � 41)

0.361 � 0.078
(9 � 9)
0.389 � 0.087
(23 � 23)
0.375 � 0.071
(41 � 41)

0.483 � 0.088
(9 � 9)
0.397 � 0.087
(23 � 23)
0.414 � 0.087
(41 � 41)

0.450 � 0.100
(9 � 9)
0.436 � 0.096
(23 � 23)
0.429 � 0.089
(41 � 41)

Ideal Fourier 0.390 � 0.080
(9 � 9)
0.395 � 0.091
(23 � 23)
0.409 � 0.076
(41 � 41)

0.340 � 0.071
(9 � 9)
0.384 � 0.076
(23 � 23)
0.333 � 0.059
(41 � 41)

0.370 � 0.083
(9 � 9)
0.400 � 0.080
(23 � 23)
0.394 � 0.084
(41 � 41)

0.490 � 0.096
(9 � 9)
0.413 � 0.080
(23 � 23)
0.418 � 0.096
(41 � 41)

0.427 � 0.082
(9 � 9)
0.420 � 0.084
(23 � 23)
0.443 � 0.080
(41 � 41)

Butterworth Fourier 0.354 � 0.072
(9 � 9)
0.397 � 0.081
(23 � 23)
0.434 � 0.091
(41 � 41)

0.367 � 0.080
(9 � 9)
0.390 � 0.084
(23 � 23)
0.343 � 0.069
(41 � 41)

0.339 � 0.071
(9 � 9)
0.388 � 0.075
(23 � 23)
0.366 � 0.067
(41 � 41)

0.482 � 0.105
(9 � 9)
0.388 � 0.084
(23 � 23)
0.404 � 0.087
(41 � 41)

0.448 � 0.087
(9 � 9)
0.434 � 0.091
(23 � 23)
0.419 � 0.094
(41 � 41)

SURE shrink wavelet 0.381 � 0.078
(9 � 9)
0.385 � 0.093
(23 � 23)
0.393 � 0.084
(41 � 41)

0.371 � 0.067
(9 � 9)
0.392 � 0.085
(23 � 23)
0.361 � 0.078
(41 � 41)

0.364 � 0.070
(9 � 9)
0.405 � 0.085
(23 � 23)
0.380 � 0.074
(41 � 41)

0.460 � 0.105
(9 � 9)
0.406 � 0.091
(23 � 23)
0.404 � 0.073
(41 � 41)

0.442 � 0.099
(9 � 9)
0.430 � 0.091
(23 � 23)
0.413 � 0.077
(41 � 41)

Bayes shrink wavelet 0.353 � 0.065
(9 � 9)
0.431 � 0.078
(23 � 23)
0.404 � 0.071
(41 � 41)

0.377 � 0.063
(9 � 9)
0.401 � 0.069
(23 � 23)
0.375 � 0.060
(41 � 41)

0.369 � 0.060
(9 � 9)
0.397 � 0.069
(23 � 23)
0.366 � 0.060
(41 � 41)

0.473 � 0.078
(9 � 9)
0.405 � 0.070
(23 � 23)
0.425 � 0.069
(41 � 41)

0.469 � 0.078
(9 � 9)
0.411 � 0.073
(23 � 23)
0.416 � 0.069
(41 � 41)

Visu shrink wavelet 0.366 � 0.070
(9 � 9)
0.386 � 0.088
(23 � 23)
0.407 � 0.091
(41 � 41)

0.335 � 0.067
(9 � 9)
0.410 � 0.101
(23 � 23)
0.350 � 0.076
(41 � 41)

0.358 � 0.075
(9 � 9)
0.398 � 0.091
(23 � 23)
0.395 � 0.086
(41 � 41)

0.484 � 0.101
(9 � 9)
0.401 � 0.095
(23 � 23)
0.403 � 0.085
(41 � 41)

0.431 � 0.092
(9 � 9)
0.439 � 0.105
(23 � 23)
0.416 � 0.098
(41 � 41)
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Table 3 (Continued )

Parameter
Filter

MSE PSNR IQI SSIM FOM

Cross validation wavelet 0.379 � 0.074
(9 � 9)
0.409 � 0.102
(23 � 23)
0.428 � 0.087
(41 � 41)

0.350 � 0.076
(9 � 9)
0.383 � 0.087
(23 � 23)
0.345 � 0.069
(41 � 41)

0.351 � 0.074
(9 � 9)
0.390 � 0.085
(23 � 23)
0.382 � 0.075
(41 � 41)

0.492 � 0.098
(9 � 9)
0.381 � 0.073
(23 � 23)
0.384 � 0.074
(41 � 41)

0.449 � 0.102
(9 � 9)
0.433 � 0.086
(23 � 23)
0.415 � 0.088
(41 � 41)

2nd order PDE 0.377 � 0.065
(9 � 9)
0.398 � 0.068
(23 � 23)
0.414 � 0.070
(41 � 41)

0.366 � 0.060
(9 � 9)
0.406 � 0.069
(23 � 23)
0.338 � 0.074
(41 � 41)

0.371 � 0.064
(9 � 9)
0.372 � 0.061
(23 � 23)
0.374 � 0.063
(41 � 41)

0.481 � 0.081
(9 � 9)
0.414 � 0.072
(23 � 23)
0.396 � 0.063
(41 � 41)

0.450 � 0.083
(9 � 9)
0.428 � 0.068
(23 � 23)
0.428 � 0.068
(41 � 41)

4th order PDE 0.314 � 0.039
(9 � 9)
0.379 � 0.057
(23 � 23)
0.381 � 0.063
(41 � 41)

0.403 � 0.046
(9 � 9)
0.426 � 0.053
(23 � 23)
0.388 � 0.051
(41 � 41)

0.434 � 0.046
(9 � 9)
0.452 � 0.057
(23 � 23)
0.407 � 0.053
(41 � 41)

0.542 � 0.060
(9 � 9)
0.433 � 0.056
(23 � 23)
0.430 � 0.056
(41 � 41)

0.486 � 0.061
(9 � 9)
0.453 � 0.059
(23 � 23)
0.451 � 0.060
(41 � 41)

TV 0.317 � 0.040
(9 � 9)
0.375 � 0.060
(23 � 23)
0.386 � 0.060
(41 � 41)

0.395 � 0.044
(9 � 9)
0.429 � 0.052
(23 � 23)
0.390 � 0.049
(41 � 41)

0.394 � 0.040
(9 � 9)
0.456 � 0.053
(23 � 23)
0.410 � 0.049
(41 � 41)

0.530 � 0.057
(9 � 9)
0.435 � 0.050
(23 � 23)
0.434 � 0.054
(41 � 41)

0.499 � 0.060
(9 � 9)
0.460 � 0.060
(23 � 23)
0.457 � 0.057
(41 � 41)

Proposed method 0.213 � 0.012
(9 � 9)
0.217 � 0.015
(23 � 23)
0.231 � 0.014
(41 � 41)

0.545 � 0.073
(9 � 9)
0.580 � 0.069
(23 � 23)
0.524 � 0.079
(41 � 41)

0.554 � 0.068
(9 � 9)
0.579 � 0.068
(23 � 23)
0.571 � 0.078
(41 � 41)

0.562 � 0.063
(9 � 9)
0.584 � 0.077
(23 � 23)
0.586 � 0.073
(41 � 41)

0.537 � 0.065
(9 � 9)
0.617 � 0.079
(23 � 23)
0.607 � 0.076
(41 � 41)

Complex diffusion 0.367 � 0.080
(9 � 9)
0.402 � 0.095
(23 � 23)
0.438 � 0.085
(41 � 41)

0.338 � 0.070
(9 � 9)
0.409 � 0.093
(23 � 23)
0.322 � 0.070
(41 � 41)

0.365 � 0.070
(9 � 9)
0.384 � 0.087
(23 � 23)
0.396 � 0.080
(41 � 41)

0.480 � 0.092
(9 � 9)
0.400 � 0.090
(23 � 23)
0.406 � 0.090
(41 � 41)

0.450 � 0.094
(9 � 9)
0.429 � 0.100
(23 � 23)
0.413 � 0.094
(41 � 41)

SFPD 0.394 � 0.084
(9 � 9)
0.409 � 0.090
(23 � 23)
0.420 � 0.088
(41 � 41)

0.355 � 0.073
(9 � 9)
0.402 � 0.088
(23 � 23)
0.354 � 0.073
(41 � 41)

0.377 � 0.081
(9 � 9)
0.396 � 0.080
(23 � 23)
0.381 � 0.079
(41 � 41)

0.461 � 0.094
(9 � 9)
0.389 � 0.082
(23 � 23)
0.386 � 0.085
(41 � 41)

0.462 � 0.089
(9 � 9)
0.416 � 0.097
(23 � 23)
0.417 � 0.096
(41 � 41)

Table 4 –Mean and Standard deviation of image quality metrics for different filters in the phantom images using three kind
of kernels.

Parameter
Filter

MSE PSNR IQI SSIM FOM

Mean 0.508 � 0.068 (9 � 9)
0.444 � 0.064 (23 � 23)
0.448 � 0.067
(41 � 41)

0.459 � 0.068
(9 � 9)
0.516 � 0.076
(23 � 23)
0.485 � 0.068
(41 � 41)

0.458 � 0.070
(9 � 9)
0.529 � 0.073
(23 � 23)
0.412 � 0.055
(41 � 41)

0.466 � 0.070
(9 � 9)
0.474 � 0.068
(23 � 23)
0.372 � 0.058
(41 � 41)

0.422 � 0.055
(9 � 9)
0.490 � 0.070
(23 � 23)
0.425 � 0.060
(41 � 41)

Median 0.524 � 0.071
(9 � 9)
0.455 � 0.068
(23 � 23)
0.494 � 0.071
(41 � 41)

0.523 � 0.077
(9 � 9)
0.533 � 0.079
(23 � 23)
0.485 � 0.066
(41 � 41)

0.423 � 0.062
(9 � 9)
0.532 � 0.077
(23 � 23)
0.424 � 0.059
(41 � 41)

0.498 � 0.076
(9 � 9)
0.469 � 0.064
(23 � 23)
0.384 � 0.054
(41 � 41)

0.468 � 0.064
(9 � 9)
0.461 � 0.066
(23 � 23)
0.415 � 0.055
(41 � 41)
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Table 4 (Continued )

Parameter
Filter

MSE PSNR IQI SSIM FOM

Weighted median 0.513 � 0.070
(9 � 9)
0.474 � 0.069
(23 � 23)
0.473 � 0.063
(41 � 41)

0.473 � 0.065
(9 � 9)
0.510 � 0.071
(23 � 23)
0.470 � 0.068
(41 � 41)

0.506 � 0.066
(9 � 9)
0.536 � 0.073
(23 � 23)
0.437 � 0.063
(41 � 41)

0.504 � 0.072
(9 � 9)
0.469 � 0.068
(23 � 23)
0.384 � 0.050
(41 � 41)

0.497 � 0.068
(9 � 9)
0.436 � 0.060
(23 � 23)
0.435 � 0.059
(41 � 41)

Weiner 0.491 � 0.068
(9 � 9)
0.471 � 0.066
(23 � 23)
0.491 � 0.070
(41 � 41)

0.466 � 0.061
(9 � 9)
0.504 � 0.066
(23 � 23)
0.481 � 0.064
(41 � 41)

0.517 � 0.078
(9 � 9)
0.521 � 0.071
(23 � 23)
0.430 � 0.060
(41 � 41)

0.538 � 0.081
(9 � 9)
0.456 � 0.062
(23 � 23)
0.359 � 0.057
(41 � 41)

0.526 � 0.073
(9 � 9)
0.440 � 0.059
(23 � 23)
0.441 � 0.063
(41 � 41)

Gaussian Fourier 0.513 � 0.067
(9 � 9)
0.452 � 0.064
(23 � 23)
0.518 � 0.0081
(41 � 41)

0.485 � 0.069
(9 � 9)
0.521 � 0.069
(23 � 23)
0.462 � 0.058
(41 � 41)

0.468 � 0.068
(9 � 9)
0.534 � 0.080
(23 � 23)
0.428 � 0.057
(41 � 41)

0.495 � 0.073
(9 � 9)
0.473 � 0.069
(23 � 23)
0.395 � 0.058
(41 � 41)

0.512 � 0.070
(9 � 9)
0.441 � 0.063
(23 � 23)
0.444 � 0.060
(41 � 41)

Ideal Fourier 0.497 � 0.073
(9 � 9)
0.442 � 0.060
(23 � 23)
0.457 � 0.065
(41 � 41)

0.475 � 0.064
(9 � 9)
0.513 � 0.067
(23 � 23)
0.459 � 0.064
(41 � 41)

0.464 � 0.064
(9 � 9)
0.526 � 0.076
(23 � 23)
0.437 � 0.062
(41 � 41)

0.502 � 0.070
(9 � 9)
0.496 � 0.074
(23 � 23)
0.419 � 0.057
(41 � 41)

0.489 � 0.066
(9 � 9)
0.485 � 0.066
(23 � 23)
0.462 � 0.067
(41 � 41)

Butterworth Fourier 0.530 � 0.079
(9 � 9)
0.466 � 0.067
(23 � 23)
0.478 � 0.064
(41 � 41)

0.488 � 0.070
(9 � 9)
0.559 � 0.074
(23 � 23)
0.478 � 0.068
(41 � 41)

0.476 � 0.069
(9 � 9)
0.547 � 0.073
(23 � 23)
0.442 � 0.066
(41 � 41)

0.498 � 0.067
(9 � 9)
0.488 � 0.071
(23 � 23)
0.396 � 0.053
(41 � 41)

0.499 � 0.068
(9 � 9)
0.455 � 0.060
(23 � 23)
0.448 � 0.064
(41 � 41)

SURE shrink wavelet 0.502 � 0.069
(9 � 9)
0.455 � 0.061
(23 � 23)
0.482 � 0.069
(41 � 41)

0.508 � 0.069
(9 � 9)
0.497 � 0.066
(23 � 23)
0.463 � 0.058
(41 � 41)

0.474 � 0.063
(9 � 9)
0.503 � 0.070
(23 � 23)
0.439 � 0.057
(41 � 41)

0.538 � 0.068
(9 � 9)
0.510 � 0.071
(23 � 23)
0.384 � 0.055
(41 � 41)

0.515 � 0.071
(9 � 9)
0.479 � 0.064
(23 � 23)
0.426 � 0.055
(41 � 41)

Bayes shrink wavelet 0.492 � 0.062
(9 � 9)
0.466 � 0.058
(23 � 23)
0.486 � 0.063
(41 � 41)

0.499 � 0.061
(9 � 9)
0.549 � 0.070
(23 � 23)
0.458 � 0.051
(41 � 41)

0.449 � 0.059
(9 � 9)
0.3543 � 0.069
(23 � 23)
0.402 � 0.051
(41 � 41)

0.518 � 0.063
(9 � 9)
0.485 � 0.063
(23 � 23)
0.395 � 0.050
(41 � 41)

0.473 � 0.060
(9 � 9)
0.466 � 0.059
(23 � 23)
0.413 � 0.050
(41 � 41)

Visu shrink wavelet 0.481 � 0.065
(9 � 9)
0.463 � 0.067
(23 � 23)
0.493 � 0.068
(41 � 41)

0.454 � 0.062
(9 � 9)
0.507 � 0.069 (23 � 23)
0.472 � 0.070
(41 � 41)

0.495 � 0.069
(9 � 9)
0.537 � 0.073
(23 � 23)
0.447 � 0.064
(41 � 41)

0.508 � 0.074
(9 � 9)
0.501 � 0.069
(23 � 23)
0.414 � 0.057
(41 � 41)

0.488 � 0.064
(9 � 9)
0.459 � 0.062
(23 � 23)
0.448 � 0.062
(41 � 41)

Cross validation wavelet 0.565 � 0.076
(9 � 9)
0.451 � 0.061
(23 � 23)
0.484 � 0.066
(41 � 41)

0.485 � 0.067
(9 � 9)
0.575 � 0.073
(23 � 23)
0.439 � 0.055
(41 � 41)

0.480 � 0.067
(9 � 9)
0.540 � 0.074
(23 � 23)
0.416 � 0.057
(41 � 41)

0.480 � 0.069
(9 � 9)
0.466 � 0.067
(23 � 23)
0.409 � 0.054
(41 � 41)

0.484 � 0.067 (9 � 9)
0.451 � 0.060
(23 � 23)
0.434 � 0.060
(41 � 41)

2nd order PDE 0.555 � 0.068
(9 � 9)
0.455 � 0.058
(23 � 23)
0.499 � 0.061
(41 � 41)

0.490 � 0.060
(9 � 9)
0.524 � 0.062
(23 � 23)
0.485 � 0.057
(41 � 41)

0.462 � 0.058
(9 � 9)
0.519 � 0.059
(23 � 23)
0.436 � 0.053
(41 � 41)

0.505 � 0.061
(9 � 9)
0.482 � 0.059
(23 � 23)
0.375 � 0.048
(41 � 41)

0.502 � 0.063
(9 � 9)
0.452 � 0.056
(23 � 23)
0.412 � 0.050
(41 � 41)
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Table 4 (Continued )

Parameter
Filter

MSE PSNR IQI SSIM FOM

4th order PDE 0.468 � 0.058
(9 � 9)
0.418 � 0.047
(23 � 23)
0.435 � 0.050
(41 � 41)

0.549 � 0.056
(9 � 9)
0.564 � 0.061
(23 � 23)
0.493 � 0.058
(41 � 41)

0.522 � 0.054
(9 � 9)
0.565 � 0.065 (23 � 23)
0.460 � 0.054
(41 � 41)

0.546 � 0.064
(9 � 9)
0.511 � 0.058
(23 � 23)
0.428 � 0.050
(41 � 41)

0.544 � 0.063
(9 � 9)
0.509 � 0.051
(23 � 23)
0.455 � 0.054
(41 � 41)

TV 0.460 � 0.054
(9 � 9)
0.400 � 0.044
(23 � 23)
0.423 � 0.044
(41 � 41)

0.555 � 0.058
(9 � 9)
0.570 � 0.059
(23 � 23)
0.506 � 0.052
(41 � 41)

0.528 � 0.053
(9 � 9)
0.578 � 0.061
(23 � 23)
0.472 � 0.050
(41 � 41)

0.554 � 0.066
(9 � 9)
0.517 � 0.054
(23 � 23)
0.437 � 0.046
(41 � 41)

0.553 � 0.067
(9 � 9)
0.516 � 0.055
(23 � 23)
0.467 � 0.048
(41 � 41)

Proposed 0.337 � 0.023
(9 � 9)
0.301 � 0.0199
(23 � 23)
0.363 � 0.027
(41 � 41)

0.661 � 0.076
(9 � 9)
0.681 � 0.076
(23 � 23)
0.578 � 0.068
(41 � 41)

0.660 � 0.072
(9 � 9)
0.686 � 0.079
(23 � 23)
0.538 � 0.064
(41 � 41)

0.693 � 0.081
(9 � 9)
0.634 � 0.074
(23 � 23)
0.502 � 0.061
(41 � 41)

0.664 � 0.082
(9 � 9)
0.618 � 0.070
(23 � 23)
0.541 � 0.065
(41 � 41)

Complex diffusion 0.467 � 0.061
(9 � 9)
0.460 � 0.061
(23 � 23)
0.480 � 0.063
(41 � 41)

0.491 � 0.066
(9 � 9)
0.547 � 0.072
(23 � 23)
0.481 � 0.068
(41 � 41)

0.481 � 0.064
(9 � 9)
0.503 � 0.070
(23 � 23)
0.420 � 0.055
(41 � 41)

0.495 � 0.074
(9 � 9)
0.467 � 0.062
(23 � 23)
0.361 � 0.047
(41 � 41)

0.471 � 0.063
(9 � 9)
0.430 � 0.056
(23 � 23)
0.422 � 0.055
(41 � 41)

SFPD 0.537 � 0.071
(9 � 9)
0.428 � 0.060
(23 � 23)
0.511 � 0.071
(41 � 41)

0.482 � 0.069
(9 � 9)
0.529 � 0.076
(23 � 23)
0.461 � 0.063
(41 � 41)

0.502 � 0.070
(9 � 9)
0.510 � 0.074
(23 � 23)
0.442 � 0.059
(41 � 41)

0.502 � 0.070
(9 � 9)
0.490 � 0.070
(23 � 23)
0.382 � 0.051
(41 � 41)

0.490 � 0.070
(9 � 9)
0.462 � 0.061
(23 � 23)
0.442 � 0.058
(41 � 41)

Table 5 – Mean and Standard deviation of image quality metrics for different filters in the real images using three kind of
kernels.

Parameter
Filter

MSE PSNR IQI SSIM FOM

Mean 0.447 � 0.065
(9 � 9)
0.467 � 0.062
(23 � 23)
0.483 � 0.069
(41 � 41)

0.520 � 0.071
(9 � 9)
0.486 � 0.064
(23 � 23)
0.541 � 0.076
(41 � 41)

0.492 � 0.072
(9 � 9)
0.456 � 0.065
(23 � 23)
0.484 � 0.070
(41 � 41)

0.486 � 0.070
(9 � 9)
0.498 � 0.070
(23 � 23)
0.476 � 0.071
(41 � 41)

0.519 � 0.068
(9 � 9)
0.423 � 0.060
(23 � 23)
0.461 � 0.068
(41 � 41)

Median 0.465 � 0.070
(9 � 9)
0.458 � 0.060
(23 � 23)
0.497 � 0.072
(41 � 41)

0.509 � 0.066
(9 � 9)
0.494 � 0.067
(23 � 23)
0.531 � 0.071
(41 � 41)

0.481 � 0.063
(9 � 9)
0.422 � 0.060
(23 � 23)
0.473 � 0.068
(41 � 41)

0.481 � 0.065
(9 � 9)
0.510 � 0.073
(23 � 23)
0.509 � 0.067
(41 � 41)

0.494 � 0.063
(9 � 9)
0.426 � 0.056
(23 � 23)
0.461 � 0.063
(41 � 41)

Weighted median 0.405 � 0.059
(9 � 9)
0.453 � 0.062
(23 � 23)
0.497 � 0.067 (41 � 41)

0.513 � 0.070
(9 � 9)
0.495 � 0.067
(23 � 23)
0.530 � 0.074
(41 � 41)

0.492 � 0.067
(9 � 9)
0.436 � 0.063
(23 � 23)
0.469 � 0.064
(41 � 41)

0.474 � 0.062
(9 � 9)
0.538 � 0.074
(23 � 23)
0.490 � 0.068
(41 � 41)

0.497 � 0.067
(9 � 9)
0.438 � 0.059
(23 � 23)
0.463 � 0.065
(41 � 41)

Weiner 0.427 � 0.056
(9 � 9)
0.456 � 0.067
(23 � 23)
0.506 � 0.068
(41 � 41)

0.538 � 0.076
(9 � 9)
0.492 � 0.070
(23 � 23)
0.546 � 0.074
(41 � 41)

0.487 � 0.065
(9 � 9)
0.433 � 0.064
(23 � 23)
0.467 � 0.061
(41 � 41)

0.476 � 0.070
(9 � 9)
0.488 � 0.069
(23 � 23)
0.488 � 0.064
(41 � 41)

0.514 � 0.070
(9 � 9)
0.407 � 0.060
(23 � 23)
0.455 � 0.061
(41 � 41)
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Table 5 (Continued )

Parameter
Filter

MSE PSNR IQI SSIM FOM

Gaussian Fourier 0.439 � 0.060
(9 � 9)
0.429 � 0.060
(23 � 23)
0.515 � 0.0076
(41 � 41)

0.513 � 0.073
(9 � 9)
0.513 � 0.075
(23 � 23)
0.524 � 0.070
(41 � 41)

0.499 � 0.073
(9 � 9)
0.440 � 0.063
(23 � 23)
0.461 � 0.063
(41 � 41)

0.453 � 0.064
(9 � 9)
0.531 � 0.075
(23 � 23)
0.491 � 0.071
(41 � 41)

0.498 � 0.074
(9 � 9)
0.454 � 0.062
(23 � 23)
0.438 � 0.059
(41 � 41)

Ideal Fourier 0.452 � 0.064
(9 � 9)
0.456 � 0.065
(23 � 23)
0.497 � 0.074
(41 � 41)

0.506 � 0.066
(9 � 9)
0.486 � 0.069
(23 � 23)
0.529 � 0.071
(41 � 41)

0.495 � 0.070
(9 � 9)
0.434 � 0.060
(23 � 23)
0.448 � 0.065
(41 � 41)

0.470 � 0.068
(9 � 9)
0.508 � 0.070
(23 � 23)
0.497 � 0.066
(41 � 41)

0.495 � 0.068
(9 � 9)
0.425 � 0.057
(23 � 23)
0.444 � 0.058
(41 � 41)

Butterworth Fourier 0.406 � 0.055
(9 � 9)
0.430 � 0.059
(23 � 23)
0.500 � 0.073
(41 � 41)

0.490 � 0.071
(9 � 9)
0.466 � 0.064
(23 � 23)
0.562 � 0.076
(41 � 41)

0.485 � 0.069
(9 � 9)
0.437 � 0.059
(23 � 23)
0.478 � 0.064
(41 � 41)

0.467 � 0.061
(9 � 9)
0.513 � 0.076
(23 � 23)
0.480 � 0.065
(41 � 41)

0.467 � 0.067
(9 � 9)
0.415 � 0.058
(23 � 23)
0.441 � 0.063
(41 � 41)

SURE shrink wavelet 0.454 � 0.063
(9 � 9)
0.414 � 0.054
(23 � 23)
0.500 � 0.065
(41 � 41)

0.517 � 0.070
(9 � 9)
0.474 � 0.064
(23 � 23)
0.536 � 0.070
(41 � 41)

0.471 � 0.062
(9 � 9)
0.456 � 0.060
(23 � 23)
0.474 � 0.066
(41 � 41)

0.498 � 0.068
(9 � 9)
0.527 � 0.073
(23 � 23)
0.474 � 0.063
(41 � 41)

0.529 � 0.069
(9 � 9)
0.422 � 0.057
(23 � 23)
0.459 � 0.060
(41 � 41)

Bayes shrink wavelet 0.425 � 0.054
(9 � 9)
0.449 � 0.056
(23 � 23)
0.521 � 0.063
(41 � 41)

0.502 � 0.062
(9 � 9)
0.497 � 0.060
(23 � 23)
0.543 � 0.066
(41 � 41)

0.504 � 0.065
(9 � 9)
0.450 � 0.057
(23 � 23)
0.459 � 0.058
(41 � 41)

0.486 � 0.059
(9 � 9)
0.533 � 0.066
(23 � 23)
0.477 � 0.062
(41 � 41)

0.491 � 0.062
(9 � 9)
0.428 � 0.054
(23 � 23)
0.434 � 0.056
(41 � 41)

Visu shrink wavelet 0.440 � 0.061
(9 � 9)
0.443 � 0.058
(23 � 23)
0.505 � 0.068
(41 � 41)

0.531 � 0.075
(9 � 9)
0.487 � 0.065 (23 � 23)
0.538 � 0.071
(41 � 41)

0.488 � 0.073
(9 � 9)
0.439 � 0.060
(23 � 23)
0.457 � 0.063
(41 � 41)

0.469 � 0.070
(9 � 9)
0.507 � 0.066
(23 � 23)
0.484 � 0.067
(41 � 41)

0.486 � 0.072
(9 � 9)
0.448 � 0.059
(23 � 23)
0.453 � 0.060
(41 � 41)

Cross validation wavelet 0.453 � 0.060
(9 � 9)
0.435 � 0.060
(23 � 23)
0.479 � 0.064
(41 � 41)

0.516 � 0.067
(9 � 9)
0.448 � 0.056
(23 � 23)
0.544 � 0.073
(41 � 41)

0.490 � 0.060
(9 � 9)
0.456 � 0.063
(23 � 23)
0.474 � 0.063
(41 � 41)

0.482 � 0.064
(9 � 9)
0.526 � 0.070
(23 � 23)
0.478 � 0.064
(41 � 41)

0.481 � 0.067
(9 � 9)
0.447 � 0.060
(23 � 23)
0.461 � 0.062
(41 � 41)

2nd order PDE 0.441 � 0.054
(9 � 9)
0.437 � 0.049
(23 � 23)
0.500 � 0.062
(41 � 41)

0.508 � 0.065
(9 � 9)
0.456 � 0.058
(23 � 23)
0.533 � 0.066 (41 � 41)

0.492 � 0.057
(9 � 9)
0.463 � 0.060
(23 � 23)
0.489 � 0.056
(41 � 41)

0.478 � 0.056
(9 � 9)
0.538 � 0.062
(23 � 23)
0.492 � 0.060
(41 � 41)

0.514 � 0.070
(9 � 9)
0.444 � 0.056
(23 � 23)
0.438 � 0.054
(41 � 41)

4th order PDE 0.390 � 0.045
(9 � 9)
0.403 � 0.043
(23 � 23)
0.464 � 0.054
(41 � 41)

0.545 � 0.060
(9 � 9)
0.523 � 0.060
(23 � 23)
0.584 � 0.065
(41 � 41)

0.512 � 0.060
(9 � 9)
0.485 � 0.055 (23 � 23)
0.495 � 0.059
(41 � 41)

0.509 � 0.057
(9 � 9)
0.561 � 0.066
(23 � 23)
0.520 � 0.059
(41 � 41)

0.528 � 0.060
(9 � 9)
0.467 � 0.056
(23 � 23)
0.478 � 0.055
(41 � 41)

TV 0.377 � 0.040
(9 � 9)
0.386 � 0.040
(23 � 23)
0.449 � 0.050
(41 � 41)

0.556 � 0.056
(9 � 9)
0.532 � 0.057
(23 � 23)
0.597 � 0.062
(41 � 41)

0.521 � 0.056
(9 � 9)
0.508 � 0.059
(23 � 23)
0.507 � 0.053
(41 � 41)

0.517 � 0.053
(9 � 9)
0.588 � 0.063
(23 � 23)
0.532 � 0.062
(41 � 41)

0.537 � 0.056
(9 � 9)
0.481 � 0.052
(23 � 23)
0.491 � 0.058
(41 � 41)
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Table 5 (Continued )

Parameter
Filter

MSE PSNR IQI SSIM FOM

Proposed 0.350 � 0.025
(9 � 9)
0.296 � 0.020
(23 � 23)
0.370 � 0.027
(41 � 41)

0.703 � 0.081
(9 � 9)
0.632 � 0.081
(23 � 23)
0.665 � 0.079
(41 � 41)

0.678 � 0.078
(9 � 9)
0.599 � 0.075
(23 � 23)
0.605 � 0.072
(41 � 41)

0.666 � 0.079
(9 � 9)
0.667 � 0.080
(23 � 23)
0.617 � 0.073
(41 � 41)

0.687 � 0.079
(9 � 9)
0.591 � 0.075
(23 � 23)
0.620 � 0.075
(41 � 41)

Complex diffusion 0.437 � 0.058
(9 � 9)
0.468 � 0.062
(23 � 23)
0.499 � 0.065
(41 � 41)

0.527 � 0.071
(9 � 9)
0.463 � 0.063
(23 � 23)
0.545 � 0.075
(41 � 41)

0.499 � 0.068
(9 � 9)
0.448 � 0.062
(23 � 23)
0.491 � 0.067
(41 � 41)

0.496 � 0.067
(9 � 9)
0.512 � 0.068
(23 � 23)
0.503 � 0.069
(41 � 41)

0.494 � 0.068
(9 � 9)
0.444 � 0.061
(23 � 23)
0.454 � 0.062
(41 � 41)

SFPD 0.431 � 0.057
(9 � 9)
0.442 � 0.052
(23 � 23)
0.512 � 0.071
(41 � 41)

0.518 � 0.076
(9 � 9)
0.475 � 0.067
(23 � 23)
0.523 � 0.078
(41 � 41)

0.502 � 0.075
(9 � 9)
0.438 � 0.058
(23 � 23)
0.472 � 0.070
(41 � 41)

0.470 � 0.063
(9 � 9)
0.510 � 0.073
(23 � 23)
0.505 � 0.072
(41 � 41)

0.492 � 0.065
(9 � 9)
0.418 � 0.057
(23 � 23)
0.464 � 0.066
(41 � 41)
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lesion real edge creation. Besides, it inhibits several responses
to real edges compared to other edge detection methods
[60,85]. Experimental results showed the proposed filter
combined with Canny edge detection is better than other
filters at noise suppression with respect to MSE, PSNR, IQI,
SSIMand FOMcriteria. Frosio et al. suggested TV regularization
and wavelet decomposition for denoising X-ray images
degraded based on Poisson noise considering statistical
properties of Poisson noises and detecting procedure of
photons by sensors [50]. The present study was in agreement
with this investigation.

Among researches about Poisson noise removal methods,
studies by Deledalle et al. and Makitalo et al. should be
mentioned which suffered from high execution time or great
complexity [14,86]. Also, some researches were done for
Poisson noise reduction using designing filters such as
enhanced Bayes shrink method in wavelet domain, improved
[(Fig._5)TD$FIG]

Fig. 5 – Wang's model prediction [67] results compared with
(mean opinion score) MOS from the data sets of real images
(used kernel in the real images: 23 T 23; and N = 104).
median filter, duel tree complex wavelet transform filter and
combined curvelet transform with variance stabilization [19].
This study is in agreement with previous studies and it is
performable somewhere else inMSE, PSNR, IQT, SSIM and FOM
criteria [18–26].

This may be resulted from the use of EUIGAT and the FGA
for proposing a new approach. The EUIGAT is variance-
stabilization transformation that does not have drawbacks of
other inverse transforms. Because not only algebraic inverse
usually leads to unwanted bias in estimation of the mean, but
also the square-root transform is nonlinear and asymptotical-
ly unbiased inverse could not be appropriate for photon-
limited imaging [86–88]. Also, the FGA is often recognized as a
way to optimize function. It effectively locates the total
solution space without computing the fitness for all of
searchable points. Unlike other methods, this type of search
algorithm saves FGA from being trapped by optimal local
points [54,89]. Therefore, it is able to govern the PDE equations.
It has to be considered that any PDE and regularization-based
methods are time-consuming because of their iterations. In
this study, we used Bayes shrinkage, EUIGAT and the FGA
which may be proper choices for decreasing the number of
iterations and managing weight coefficients.

5. Conclusion
This paper proposed FGA-based noise removal approach
which combined with Canny edge detection. Experimental
results and discussion show effectiveness of the proposed
method against other methods for Poisson noise removal and
detail conservation of X-ray digital panoramic images. In fact,
the presented approach improves physicians' and dentists'
skills more to discern normal and pathological situations
about the teeth, jaws, TMJ and alveolar lobes of the maxillary
sinuses in face region. Also, this filter may enhance the
capability of physicians for diagnosing changes of the



Table 6 – Eight standard images from two groups datasets [68,69], and three groups of datasets simulation (N = 110),
phantom (N = 106), and real (N = 104) images.
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Table 7 – Results of different filters on one sample of
standard cephalometric images datasets [69] (used kernel
in cephalometric image: 23T 23; added noise to the
cephalometric image: 10,000).

Image
Filters

Cephalometric image

Original images

[TD$INLINE]

Mean

[TD$INLINE]

Median

[TD$INLINE]

Weighted median

[TD$INLINE]

Weiner

[TD$INLINE]

Gaussian Fourier

[TD$INLINE]

Ideal Fourier

[TD$INLINE]

Table 7 (Continued )

Image
Filters

Cephalometric image

Butterworth Fourier

[TD$INLINE]

SURE shrink wavelet

[TD$INLINE]

Bayes shrink wavelet

[TD$INLINE]

Visu shrink wavelet

[TD$INLINE]

Cross validation wavelet

[TD$INLINE]

2nd order PDE

[TD$INLINE]

4th order PDE

[TD$INLINE]
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Table 7 (Continued )

Image
Filters

Cephalometric image

TV

[TD$INLINE]

Proposed

[TD$INLINE]

Complex diffusion

[TD$INLINE]

SFPD

[TD$INLINE]

Table 8 – Results of different filters on one sample of the
standard image processing datasets [68] (used kernel in
standard image: 23T 23; added noise to the standard
image: 10,000).

Image
Filters

Peppers

Original images

[TD$INLINE]

Mean

[TD$INLINE]

Table 8 (Continued )

Image
Filters

Peppers

Median

[TD$INLINE]

Weighted median

[TD$INLINE]

Weiner

[TD$INLINE]

Gaussian Fourier

[TD$INLINE]

Ideal Fourier

[TD$INLINE]

Butterworth Fourier

[TD$INLINE]

Sure shrink wavelet

[TD$INLINE]
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Table 8 (Continued )

Image
Filters

Peppers

Bayes shrink wavelet

[TD$INLINE]

Visu shrink wavelet

[TD$INLINE]

Cross validation wavelet

[TD$INLINE]

2nd order PDE

[TD$INLINE]

4th order PDE

[TD$INLINE]

TV

[TD$INLINE]

Proposed

[TD$INLINE]

Table 8 (Continued )

Image
Filters

Peppers

Complex diffusion

[TD$INLINE]

SFPD

[TD$INLINE]
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Table 9 – Results of different filters on the cortex and
mental foramen in the mandible bone X-ray digital OPG
images for one sample (used kernel in the real images:
23T 23; N = 104).

Images
Filters

Cortex and mental foramen
in the mandible bone

Original images

[TD$INLINE]

Mean

[TD$INLINE]

Median

[TD$INLINE]

Weighted median

[TD$INLINE]



Table 9 (Continued )

Images
Filters

Cortex and mental foramen
in the mandible bone

Weiner

[TD$INLINE]

Gaussian Fourier

[TD$INLINE]

Ideal Fourier

[TD$INLINE]

Butterworth Fourier

[TD$INLINE]

Sure shrink wavelet

[TD$INLINE]

Bayes shrink wavelet

[TD$INLINE]

Visu shrink wavelet

[TD$INLINE]

Table 9 (Continued )

Images
Filters

Cortex and mental foramen
in the mandible bone

Cross validation wavelet

[TD$INLINE]

2nd order PDE

[TD$INLINE]

4th order PDE

[TD$INLINE]

TV

[TD$INLINE]

Proposed

[TD$INLINE]

Complex diffusion

[TD$INLINE]

SFPD

[TD$INLINE]
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anatomical panoramic landmarks associated with osteoporo-
sis progression in the mandible bone.
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