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CENTRALITY ANALYSIS FOR MODIFIED LATTICES

MARTIN PATON∗, KEREM AKARTUNALI† , AND DESMOND J. HIGHAM‡

Abstract. We derive new, exact expressions for network centrality vectors associated with clas-
sical Watts-Strogatz style “ring plus shortcut” networks. We also derive easy-to-interpret approxi-
mations that are highly accurate in the large network limit. The analysis helps us to understand the
role of the Katz parameter and the PageRank parameter, to compare linear system and eigenvalue
based centrality measures, and to predict the behavior of centrality measures on more complicated
networks.

Keywords: circulant, Katz, network, PageRank, ring, shortcut, spectrum.
AMS Subject Classification: 05C82, 05C50

1. Background and Notation. Algorithms that quantify the importance of
nodes in a network are proving to be extremely useful [12, 25, 29]. They allow us to
understand hierarchies, discover critical components, and identify targets for deeper
investigation. Many of the key ideas behind network centrality measures arose out
of the social sciences, where researchers were interested in understanding structural
attributes of human interaction networks [13]. The ability to determine who or what
is important is also valuable in many application areas, including healthcare, security,
advertising, publishing and politics [2, 15, 21, 23].

A key issue, and perhaps a reason for the continued development of new ideas
in the field, is that there is no universally-agreed definition (or set of definitions) for
importance, and hence no gold-standards for judging centrality measures. So, issues
such as validating implementations, understanding the role of algorithm parameters,
and comparing centrality measures can only be partially addressed, typically by using
real world data sets where some proxy for importance is available, leading to con-
clusions that are (a) empirically based and (b) problem-set dependent. In this work,
we contribute to the field by showing that there is a synthetic but widely studied
“small world” type network for which we can analytically characterize and compare
four well-known centrality measures—degree, Katz, eigenvector and PageRank. In
particular, we can quantify how the node centralities change as the Katz parameter
moves from zero (degree centrality) to its upper limit (eigenvector centrality). More-
over, we show how the same techniques allow us to characterize fully these measures
on more complex networks where the performance can depend strongly on the choice
of Katz or PageRank parameter.

We consider simple unweighted, directed graphs with N nodes. We let A ∈ RN×N
denote the adjacency matrix, so that aij = 1 if there is an edge from node i to node
j and aij = 0 otherwise. We also let ρ(A) denote the spectral radius of A, and let
1 ∈ RN denote the vector of ones.

Section 2 gives a brief review of Katz, eigenvector and PageRank centrality mea-
sures. Section 3 summarizes relevant work on Watts-Strogatz style small world net-
works and Section 4 sets up the matrix formulation for our asymptotic analysis. Katz
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centrality and eigenvector centrality are analysed in Sections 5 and 6, respectively.
In Section 7 we apply the same style of analysis to a more general network and find
an analytical expression for the parameter cutoff where the ranking from out-degree
gives way to that from eigenvector centrality. We also experiment on an extended
lattice structure with multiple shortcuts.

Section 8 gives analysis for PageRank centrality—here the exact solution is found
to have a more complicated, non-monotonic, form. We finish in Section 9 with a brief
discussion.

2. Network Centrality Measures. In this section we assume that the network
is strongly connected, so that A is irreducible. This property holds for the network
class that we study in subsequent sections.

Given A, a centrality measure assigns a value xi > 0 to each node i, with a
larger value indicating a greater level of importance. Typically, it is the ranking of
the centrality values that matters—we only care whether one node is more or less
important than another, so the vector x ∈ RN is equivalent to βx + γ1 for any
β, γ > 0. We summarize here the concepts of Katz, eigenvector and degree centrality,
refering to [1, 6, 12, 25, 29] for historical details and discussions of implementation
issues. We also consider the PageRank algorithm [14, 20, 28] which has a different feel;
summarizing incoming, rather than outgoing, information, but also assigns a positive
real value to each node. Our overall aim is to study, in a specific setting, how changes
to the network affect centrality. We note that related questions have been addressed
in other contexts; see, for example, [5, 11].

Katz centrality [19] defines x via the linear system

(1) (I − αA)x = 1,

where α ∈ (0, 1/ρ(A)) is a free parameter. Several authors have suggested particular
choices for α; see [1] and the references therein. This measure can be motivated by
expanding the resolvent (I − αA)−1 to give

x =
(
I + αA+ α2A2 + α3A3 + · · ·

)
1.

Noting that (Ak)ij counts the number of distinct walks of length k from i to j, we
see that xi is a weighted sum of the number of walks from node i to all other nodes,
where the count for walks of length k is scaled by αk. So xi is a measure of how well
node i can send information around the network, with more weight given to shorter
traversals.

In the limit as α → 0 from above the ranking given by (1) coincides with the
ranking from degree centrality, which arises from taking xi to be the out-degree of
node i; that is,

(2) xi = outdegi, where outdeg = A1.

This makes sense intuitively, since accounting only for the shortest possible walks—of
length one—is equivalent to computing the out-degree.

Eigenvector centrality can be motivated recursively, with a node being important
if it has links to important nodes. This leads to the expression

(3) xi ∝
N∑
j=1

aijxj .
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Letting 1/λ denote the constant of proportionality, we may write

(4) Ax = λx,

showing that x must be an eigenvector of A corresponding to eigenvalue λ. Requiring
xi > 0 for all i forces λ and x to be the Perron-Frobenius eigenvalue and eigenvector,
respectively.

In the limit as α tends to 1/ρ(A) from below, the Katz centrality vector in (1)
gives the same results as the eigenvector centrality vector; see, for example, [4].

The PageRank algorithm, originally proposed in [28], can be motivated from
several different perspectives. For example, keeping in mind the context of web pages,
we could alter (3) by arguing that the importance of a node is dependent on the
importance of the nodes that point to it. If aij = 1 indicates a hyperlink from node
i to node j, then we can set up an iteration where each node is given a convex
combination of a basal score and a normalized sum of the scores of its followers, so
that

x
[k+1]
i = 1− d+ d

N∑
j=1

aji
outdegj

x
[k]
j .

Here, scaling by outdegj ensures that every node has the same opportunity to dis-
tribute its influence across its neighbours. The parameter 0 < d < 1 controls the
relative weight given to this redistribution. Taking the limit k → ∞, we define the
PageRank vector as the solution of

(5)
(
I − dATD−1

)
x = (1− d)1,

where D = diag(outdegj). We refer to [14, 20] for further details.

3. Small World Networks. The seminal work of Watts and Strogatz [30] intro-
duced a class of random graphs characterised by having many “local” links and a few
“long range” links. Those authors showed, via computational experiments, that such
a model can reproduce clustering and pathlength properties that have been observed
in real-world complex networks. A key idea in [30] was to add randomness to a regular
lattice. Starting from an undirected periodic ring with fixed-range nearest-neighbor
connections, the authors introduced a rewiring procedure—each node in the lattice
was examined in turn, and, for each of its undirected links, with small independent
probability the end point of that link was replaced by another node chosen uniformly
at random. In terms of developing analytical results to back up the observations
in [30], the rewiring process presents difficulties; for example, a node may become
isolated with nonzero probability. For this reason, subsequent research focused on a
slight variation where existing edges are not altered, but new edges, termed shortcuts,
are added between randomly selected nodes in the network. For example, focusing on
the N →∞ limit, [24, 26, 27] develop heuristic approximations and [3] gives rigorous
results. Markov chain versions with hitting time as a proxy for pathlength were also
studied rigorously in [10, 16, 17, 31]. Of particular relevance to our study is the ref-
erence [22], which analysed the effect of shortcuts on the underlying matrix spectrum
from a linear algebra viewpoint.

In this work we will therefore use the shortcut concept, rather than rewiring. The
details are described in the next section. We also note that in the case where each
undirected edge in the underlying periodic ring is regarded as an independent pair of
directed edges, so that a rewired edge produces a directed link, the study of Katz and
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eigenvalue centralities is not interesting. This can be seen from the following simple
lemma.

Lemma 1. Suppose that all nodes in a network have the same out-degree. Then all
nodes have the same Katz centrality measure. Similarly, assuming strong connectivity,
all nodes have the same eigenvector centrality measure.

Proof. We have

(6) A1 = od 1,

where od ≡ outdegi denotes the common out-degree. Hence 1 is the Perron-Frobenius
eigenvector and ρ(A) = od. Any Katz parameter 0 < α < 1/od is valid, and we see
from (6) that x = 1/(1− α od) solves the Katz system (1).

4. Matrix Modification. Let C ∈ RN×N be the adjacency matrix for the
periodic nearest neighbour ring; so in the N = 6 case,

(7) C =


1 1

1 1
1 1

1 1
1 1

1 1

 .

We note that C is symmetric and circulant, and standard theory shows that the
Perron-Frobenius eigenvalue is ρ(C) = 2 with corresponding eigenvector x = 1 [18,
page 100], which, from Lemma 1, also solves the Katz system (1), up to a multiplicative
factor, for any 0 < α < 1/ρ(C). It is, of course, intuitively reasonable that all nodes
in this network should be assigned the same centrality value in (1), (2) and (4).

Next we add a single directed shortcut. Without loss of generality we give the
shortcut to node 1 and let L be the index of the target node. So our adjacency
matrix A in (1) has the form A = C +E, where the rank one matrix E is zero except
for E(1, L) = 1. Liu, Strang and Ott [22] describe this as a modification of C, to
emphasize that we have an O(1) change in a matrix entry, rather than the type of
small change studied in classical matrix perturbation theory. These authors studied
the eigenvector associated with the dominant eigenvalue of A, and related matrices,
and constructed accurate approximations to this vector. Further work concerning the
eigenvalues arising from general modifications to structured matrices has appeared in,
for example, [7, 8, 9].

Our work is strongly motivated by [22] but differs from it in three respects.
• Rather than deriving small residual approximations and then using stability

arguments to bound the forward error, we construct exact solutions that can
be expanded asymptotically. This more direct route leads to shorter proofs
and sharper bounds.

• We consider Katz and PageRank centrality (as well as the eigenvalue prob-
lem).

• We interpret the results from a network science perspective and show how
they can give new insights about behavior on more complicated networks.

For convenience, we let p(i) for any 1 ≤ i ≤ N denote the periodic distance from
node i to node 1, that is,

(8) p(i) = min (i− 1, N − i+ 1) .

4
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Fig. 1. Upper picture: asterisks show components of Katz vector from (1) and circles show the

approximation b+h1t
p(i)
1 from (12). Here b = 1/(1−2α), t1 is defined in (11) and h1 was found by

solving (20). Lower picture: the discrepancy xi − b− h1t
p(i)
1 on a log scale. From Theorem 1, this

quantity has the form h2t
p(i)
2 , and hence grows geometrically away from the shortcut node. However,

it is uniformly O(t
N/2
1 ) for a fixed 0 < t1 < 1, and hence rapidly becomes negligible as the network

size N increases.

We can assume without loss of generality that the receiving node L is not beyond the
half way, or “six o’clock”, position on the ring. We are interested in large networks
with long-range shortcuts. So, letting b·c denote the integer part, for some fixed
proportion 0 < θ ≤ 1 we set

(9) L =

{
bθ(N/2 + 1)c when N is even,

bθ(N + 1)/2c when N is odd.

We note that L→∞ as N →∞.

5. Katz Centrality. In the upper picture of Figure 1, the asterisks show Katz
centrality values for a network with adjacency matrix A = C+E, that is, components
of x from (1). We chose a small network size in order to make the key effects visible.
More precisely, we used an N = 20 node ring with a shortcut from node 1 to node
L = 8, for α = 0.3. Because node 1 owns the extra, long-range edge, it attains the
highest centrality score, at around 3.5. The most distant node, periodically, node 11,
is deemed the least central. Insight from [22], or from eyeballing the solution, suggests
that components of xi, when suitably shifted, might be varying geometrically as the
index i moves periodically around the ring; that is xi = b+ htp(i) for some constants
b, h > 0 and 0 < t < 1. Fitting an ansatz of this form leads us to the circles in the
upper picture of Figure 1. The agreement is close—below 2×10−5 in Euclidean norm.

The lower picture in Figure 1 shows, on a log scale, the discrepancy between those
asterisks (true solution) and circles (geometric decay ansatz). We see a very small
contribution that, in contrast to the overall solution, grows geometrically as we move
periodically away from node 1.

We now state a theorem that explains Figure 1. The theorem concerns the limit
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N → ∞ with a fixed Katz parameter 0 < α < 1/2. This upper limit for α is chosen
because, as proved in section 10, ρ(A) tends to 2 from above as N →∞.

Theorem 1. For the undirected ring plus directed shortcut network with adja-
cency matrix A = C + E, for sufficiently large N the unique solution of the Katz
system (1) has the form

(10) xi = b+ h1t
p(i)
1 + h2t

p(i)
2 .

Here, b, t1, t2, h1, h2 are constants, i.e., independent of i, and b, t1, t2 are also inde-
pendent of N . In particular, h1 > 0, h2 > 0, b = 1/(1 − 2α) and t1, t2 are the roots
of the palindromic quadratic αt2 − t+ α, so that

(11) t1 =
1−
√

1− 4α2

2α
, t2 =

1 +
√

1− 4α2

2α
,

with t2 = 1/t1 and 0 < t1 < 1 < t2. Moreover, the final term in (10) is exponentially
small asymptotically, in the sense that for all 1 ≤ i ≤ N ,

(12) xi = b+ h1t
p(i)
1 +O(t

N/2
1 ),

with h1 = O(1).

Proof. Because the quadratic is palindromic, t1 and t2 in (11) must satisfy t1t2 =
1. It is clear that these roots are real, with 0 < t1 < 1 < t2, and we note the further
useful facts

(13) 1− 2αt1 =
√

1− 4α2 > 0, 1− 2αt2 = −
√

1− 4α2 < 0

and

(14)
t1 − 2α

t2 − 2α
= −t21.

Consider the case where the number of nodes, N , is even. We begin with the
ansatz

(15) xi = b+ htp(i).

The Katz system (1) essentially reduces to three scalar equations. At a general
node k, corresponding to the kth row of the linear system, for k 6= 1 and k 6= N/2 + 1
we have

(16) − αxk−1 + xk − αxk+1 = 1.

Inserting (15), this becomes

b(1− 2α) + htp(k) [1− αt− α/t] = 1.

We can satisfy this equation independently of k by setting b = 1/(1−2α) and choosing
t to be either root of the quadratic αt2 − t+ α. By linearity of (16), we may extend
(15) to include a linear combination involving both roots, so our ansatz becomes

(17) xk = b+ h1t
p(k)
1 + h2t

p(k)
2 .
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The two remaining equations to satisfy from (1) arise at nodes 1 and N/2 + 1,
where we require

(18) − αxN + x1 − αx2 − αxL = 1

and

(19) − αxN/2 + xN/2+1 − αxN/2+2 = 1,

respectively. Inserting (17) into (18) and (19), using b(1−2α) = 1, we have the linear
system

(20)

[
1− 2αt1 − αtL−11 1− 2αt2 − αtL−12

t
N/2−1
1 (t1 − 2α) t

N/2−1
2 (t2 − 2α)

] [
h1
h2

]
=

[
bα
0

]
.

To prove that a solution of the form (17) exists, we now show that this system is
nonsingular. The determinant may be written

(21)
(
1− 2αt1 − αtL−11

)
t
N/2
2 (1− 2αt1)−

(
1− 2αt2 − αtL−12

)
t
N/2
1 (1− 2αt2).

Recalling that 0 < t1 < 1 < t2, we see from (13) that, as N →∞ and hence L→∞,
the first term in (21) becomes, to leading order,

(1− 2αt1)
2
t
N/2
2 →∞.

The second term in (21) becomes, to leading order,

(22) αtL−12 t
N/2
1 (1− 2αt2) = αt

N/2−L
1 (t1 − 2α).

Recall that L = bθ(N/2 + 1)c, so

N/2− L > N/2− θ(N/2 + 1) = (1− θ)N/2− θ.

Hence, as N →∞, term αt
N/2−L
1 (t1 − 2α) in (22) is bounded for θ = 1, and tends to

zero for θ < 1. So the first term in (21) dominates, and the determinant is bounded
away from zero for large N .

We have shown that for sufficiently large N the unique solution of the Katz system
(1) has the form (17). We now follow up by showing that, in the exact solution (17),

the growing term h2t
p(i)
2 is negligible for large N .

From the second equation in (20), we have, using (14),

(23) h2 = h1t
N
1 .

Hence, in the first equation of (20),

h1
[
1− 2αt1 − αtL−11 − αtN−L+1

1 − 2αtN−11 + tN1
]

= bα.

We see that h1 = O(1). Also, using (13), we deduce that h1 > 0 for large N . It then

follows from (23) that h2 > 0 and h2 = O(tN1 ). Since the term h2t
p(k)
2 is largest when

k = N/2 + 1, we also see that

xi = b+ h1t
p(i)
1 +O(t

N/2
1 ).

The case where N is odd can be handled in a similar way.
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Fig. 2. Upper picture: asterisks show components of the Perron-Frobenius vector and circles

show the approximation s
p(i)
1 from (24), with s1 defined in (25). Both vectors are normalized to

have unit Euclidean norm. Lower picture: the discrepancy. From Theorem 2, xi − s
p(i)
1 has the

form s
N−p(i)
1 , and hence grows geometrically away from the shortcut node.

6. Eigenvector Centrality. This section looks at eigenvector centrality for the
matrix C + E. We note that ρ(C + E) ≤ ||C + E||∞ = 3. Also, it is true in
general that adding an edge to a strongly connected network strictly increases the
spectral radius; see [18, Problem 8.4P14]. So 2 < ρ(C + E). From the network
centrality perspective, we are concerned mainly with the structure of the Perron-
Frobenius eigenvector. However, for completeness, in Section 10 we establish a tight
bound on the corresponding eigenvalue.

The asterisks in the upper picture of Figure 2 show the components of the Perron-
Frobenius vector for A = C + E in the case where N = 40 and L = 12. As in the
Katz case seen in Figure 1, there is evidence of periodic geometric decay. The circles

in the picture show an ansatz of the form xi = s
p(i)
1 for 0 < s1 < 1. Both vectors were

normalized to have unit Euclidean norm. The lower picture shows the discrepancy
between the two, and again we see a small contribution that increases periodically
away from node 1.

Theorem 2 makes these observations concrete. The result is strongly motivated by
the approach in [22], where exponentially accurate approximations were constructed.
We extend this approach in order to obtain an explicit expression for the Perron-
Frobenius eigenvector. The technique of proof is similar to that in Theorem 1. How-
ever, we point out that whereas the Katz parameter α in Theorem 1 is fixed, the
Perron-Frobenius eigenvalue λ in Theorem 2 is dependent upon N .

Theorem 2. For the undirected ring plus directed shortcut network with adja-
cency matrix A = C + E, let λ denote the Perron-Frobenius eigenvalue. Then, for
sufficiently large N , we have 2 < λ < 5/2 and the Perron-Frobenius eigenvector x has
the form

(24) xi = s
p(i)
1 + s

p(i)−N
2 ,

8



where s1, s2 are the roots of the palindromic quadratic s2 − λs+ 1, so that

(25) s1 =
λ−
√
λ2 − 4

2
, s2 =

λ+
√
λ2 − 4

2
,

with s2 = 1/s1 and 0 < s1 < 1 < s2.

Proof. Suppose N is even.
Following the proof of Theorem 1, we start with the ansatz xi = b+hsp(i) for the

eigenvector, and attempt to satisfy the requisite equations for the general node, for
node 1 and for node N/2 + 1.

At a general node k, that is, in the kth row of (4), we require

b(2− λ) + hsp(k)(1/s+ s− λ) = 0.

This may be satisfied by setting b to zero and s to the value s1 or s2. By linearity,
we therefore continue with

(26) xi = h1s
p(i)
1 + h2s

p(i)
2 .

Since the eigenvector is only unique up to a scaling, we set h1 = 1, leaving h2 and λ
as free parameters. The conditions in (4) corresponding to nodes 1 and N/2 + 1 may
be written

(2s1 − λ+ sL−11 ) + h2(2s2 − λ+ sL−12 ) = 0,(27)

s
N/2
1 (2s2 − λ) + h2s

N/2
2 (2s1 − λ) = 0,(28)

respectively. Since s1 = 1/s2, multiplying (28) by a factor of s
N/2
2 we obtain

h2 = s−N2

(
−(2s2 − λ)

2s1 − λ

)
= s−N2

(
−
√
λ2 − 4

−
√
λ2 − 4

)
= s−N2 .

Then writing (27) in terms of the remaining unknown, λ, we have

(29) F (λ) = 0,

where

F (λ) = −
√
λ2 − 4

1−

(
λ−
√
λ2 − 4

2

)N+

(
λ−
√
λ2 − 4

2

)L−1

+

(
λ−
√
λ2 − 4

2

)N−L+1

.(30)

It is straightforward to show that F (2) > 0, whereas at λ = 5/2 we have

F (5/2) = −3

2

(
1− 2−N

)
+ 21−L + 2L−N+1

= −3

2
+O(2−θN/2) +O(2−(1−θ)N/2) < 0,

for large N . So the continuous function F changes sign in the interval (2, 5/2).
We have thus established that the nonsymmetric matrix C + E has an eigenvec-

tor of the form (24) with an eigenvalue in (2, 5/2). We can rule out the possibility
of an eigenvector existing that has a larger eigenvalue. This follows from [18, Prob-
lem 8.4.P15] (which applies to all nonnegative, irreducible matrices)—because we have
constructed an eigenvector with all xi > 0, it must be a Perron-Frobenius eigenvector.

The case where N is odd can be treated in a similar way.
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7. Extensions.

7.1. Multiple Rings. The results from Theorems 1 and 2 give exact charac-
terizations of the centrality vectors, and the presence of both geometrically decaying
and geometrically increasing components is not intuitively obvious. However, the
qualitative nature of the solution, with most weight given to the node with the high-
est out-degree and with overall centrality decaying according to periodic distance
from this node, is no surprise. In this subsection, we show that the type of analysis
developed here can be applied to a more general network where the results are not
predictable. To our knowledge, this is the first example to capture analytically (rather
than experimentally) a change in node centrality ranking as the Katz parameter is
varied. To isolate the key ideas, we have chosen a simple network structure, but we
note that the same approach can be applied in more general settings.

We study a network built from three undirected, periodic, nearest neighbor m-
node rings. Nodes 1 to m, nodes m+ 1 to 2m and nodes 2m+ 1 to 3m make up rings
one, two and three, respectively. Node 1 is given a long range directed shortcut to
node L, where 1 � L ≤ m/2 + 1. Similarly, nodes m+ 1 and 2m+ 1 are given long
range directed shortcuts to nodes m+ 1 + L and 2m+ 1 + L, respectively. An extra
node, with index N = 3m + 1, is then introduced and connected by an undirected
edge to the nodes that have shortcuts. Figure 3 illustrates the case where m = 10
and L = 5.

By symmetry, we only need to consider Katz centrality for nodes in the first ring,
that is, nodes 1 to m, and for the additional node, N . We note that node 1 has out-
degree four, whereas node N has out-degree three. It follows that for small α, node 1
will have the higher Katz centrality. However, the three edges possessed by node N
connect to nodes that are themselves well-connected, and can propagate more walks
round the network than other nodes on the ring. This suggests that as α is increased,
and hence longer walk counts become more relevant, Katz centrality may give more
relative weight to node N . Our aim is to quantify this effect.

We use the ansatz in Theorem 1, but rather than deriving an exact solution, we
focus on the dominant terms. For this network, the Katz system (1) reduces to

xj − α (xj−1 + xj+1) = 1, for 2 ≤ j ≤ m,(31)

x1 − α (xm + x2 + xL + xN ) = 1,(32)

xN − 3αx1 = 1.(33)

Inserting the ansatz (15) we find that, as in the proof of Theorem 1, the general
equation (31) is solved with b = 1/(1− 2α) and t = t1. Using xL ≈ b and solving (32)
and (33) for h, we arrive at

(34) h ≈ α(2 + α)

(1− 2α)(1− 2αt1 − 3α2)
.

As α increases away from zero, the expression (34) is initially positive and changes
sign on crossing a pole where

α = α̂ :=

√√
13− 2

3
≈ 0.4224.

In passing, we therefore conjecture that the adjacency matrix for this network has a
spectral radius that approaches 1/α̂ as N → ∞ and hence the Katz system is valid
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Fig. 3. Illustration of the three-ring undirected network where a directed shortcut is added to
each ring, and an extra node is added and given undirected connections to the shortcut nodes. This
shows the case m = 10, so that N = 31, and L = 6.

for 0 < α < α̂. Using x1 = b + h and, from (33), xN = 1 + 3αx1, it follows that
xN > x1 when

(35)
(1− 2α)(1− 2αt1 − 3α2) + (3α− 1)(1 + 2α(1− t1 − α))

(1− 2α)(1− 2αt1 − 3α2)
> 0.

For 0 < α < α̂ the denominator in (35) is positive and the condition reduces to
α > α?, where

(36) α? =
10−

√
13

29
≈ 0.2205.

In summary, we claim that, asymptotically, α? is the threshold value beyond which
node N is regarded as more central than node 1.

Figure 4 supports this conclusion by plotting the ratio x1/xN as α is varied. We
used m = 10, 000, so N = 30, 001, with L = 5, 001 and solved the Katz system (1)
directly. We see that α? in (36), marked with a vertical dashed line, predicts the
crossover point where xN becomes dominant. It is also interesting to observe that
x1/xN is not monotonic in α. As further confirmation of the analysis, we found that
the approximation x1/xN ≈ (b + h)/(1 + 3α(b + h)) with h in (34) agreed with the

11
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Fig. 4. Ratio of x1 to xN for Katz centrality on the N = 30, 001 version of the network in
Figure 3. The predicted threshold α? is marked as a vertical dashed line.

computed values shown in the figure to machine precision. Also, the spectral radius of
the adjacency matrix, computed via MATLAB’s eigs, matched 1/α̂ to within 10−13.

7.2. More Neighbors and Shortcuts. Next, we indicate briefly how the anal-
ysis in Section 5 may be generalized to rings with more neighbors and shortcuts.
Figure 5 shows Katz centrality, with α = 1/4.5, for a network based on a 500 node
periodic ring where each node is connected to two clockwise and two counterclock-
wise neighbors. Three arbitrary, long-range, directed shortcuts were added: 1 7→ 200,
150 7→ 390 and 257 7→ 450. We can see from Figure 5 that nodes 1, 150 and 257
benefit from their extra edge, and the centrality vector has a spike at each of the
three locations.

To describe this behavior, consider a general node k that is close to node 1, but
for which k 6= 1, 2, N . Then the Katz system (1) for this node has the form

xk − α (xk+1 + xk+2 + xk−1 + xk−2) = 1.

Using the ansatz xi = b + hrp(i), we find that this equation is solved by taking
b = 1/(1− 4α) and r2−α(r4 + r3 + r+ 1) = 0. That palindromic quartic polynomial
has four real roots

rA ≈ 0.73, rB ≈ −0.37, rC ≈ 1.37, rD ≈ −2.73.

As for the three-ring example, we proceed by focusing on the decaying terms, corre-
sponding to roots with absolute value less than one, assuming that the growing terms
will be negligible. At nodes 1 and 2 (we could equivalently use 1 and N), we require

x1 − α (x2 + x3 + xN + xN−1 + x200) = 1 and x2 − α (x3 + x4 + x1 + xN ) = 1,

respectively. Inserting x200 = b and, otherwise, xi = b+ hAr
p(i)
A + hBr

p(i)
B , we obtain

the linear system[
1− α(2rA + 2r2A) 1− α(2rB + 2r2B)

rA − α(1 + rA + r2A + r3A) rB − α(1 + rB + r2B + r3B)

] [
hA
hB

]
=

[
bα
0

]
.

12
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Fig. 5. Components of Katz centrality vector for a 500 node periodic ring with two connections
on each side and directed shortcuts added to nodes 1, 150 and 257.

This solves to give hA ≈ 2.73 and hB ≈ 0.73.
To cover all the shortcuts, we superimpose three such spikes, so

xi ≈ b+ hAr
p(i)
A + hBr

p(i)
B + hAr

p150(i)
A + hBr

p150(i)
B + hAr

p257(i)
A + hBr

p257(i)
B ,

where pL(i) denotes the periodic distance from node i to node L; that is

(37) pL(i) = min (|i− L|, |N − i+ L|) .

This approximation agreed with the computed Katz centrality vector to within 2 ×
10−7 in each component. After normalizing both vectors to unit Euclidean norm, the
maximum componentwise discrepancy fell below 10−9.

8. PageRank. We now consider the PageRank system (5) on a periodic ring
plus a directed shortcut. To be consistent with the treatment in sections 5 and 6,
we will ensure that node 1 remains the most highly ranked. So the directed shortcut
will be added from node L to node 1. Hence, the adjacency matrix now has the form
A = C + Ê, where the rank one matrix Ê is zero except for E(L, 1) = 1.

Figure 6 relates to the case where N = 20, L = 8 and d = 0.8. Asterisks in the
upper picture show the components of the PageRank vector x in (5). We see that
node 1 is ranked highest, and node L, which gives away the extra shortcut, has a
low ranking that is slightly higher than its two neighbours. Unlike the cases shown
in Figures 1 and 2, the solution does not appear to be periodically symmetric about
node 1.

Figure 7 gives a view of the asymptotic N →∞ structure by increasing N to 100,
with L = 40. The solution now appears to be periodically decreasing locally away
from node 1 and periodically increasing locally away from node L.

Returning to the N = 20 ring, the circles in the upper picture of Figure 6 show
the approximation arising from fitting suitable spikes. The lower picture in Figure 6

13
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Fig. 6. Upper picture: asterisks show components of the PageRank vector x from (5) and
circles show the periodic spike approximation (40)–(41). Lower picture: the discrepancy between
these two vectors.

shows the discrepancy, which takes relatively small values that peak and trough at
the nodes diametrically opposite 1 and L, respectively. We also see in Figures 6 and
7 that node L does not quite fit into the general pattern of periodic growth/decay.

The solutions seen in Figures 6 and 7 may be likened to a positive spike centered
at node 1 plus a negative spike centered at node L, so we may expect xi to contain a

term proportional to u
p(i)
1 and a term proportional to −upL(i)1 , where we recall that

pL(i) in (37) denotes the periodic distance from node i to node L.
An exception occurs at node L, which seems to break this pattern. Theorem 3

below shows that the solution does indeed have this general form—plus exponentially
small terms—with a simple shift needed at node L. The general form (38)–(39)
involves five constants g1, g

′
1, g2, g

′
2, f and our proof technique relies on five “special”

nodes that impose independent constraints. For this reason, we need to rule out the
exceptional case where node L is within one hop of being diametrically opposite node
1, which would lead to fewer than five special nodes. We therefore assume that the
shortcut is chosen so that 0 < θ < 1 in (9). We also treat the PageRank parameter
0 < d < 1 as being fixed, independently of N .

Theorem 3. For the undirected ring plus directed shortcut network with adja-
cency matrix A = C + Ê, for 0 < θ < 1 and for sufficiently large N the unique
solution of the PageRank system (5) has the form

(38) xi = 1 + g1u
p(i)
1 + g2u

p(i)
2 + g′1u

pL(i)
1 + g′2u

pL(i)
2 , for i 6= L,

and

(39) xL = 1 + g1u
L−1
1 + g2u

L−1
2 + g′1 + g′2 + f.

Here, u1, u2, g1, g2, g
′
1, g
′
2, f are constants, i.e., independent of i, and u1, u2 are inde-

pendent of N . In particular, g1 > 0, g2 > 0, g′1 < 0, g′2 < 0, f > 0, and u1, u2 are the

14
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Fig. 7. Asterisks show components of the PageRank vector x from (5) for a larger network:
here N = 100 and L = 40.

roots of the palindromic quadratic du2 − 2u+ d, so that

u1 =
1−
√

1− d2
d

, u2 =
1 +
√

1− d2
d

.

Hence, u2 = 1/u1 and 0 < u1 < 1 < u2. Moreover, the terms in (38) and (39)
involving g2 and g′2 are exponentially small asymptotically, in the sense that

xi = 1 + g1u
p(i)
1 + g′1u

pL(i)
1 +O(u

θN/2
1 ), for i 6= L,(40)

xL = 1 + g′1 + f +O(u
θN/2
1 ).(41)

We also have

g1 =
d

1 + 2
√

1− d2
+O(u

θN/2
1 ),(42)

g′1 =
−1

1 + 2
√

1− d2
+O(u

θN/2
1 ),(43)

f =

√
1− d2

1 + 2
√

1− d2
+O(u

θN/2
1 ).(44)

Proof. As in the proofs of Theorems 1 and 2, we show by direct substitution that
x satisfies the required conditions. Because the style of analysis is similar, we omit
some of the fine details.

Assume that N is even.
For a general node k, the PageRank system (5) requires xk−d(xk−1 +xk−1)/2 =

1− d. It is straightforward to verify that (38) satisfies this condition.
It remains to check the system at
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• node 1, where there are three incoming edges,
• node L, where, from (39), the general form of the solution has undergone a

shift,
• node L + 1 (or, equivalently, node L − 1), where the nonstandard node L is

involved,
• node N/2+1, which has neighbours that are the same periodic distance from

node 1,
• node N/2+L, which has neighbours that are the same periodic distance from

node L.
Our equation for node 1 is x1 − d(x2/2 + xN/2 + xL/3) = 1− d. Using (38) and

(39), and simplifying, we arrive at

(45) g1
(
1− d

(
u1 + 1

3u
L−1
1

))
+ g2

(
1− d

(
u2 + 1

3u
L−1
2

))
− 1

3d (g′1 + g′2 + f + 1) = 0.

For node L, we have xL − d(xL−1/2 + xL+1/2) = 1− d, which simplifies to

(46) g′1(1− du1) + g′2(1− du2) + f = 0.

Node L+ 1 gives xL+1 − d(xL/3 + xL+2/2) = 1− d, from which we obtain

(47) g1u
L−1
1 + g2u

L−1
2 + g′1 + g′2 − 2f = −1.

At node N/2 + 1 we have xN/2+1− d(xN/2/2 +xN/2+2/2) = 1− d, which leads to

(48) g2 = g1u
N
1 .

Similarly, at node N/2 + L, the condition xN/2+L − d(xN/2+L−1/2 + xN/2+L+1/2) =
1− d leads to

(49) g′2 = g′1u
N
1 .

Using (48) and (49) to eliminate g2 and g′2, we are left with three linear equations,
(45)–(47), for the three unknowns g1, g′1 and f . These may be written in the form

(50) (B + ∆B) v = r,

where

B =

 1− du1 −d/3 −d/3
0 1− du1 1
0 1 −2

 , v =

 g1
g′1
f

 , r =

 d/3
0
−1

 ,
and ∆B ∈ R3×3 is such that ‖∆B‖∞ = O(u

θN/2
1 ). Writing u1 in terms of d, the

determinant of B reduces to −(1 + 2
√

1− d2)
√

1− d2 6= 0, so B is nonsingular.
From (50), we have (

I +B−1∆B
)
v = B−1r.

The matrix I+B−1∆B is invertible for sufficiently large N , which establishes that (50)
has a unique solution. We conclude that x in (38)–(39) solves the PageRank system

(5). Moreover, since (I+B−1∆B)−1 = I+O(∆B), we see that v = B−1r+O(u
θN/2
1 ),

which leads to (42)–(44). The relations (48) and (49) then show that g2 > 0 and g′2 < 0
and also give the expansions (40) and (41).

The result for N odd follows similarly.
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For the examples in Figures 6 and 7, we see that the node giving out the extra link,
with index L, has a slightly larger PageRank value than its immediate neighbors, but
not more than its second-neighbors. The following corollary shows that this behavior
is generic.

Corollary 1. For the undirected ring plus directed shortcut network with adja-
cency matrix A = C + Ê, for sufficiently large N the PageRank vector satisfies

max (xL+1, xL−1) < xL < min (xL+2, xL−2) .

Proof. It follows from Theorem 3 that, ignoring asymptotically small terms,

xL = 1 + g′1 + f, xL+1 = xL−1 = 1 + g′1u1, xL+2 = xL−2 = 1 + g′1u
2
1.

Using (42), (43) and (44) we find that

xL − xL+1 = xL − xL−1 =
(1− d)

(
1−
√

1− d2
)

d(1 + 2
√

1− d2)
> 0,

and

xL − xL+2 = xL − xL−2
−
√

1− d2
(√

1− d2 − 1
)2

d2(1 + 2
√

1− d2)
< 0.

We can at least partially explain the ordering in Corollary 1 by noting that nodes
L+ 1 and L− 1 suffer because one of their two neighbors, node L, has three outgoing
links. Hence the “vote of confidence” from node L is split three ways instead of two.
As a consequence, node L itself suffers from having two lowly-ranked neighbors. What
is perhaps less obvious, but proved in Corollary 1, is that nodes L− 1 and L+ 1 can
never rise above node L, which itself can never rise above nodes L− 2 and L+ 2.

9. Discussion. In this work, we have addressed issues in matrix analysis con-
cerning modified rings. In particular, we have extended the approximation technique
from [22] in order to give exact solutions, and applied these ideas to spectral and
linear system problems arising in network science, where the matrix modifications
correspond to shortcuts in the classic Watts-Strogatz model. The results give a com-
plete understanding of the structure of the centrality vectors on this class, and in the
case of PageRank centrality they reveal an unexpected nonmonotonicty in the rank-
ings. We also showed how the same techniques can be used to study more general
networks where the node ranking is not predictable in advance.

There is clearly much potential for further work in this area. An immediate
issue is the rigorous treatment of the general k-neighbor ring, which would involve an
understanding of the roots of the palindromic polynomial rk − α(r2k + · · · + rk+1 +
rk−1+· · ·+1). Furthermore the questions addressed here could be posed on (a) higher
dimensional lattices, such as nearest-neighbor connections on a torus, (b) hierarchical
“network of network” structures, or (c) non-periodic lattices where boundary effects
may be significant. Multiple shortcuts could be included, with various asymptotic
scalings for their length and separation. Also, in the spirit of [30], random shortcuts
could be analysed in a suitable probabilistic framework.

10. Appendix. In Theorem 2 it was sufficient to have a crude bound on the
associated Perron-Frobenius eigenvalue. Here, we derive a sharper result that justifies
the restriction 0 < α < 1/2 imposed in Section 5.
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Theorem 4. Given any ε > 0 and K > 0, for sufficiently large N the Perron-
Frobenius eigenvalue λ in Theorem 2 is such that

2 +
K

N2
< λ < 2 +

K

N2−ε .

Proof. We consider the case N even, and investigate the roots of F (λ) in (30). If
λ has the form

λ = 2 +KN−β

for some β > 0, then to leading order in (25) we have

s1 = 1−K1/2N−β/2 +O(N−β),(51)

s2 = 1 +K1/2N−β/2 +O(N−β).(52)

Now suppose β = 2. Recalling that L is proportional to N , we have

log sL−11 = (L− 1) log
(

1−K1/2N−1 +O(N−2)
)

= (L− 1)
(
−K1/2N−1

)
+O(N−1)

→ −γK1/2,

for some fixed γ. So

sL−11 → e−γK
1/2

.

Similarly,

sN−L+1
1 → e−(1−γ)K

1/2

and sN1 → e−K
1/2

.

Since F (λ) in (30) may be written

F (λ) = (2s1 − λ)(1− sN1 ) + sL−11 + sN−L+1
1 ,

we conclude that it takes the form of an asymptotically small negative term plus
positive terms that are bounded away from zero. Hence F (λ) > 0 for large N .

Now suppose β < 2. Similar analysis shows that, as N →∞,

sL−11 → 0, sN−L+1
1 → 0, sN1 → 0,

at rates that are exponential; that is, as fast as e−νN
1−β/2

for some fixed ν > 0. It
follows that F (λ) in (30) is dominated by the term −2

√
KN−β/2, so F (λ) < 0 for

sufficiently large N .
The case where N is odd can be treated in a similar manner.
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