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Minimal stochastic field equations for one-dimensional flocking

E. Ó Laighléis, M. R. Evans, and R. A. Blythe
SUPA, School of Physics and Astronomy, University of Edinburgh,
Peter Guthrie Tait Road, Edinburgh EH9 3FD, United Kingdom

(Dated: December 5, 2018)

We consider the collective behaviour of active particles that locally align with their neighbours.
Agent-based simulation models have previously shown that in one dimension, these particles can
form into a flock that maintains its stability by stochastically alternating its direction. Until now,
this behaviour has been seen in models based on continuum field equations only by appealing to long-
range interactions that are not present in the simulation model. Here, we derive a set of stochastic
field equations with local interactions that reproduces both qualitatively and quantitatively the
behaviour of the agent-based model, including the alternating flock phase. A crucial component
is a multiplicative noise term of the voter model type in the dynamics of the local polarization
whose magnitude is inversely proportional to the local density. We show that there is an important
subtlety in determining the physically appropriate noise, in that it depends on a careful choice of
the field variables used to characterise the system. We further use the resulting equations to show
that a nonlinear alignment interaction of at least cubic order is needed for flocking to arise.

I. INTRODUCTION

The collective motion of self-propelled particles has
been an active area of research for a number of years [1–
3], with areas of particular interest including bird flocking
[4, 5], fish schooling patterns [6, 7], insect swarms [8, 9],
and the motion of bacteria [10], among others. Interest
in these systems lies in the fact that they are internally
driven, and therefore generate complex non-equilibrium
behaviours at the macroscopic scale. For example, in
two dimensions, one can find long-range orientational or-
der [11] in which the particles move in a randomly se-
lected direction thus breaking the continuous rotational
symmetry—such continuous symmetry breaking is pre-
cluded from equilibrium models in two dimensions.There
are two main methods to study such systems: agent-
based models or continuum field equations. Simulations
of stochastic agent-based models [11–13] allow changes
in behaviour to be explored as inter-particle interactions
are varied, while a deeper theoretical understanding can
be gained by deriving and analysing equations that gov-
ern the time evolution of particle density and velocity
fields [14, 15]. It is important to recognise that these
approaches are complementary. Simulations allow fine-
grained control over the microscopic dynamics of the sys-
tem, but are typically limited in the range of system sizes
and timescales that can be accessed. On the other hand,
field equations are usually free from such restrictions,
but instead necessitate some degree of approximation or
coarse-graining to render them tractable.

Here, our focus is on the case of flocking in one spa-
tial dimension (1d), as this exhibits some interesting be-
haviours that are not observed in higher dimensions, and
for which a theoretical understanding through field equa-
tions is incomplete. Of particular interest is the case
where a flock—that is, a localised group of particles mov-
ing in the same direction—is maintained by alternating
between the two possible directions that are available in
1d (i.e., left and right). Thus the order of the flock is

maintained, but as the timescale for the flock to alter-
nate grows only logarithmically with system size, there
is no spontaneous symmetry breaking. This effect was
first studied in a simulation model [16] in which interac-
tions are local and involve some degree of stochasticity
in the dynamics. Various sets of field equations involv-
ing only local interactions have been constructed for ac-
tive particles in 1d, both with [12, 17] and without noise
[15, 18, 19]. These demonstrate an instability for parti-
cles to form into a discrete number of bands or as a single
large flock, but do not display an alternating behaviour
as far as we are aware. However, both deterministic and
stochastic equations with non-local interactions [20–22]
do generate a variety of complicated patterns, including
the alternating state (“zig-zags”) of interest here, and it
has been suggested that non-local interactions are nec-
essary to reproduce such behaviours in the deterministic
setting [23]. Thus the question of whether it is possi-
ble to represent the alternating state in a system of local
stochastic field equations is left open.

In this work, we return to the agent-based model in-
troduced in [16] that is defined on a lattice and use this
to construct a set of stochastic field equations in one spa-
tial dimension. Through numerical integration of these
equations, we show that they reproduce the alternating
behaviour seen in the agent-based model both qualita-
tively and quantitatively. The strategy we adopt to ob-
tain the equations comprises two steps. First, we perform
a Kramers-Moyal expansion [24] in the particle density
(the fraction of particles at a given lattice site) and po-
larization (the fraction of particles at a site that are mov-
ing to the left subtracted from the corresponding fraction
moving to the right), and truncate at second order. Then,
we introduce a continuum approximation to the lattice-
based model, which gives rise to a set of equations that
involve spatial derivatives of the two fields, and a noise
term. Although these are both widely-used procedures,
we identify an important subtlety that arises: the choice
of fields used to describe the system is crucial. In the
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case where we describe the difference in densities of the
right- and left-moving particles in terms of the polariza-
tion, which is normalised by the local particle density
and therefore constrained to lie between −1 and 1, we
obtain a multiplicative noise that is of the voter type to
lowest order [25–27] and find that this generates the fluc-
tuations that are required to precipitate the wholesale
reversal of a flock. By contrast, if we use instead the
local momentum (i.e., the difference in densities of the
left- and right-moving particles), we obtain a noise that
is additive to leading order and does not display the al-
ternating behaviour. The reason for this is that by trun-
cating the Kramers-Moyal expansion at second order is
an approximation that can discard relevant contributions
under certain choices of variables, but not others.

Having established a set of equations that reproduces
the correct macroscopic physics, we then use them to
identify the leading order terms in the inter-particle in-
teractions that are required, and therewith a minimal
model for one-dimensional flocking. In addition to voter-
type noise, we find that it is necessary that the propensity
for particles to align with their neighbours is a nonlinear
(specifically, at least cubic) function of local polarization.
A linear alignment rule reduces to non-interacting run-
and-tumble particles [28] that do not flock.

II. FROM AN AGENT-BASED MODEL TO
STOCHASTIC FIELD EQUATIONS

A. Agent-based model

We begin by defining the agent-based model that
serves as the starting point for deriving the stochastic
field equations. This model is inspired by that introduced
by O’Loan and Evans [16], as under certain conditions
the particles form a cohesive flock that stochastically al-
ternates direction.

In this model, N identical particles are distributed
across L lattice sites in a ring geometry, with no max-
imum occupancy at each site. Each particle is initially
assigned a random direction vα = ±1. In a single update,
a particle α ∈ {1, . . . , N} at site xα ∈ {1, . . . , L} is cho-
sen at random. It then hops either to the left (−) or the
right (+) (updating its velocity to −1 or +1 respectively)
with rate W±(θ(xα)) defined as

W±(θ) =
1

2
[1± g(θ)] (1)

as shown in Fig. 1. Here, the polarization θ(x) is defined
as

θ(x) =

∑N
α=1 v

αδx,xα∑N
α=1 δx,xα

(2)

and lies in the range θ(x) ∈ [−1, 1]. Concretely, the po-
larization is equal to the fraction of particles at a site

FIG. 1. Possible updates for a chosen ABM (red - color on-
line). With probability W− (

− 1
3

)
, the particle retains its di-

rection and moves one site to the left (top option). Alterna-
tively, the particle switches direction and moves one site right
with probability W+

(
− 1

3

)
(bottom option)

that are moving to the right, minus the corresponding
fraction moving to the left.

The difference in the probabilities W+(θ)−W−(θ) =
g(θ) specifies the velocity (normalised to the range
[−1, 1]) with which particles at position x move if the po-
larization θ(x) ∈ [−1, 1]. We can therefore think of g(θ)
as specifying the extent to which particles align them-
selves with the local polarization (i.e., the velocity of the
other particles). In the original model of [16], particles
aligned themselves with the majority with probability
(1− η), and in the opposite direction with probability η,
which corresponds to the choice g(θ) = (1 − 2η)sgn(θ).
Here, we adopt a form that regularises the step at θ = 0,
namely

g(θ) = (1− 2η)
tanh(βθ)

tanh(β)
. (3)

With this form, we recover the majority alignment rule in
the limit β → ∞, and a linear alignment rule as β → 0.
We will later show that to achieve the alternating flock
behaviour, it is necessary for g(θ) to be nonlinear. One
further difference from the model of [16] is that in that
work, particles were also sensitive to the polarization on
nearest-neighbour sites. We have found that this is not
in fact required for the alternating state to emerge, and
have thus excluded such interactions for simplicity.

Fig. 2 demonstrates that the basic phase behaviour of
this model is the same as that established in [16]. De-
pending on the values of β and η above, the system will
manifest one of two phases: a disordered paramagnetic
phase with uniform average density and negligible av-
erage on-site polarization; or an ordered phase where a
region of larger density propagates through the ring, al-
ternating direction stochastically. In Fig. 3 we plot the
global velocity

ϕ =
1

N

∣∣∣∣∣
N∑
α=1

vα

∣∣∣∣∣ (4)

against η. This locates the transition between these two
states for different values of β, with a non-zero value of
ϕ in the ordered (alternating) state at low η.

A third phase is seen in both the low noise (η → 0) and
the high-density (N →∞ with finite L) limits. Here, the
particles spread out across the lattice uniformly travelling
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FIG. 2. Sample space-time trajectories of the fractional den-
sity ρ with periodic boundaries displaying the two behaviours
observed in the agent-based model (darker regions indicate
higher density). a) Paramagnetic phase (η = 0.2). b.) Alter-
nating flock (η = 0.02). We have N = L = 2000 and β = 2.0
for both.

in a single direction and we term it the “ferromagnetic”
phase. However, Ramaswamy [29] argues that this is not
a true thermodynamic phase, as it cannot exist if η is
nonzero and N/L is finite in the L → ∞ limit. This
is due to an instability to transition to the alternating
state, where the symmetry-breaking property of the fer-
romagnetic state is no longer observed.

Observations made in [16] for an agent-based model
and [30] for a related mean-field model without alter-
nating behaviours show that the flock in the alternat-
ing phase diffuses slowly between directional flips, with
these flips appearing to serve the purpose of condensing

0.00 0.05 0.10 0.15 0.20
η

0.0

0.2

0.4

0.6

0.8

1.0

<
ϕ
>

β=0.0

β=1.0

β=1.5

β=2.0

β=5.0

β=20.0

β=1000.0

FIG. 3. Order parameter (4) as a function of the anti-
alignment rate η for various degrees of nonlinearity β in the
alignment interaction (3). When the anti-alignment is suffi-
ciently small, the system orders into a state where particles
tend to move in the same direction (i.e., flock).

the flock and keeping it together. If the time between
successive flips is too long, this can result in a tempo-
rary transition to the ferromagnetic pseudo-phase until a
fluctuation causes the flock to return.

B. Stochastic field equations

We now show how to construct a set of field equations
that correctly reproduces the behaviour described above.
The first step is to employ a Kramers-Moyal expansion
[24, 31, 32]. If this is truncated at second order, we arrive
at an approximation for the time evolution of a stochastic
variable ψ of the form

dψ

dt
≈ 〈δψ〉

δt
+

√
〈δψ2〉
δt

ξ(t) (5)

where δψ represents the possible changes in ψ in a single
timestep δt and ξ(t) ∼ N (0, 1) is a white Gaussian noise.
This equation is to be interpreted in the Itô sense. For
our system, the stochastic variables of interest are the
local fractional density,

ρ(x, t) =
1

N

N∑
α=1

δ(x− xα) , (6)

and the local polarization, θ, as in (2). In order to view
these variables as continuous, we must consider the large
N limit of our system. As we shall explore later the choice
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of stochastic variables ψ matters here, as a consequence of
truncating the expansion at second order to arrive at an
Itô SDE (for general discussion of Itô versus Stratonovich
noise, see [24]).

Given the rules for the agent-based model set out in
Sec. II A above, we can determine the changes in the frac-
tional density and polarization at site position xi arising
from a single update as follows:

δρi(t) =


1
N with prob. W+

i−1ρi−1 +W−i+1ρi+1

− 1
N with prob. ρi

0 otherwise
(7)

δθi(t) =



1−θi
Nρi

with prob. W+
i−1ρi−1

− 1+θi
Nρi

with prob. W−i+1ρi+1
1+θi
Nρi

with prob. ρ−i
− 1−θi
Nρi

with prob. ρ+i
0 otherwise

(8)

where ρ+i and ρ−i represent the local fractional densities
of right- and left-moving particles respectively. The sec-
ond step of the derivation is to take the limit of large
lattice size, L → ∞, which is achieved by making the
replacements ρi → ρ(x) and θi → θ(x), with x = ia,
and Taylor expanding expressions like ρ(x ± a) to sec-
ond order in a. Finally, the lattice spacing a is set to 1.
With the assumption that the density and polarization
fields are uncorrelated in space, this procedure yields the
expressions

〈δρ〉 =
1

N

[
−∂ (g(θ)ρ)

∂x
+

1

2

∂2ρ

∂x2

]
(9)

〈
δρ2
〉

=
1

N2

[
2ρ− ∂ (g(θ)ρ)

∂x
+

1

2

∂2ρ

∂x2

]
(10)

〈δθ〉 =
1

N

[
g(θ)− ∂ ln ρ

∂x
+

1

2ρ

∂2(g(θ)ρ)

∂x2

]
− θ

ρ
〈δρ〉

(11)〈
δθ2
〉

=
2

N2ρ
[1− θg(θ)] . (12)

Inserting the above into (5), setting δt = N−1,
and keeping terms of O (1) gives the following coupled
stochastic differential equations for the time evolution of
the fractional density and polarization fields

∂ρ

∂t
= −∂ (g(θ)ρ)

∂x
+

1

2

∂2ρ

∂x2
(13)

∂θ

∂t
= g(θ)− θ − ∂ ln ρ

∂x
+

1

2ρ

∂2(g(θ)ρ)

∂x2
− θ∂ ln ρ

∂t

+

√
2

Nρ

√
1− θg(θ) ξ(x, t) . (14)

Equations (13, 14) form the basis for our field equation
description of alternating flocking.

First we must comment on why we have dropped noise
term in (13) but not in (14), as näıvely both are of the
same order, 1/N2, in (10) and (12), respectively. The

key difference is that the magnitude of the second jump
moment 〈δθ2〉 is inversely proportional to the density, ρ,
which can be of order 1/N , particularly in the nose and
the tail of a flock. Consequently in these regions, the
stochastic and deterministic terms are of similar magni-
tude, and as argued in [16], it is these fluctuations that
are responsible for reversing the direction of the flock.
This we will confirm explicitly in the following. A fur-
ther implication of dropping the noise term in (13) is that
the equation has the form of a continuity equation and
respects the fact that the density ρ is a conserved quan-
tity across the system. If we had retained the second
order term (10) in (13), the resulting equation would no
longer conserve density. This would seem to arise from
the assumption that density and polarization fields are
spatially uncorrelated. If we were to retain these correla-
tions, we would end up with a nontrivial noise term aris-
ing whose amplitude is given by the Cholesky decompo-
sition of the correlation matrix [33, 34]. In principle, this
should should lead to a conservative noise, as obtained
in other methods of deriving field equations from mi-
croscopic interactions such as those described by Bertin
[35] and Dean [36]. However, as our aim is to describe a
simple model for this behaviour in 1d, we have chosen in-
stead to drop this noise, as it is of lower order in N than
the terms we have retained. This is justified a posteriori
by the good quantitative agreement between numerical
integration of these equations and the agent-based simu-
lations that we report below.

C. Numerical integration of the stochastic field
equations

To investigate the behaviour of the system described
by the stochastic field equations (13) and (14), we nu-
merically integrate them. In the deterministic terms, we
follow the standard approach of replacing space and time
derivatives with finite differences: throughout this work
we use δx = 1 and δt = 0.01. The standard (Euler-
Maruyama) method for handling the stochastic term,

wherein one replaces the combination ξ(x, t)
√
δt with a

Gaussian random variable with zero mean and variance
δt is not well adapted to the problem at hand. The issue
is that as θ → ±1, this can generate unphysical values of
the polarization (i.e., |θ| > 1).

To handle this difficulty we first linearise the function
g(θ) in the noise term whilst leaving it as a general func-
tion in the deterministic terms. That is, we put g(θ) = θ
under the square root in (14). This then yields a noise
term of the voter type [25–27] (also characteristic of the
Wright-Fisher model [37, 38]), causing the noise to van-
ish at the boundary points θ = ±1. As we are trying to
find a minimal model for 1d flocking, we need to keep
only the necessary terms for the alternating flock to be
observed. A crucial feature of the dynamics is that θ
must be constrained to the interval −1 ≤ θ ≤ 1: the
noise term in (14) satisfies this requirement at the lowest
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order in powers of θ and η. Therefore we may neglect
higher order terms in θ and η here. Numerically, how-
ever, it is still possible that a Gaussian random number
large enough to exit the boundaries is generated. In the
following we compare results using two strategies to deal
with this. The first, and more straightforward strategy,
is simply to truncate θ to the physical range whenever it
is left. The more sophisticated strategy, inspired by the
approach of [39], is to replace the Gaussian random vari-
able in the numerical integration scheme with a variable
drawn from a distribution that is defined only over the
physical range, and has the required mean and variance.

More precisely, this second approach involves inte-
grating the stochastic and deterministic parts of the
equation separately using Hamiltonian operator splitting
on the Fokker-Planck equation equivalent to (14) [40].
This involves sampling an intermediate value of θ, θint,
from the distribution obtained by solving ∂tP (ρ, θ, t) =

(Nρ)
−1
∂θθ
[
(1− θ2)P

]
. By transforming to another

variable y = 1
2 (1 + θ), this distribution can be trans-

formed to one with a known solution [41]. However, un-
like other forms of noise with a known distribution such
as directed percolation [42], this distribution cannot be
written in a form that allows it to be easily sampled.

However, it can be shown that, given an initial con-
dition θ, the mean of y after a time δt is equal to
µ = 1

2 (1 + θ) and has a variance

σ2 = (1− θ2)

(
1− exp

[
− 2

Nρ
δt

])
. (15)

An appropriate distribution to sample y from is the Beta
distribution, P (y) ∝ yα(1 − y)β for y ∈ [0, 1], with the
parameters α and β chosen so that the distribution has
the desired mean and variance. This is the natural distri-
bution to choose because it is defined only for a finite in-
terval, and has an independent mean and variance. Since
we have already truncated the Kramers-Moyal expansion
at second order to obtain the stochastic field equations
(13) and (14), we do not expect differences between the
Beta and Gaussian distributions in the third and higher
moments to be physically relevant for small timesteps.
Once the intermediate value θint = 2y− 1 is sampled, we
then integrate the deterministic part of (14) numerically
using the usual Euler method.

III. MINIMAL MODEL FOR 1D FLOCKING

We now show that the stochastic field equations (13)
and (14) generate realisations of the density and polariza-
tion fields that are in both qualitative and quantitative
agreement with the agent-based model. We also show
that a nonlinear function g(θ) is required in the deter-
ministic part of the equations in order to replicate alter-
nating flocks.

A. Alternating flocks

In the agent-based model we found that the alternat-
ing phase exists for small values of the anti-alignment
parameter η. Specifically, in Fig. 2, the alternating state
is shown for the case η = 0.02 and with β = 2 in the
alignment interaction (3). In Fig. 4 we show the result of
integrating the stochastic field equations (13) and (14)
at the same point in parameter space, under both the
truncated Gaussian and Beta sampling strategies.

In both cases we find that a flock forms and reverses
its direction at random intervals, as in the agent-based
model. Closer inspection of the data suggest that the
flocks are more stable in the case of truncated Gaus-
sian noise, with an apparently smaller number ‘splinter’
flocks being emitted from the main flock than in either
the agent-based model or when the Beta sampling strat-
egy is used.

To investigate these differences more systematically,
we investigate the behaviour of the order parameter ϕ
defined by Eq. (4) as a function of the parameter η, re-
calling that flocking is seen for small η and a homoge-
neous phase is seen for large η. Fig. 5 shows results from
the agent-based model along with those obtained from
the field equations using the two different noise sampling
strategies. We see that there is a transition to flocking
in both cases, but that the truncated Gaussian strategy
leads to the order parameter being systematically over-
estimated (and therewith the critical η). On the other
hand, the results using the Beta sampling strategy are
in excellent agreement with those from the agent-based
model, showing that (13,14) quantitatively capture the
dynamics of the interacting particle system.

B. Choice of field variables

Starting from (13) and (14) we can obtain an alterna-
tive set of field equations using a momentum-like variable

φ = ρθ . (16)

The pair (ρ, φ) then contain the same information as
(ρ, θ) and in principle ought to give an equivalent descrip-
tion. We apply an Itô transformation to the equations
(13) and (14). Taking g(θ) = θ under the square root, as
previously, yields

∂φ

∂t
= g′ (φ, ρ) ρ− φ− ∂ρ

∂x
+

1

2

∂2 (g′ (φ, ρ) ρ)

∂x2

+

√
2

Nρ

√
ρ2 − φ2 ξ(x, t) (17)

where g′(φ, ρ) = g
(
φ
ρ

)
. Although, this would appear

to introduce issues when ρ = 0, these issues are already
present with the original definition of θ. Numerically
integrating (13) and (17) instead of (13) and (14) changes
none of the behaviour of the system.
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FIG. 4. Numerically integrated solution of (13) using (a)
truncated Gaussian and (b) Beta distributed noise. While
both display similar behaviours in terms of the main flock,
the density of splinter flocks using Gaussian noise is lower
than expected from the agent-based model. Both solutions
have N = L = 2000, η = 0.02 and β = 2.0 and random initial
starting conditions.

We now show that difficulties occur if instead of using
(14) we try to derive equations for the (ρ, φ) system us-
ing a Kramers-Moyal expansion from the microscopic dy-
namics to second order. We shall show that this approach
can lead to equations that do not describe a system that
orders as η is reduced.

When we follow through the Kramers-Moyal expan-
sion, as described in Section II B, but using (ρ, φ) as
variable, we find that the deterministic parts of the re-
sulting field equations are equivalent (up to a transforma-
tion of variables) to those of (17,13), but the stochastic
terms differ. While

〈
δθ2
〉

= 2
N2ρ (1− θg(θ)) as in (12),〈

δφ2
〉

= 2ρ
N2 , with the 1− θg(θ) term missing even under

0.00 0.05 0.10 0.15 0.20
η

0.0

0.2

0.4

0.6

0.8

1.0

<
ϕ
>

ABM

θ - Gaussian

θ - β

φ

FIG. 5. Plot of the change in the average order parameter 〈ϕ〉
against anti-alignment strength η with N = L = 2000 and
β = 2.0. The behaviour of the agent-based model (ABM) is
described by (13) and (14) with β distributed sampling (θ−β,
the green line (color online)). Using truncated Gaussian noise
instead gives a higher than expected global velocity, while us-
ing the equations derived via the Kramers-Moyal expansion
of the momentum φ yields a negligible global velocity for all
parameter values. There is a transition between the alternat-
ing state and paramagnetic state at η ≈ 0.05. The exact value
depends on the choice of β and of g.

a change of variables via an Itô transformation. This cor-
responds to an additive noise term in the field equations,
rather than the multiplicative voter-like noise that is a
feature of Eq. (14).

This difference turns out to be highly significant, as
can be seen from Fig. 5. We find that when we omit the
1− θ2 term in the stochastic prefactor in Eq. (14), which
is equivalent to integrating the field equations in φ, the
global velocity is negligible for all values of η. This corre-
sponds to the disordered paramagnetic state as described
for the agent-based model above.

The reason why the two sets of field equations differ
in their phenomenology lies in truncating the Kramers-
Moyal expansion at second order: equivalence would be
restored if we were to keep all orders in the expansion.
However, we cannot then couch the dynamics in an SDE
of the usual form. What appears to be important for
the present application is that the noise vanishes at the
boundary points θ = ±1 (or φ = ±ρ) as η → 0, which
happens at second order when we choose to represent the
system using θ, but not when we choose φ.
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FIG. 6. Numerically integrated solution of (13) with only the
deterministic part of (14) included. In the absence of any
stochasticity, the flock will diffuse until it has spread over
the system. However, the flock alternates direction when a
smaller flock impacts the nose. This artificially introduced
small flock can be seen as a thin line coming from the right
edge at t = 3000. Here, we have chosen L = N = 2000,
η = 0.02 and β = 2.0

C. Strong low-density fluctuations

A notable feature of the noise in Eq. (14) is that its
variance is inversely proportional to the density, ρ, in-
dicating that its effect on the polarization is stronger in
low-density regions. For a single large flock, the strongest
stochastic effects should thus be found in the nose and
tail. It was shown in [16] that minor fluctuations in the
nose of the flock were sufficient to cause the flock to al-
ternate direction. These minor fluctuations are generated
either by stochastic alternating in the nose, or by head-
on collision with a small flock coming in the opposite
direction.

To illustrate the importance of stochastic fluctuations
in low density regions, we modified the velocity function,
g(θ), in two different ways. For sites where the num-
ber of particles below a certain threshold (ρ < 1

500 ), we
let g(θ) = (1 − 2η)θ to simulate run-and-tumble motion
or g(θ) = 0 to simulate unbiased diffusion only. Both
of these modifications cause the coherent flock to disap-
pear. This suggests that stochastic effects in low density
regions such as the noses and tails of flocks are vital for
flocks to maintain their structure and avoid collapse.

We also find that, even when stochastic contributions
are ignored, a large flock is deterministically unstable to
collision with an oncoming smaller flock. We achieved
this by setting the stochastic noise strength to zero and
observing the effect of sending a small pulse (the equiv-
alent of 3 particles) at the resulting flock. Fig. 6 shows
this occurring. Numerically integrating (13, 14) using
Beta noise as before also displays this behaviour, as can

be seen in Fig. 4b.
These findings reveal that the stochastic field equations

reproduce in detail the physical mechanisms responsible
for the alternating state that is seen in the agent-based
model.

D. Necessity of a non-linear alignment interaction

Having established that the stochastic field equations
correspond to the agent-based model for the specific
choice of the alignment interaction term g(θ) given by
(3), we now use them to understand the space of func-
tional forms of g(θ) that allow the emergence of alter-
nating flocks. In particular, we find that some degree of
non-linearity is required for the coherent flock to exist.

To see this, we modify the agent-based model to al-
low additional particle moves. We allow particles to
move in the same direction they are facing with prob-
ability p(1− η) and to switch direction with probability
pη. This is equivalent to run-and-tumble motion with
a tumble rate of 2pη [28]. To balance probabilities, the
movement based on on-site polarization is modified as
W± = 1−p

2 (1± g(θ)).
Following the same Kramers-Moyal approach from

above, we arrive at a set of equations for how the den-
sity and polarization evolve in time. The only change
to (13) and (14) is that g(θ) is replaced with gp(θ) =
(1−p)g(θ)+p(1−2η)θ. All changes to the system by the
introduction of a run-and-tumble interaction have been
reduced to the addition of a linear term in the velocity
function.

The special case p = 1 corresponds to non-interacting
run-and-tumble particles, which clearly cannot order as
there are no interactions. If g(θ) is linear, we find that
this is equivalent to taking p = 1, and hence that that
linear interactions alone aren’t enough to observe flock-
ing. Given this, we can see how this can also be inferred
from (14) and the constraints on g. If the magnitude of
g is greater than that of θ, the magnitude of θ will grow.
Thus we require |g| > |θ| for small θ so that a coherent
flock can form and |g| < 1 from the definition of g. These
conditions force g to be non-linear. We also expect that
g(θ) should be a monotonically increasing function of θ
for flocking to occur.

The simplest function that satisfies these requirements
is

g(θ) =
3(1− 2η)

2

(
x− x3

3

)
, (18)

which corresponds to keeping the first nonlinear term in
the tanh function in Eq. (3). Numerical integration of
these equations (see Fig. 7) indicates that flocking occurs
when η is sufficiently small.

Consequently, this leads us to suggest that a minimal
model for one-dimensional flocking with an alternating
state is given by the stochastic field equations (13) and
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FIG. 7. Agent-based model (a) and numerical integration
of (13,14) (b) with modified g(θ) as in (18). Note that both
display the same qualitative behaviour as Fig. 2b and Fig. 4b.
Here, we have chosen L = N = 2000, η = 0.02 and β = 2.0

(14), or equivalently (13) and (17), with g(θ) approxi-
mated by a linear function in the stochastic term, and
by a cubic function (18) in the deterministic terms.

IV. CONCLUSIONS

In this work, we have constructed a set of stochastic
field equations, Eqs. (13) and (14), that exhibited alter-
nating motion without the need for long-range interac-
tions. We found that the precise form of the noise term
in the equation for the polarization was crucial to obtain
this behaviour. Specifically, we found that the variance
of the noise needs to increase as the density decreases
(as previously discussed in [12]) and that it must van-
ish as the polarization approaches its boundary values
θ = ±1. The voter-type noise, with a variance pro-

portional to (1 − θ2)/ρ, is probably the simplest noise
with these properties. While the noise term we derive is
not precisely the usual voter noise [25–27], the two mul-
tiplicative prefactors agree to first order approximation
in η and θ. Furthermore, we found that, for flocks to
form, a nonlinear alignment interaction is required for
the deterministic terms of both density and polarization
fields: that is, when a particle adopts a direction to move
from its local neighbourhood, it needs to be biased to-
wards the majority direction. Again, a cubic function
is the simplest polynomial with these properties, and
we have found this sufficient to generate a steady state
with an alternating flock. In this sense, we regard the
field equations derived here as a minimal model for one-
dimensional flocking.

These results highlight the importance of deriving the
form of the noise from first principles when construct-
ing continuum models of active particle systems. Whilst
at equilibrium, it is usually sufficient to add Gaussian
white noise to model the effects of reversible heat ex-
changes with a reservoir, for internally-driven systems
one may miss important aspects of the dynamics. More
subtly, we found that the choice of variables used to de-
scribe the system (i.e, polarization versus momentum) is
significant in determining the form of the noise. This is
due to truncating the Kramers-Moyal expansion at sec-
ond order and the assumption that density and momen-
tum are uncorrelated in space, which are necessary if one
wishes to obtain a description that takes the form of a
stochastic differential equation. It would be of interest
to determine a systematic procedure for identifying the
appropriate combination of variables for active particle
systems in general, as this appears to be nontrivial.

We also identified a strategy for integrating equations
with voter-type noise that gives excellent quantitative
agreement between the agent-based model and stochastic
field equations. Specifically, instead of using stochastic
increments that are drawn from a Gaussian distribution,
which is the usual approach to integrating an SDE, we
sampled instead from a Beta distribution with the desired
mean and variance. The benefit of this approach is that
random variables drawn from this distribution are natu-
rally bounded, and therefore one does not need to apply
an ad-hoc rule to restrain variables to the physical region.
This technique may prove useful in understanding other
models with voter-type noise. A further benefit is that
one can simulate systems with higher densities with less
computational effort than the corresponding agent-based
models.

These stochastic field equations have further allowed
us to better understand the stability of the alternating
state, and to examine the causes of the flock flipping. The
inverse density dependence observed in (14) suggests that
stochastic contributions in regions of low density, such as
the nose and tail of the flock, are important, confirming
O’Loan & Evans [16]. By modifying the fluctuations in
low density regions, we showed that the alternating state
was no longer stable. In this case, the large aggregate
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flock collapsed and the modified behaviour was observed
everywhere (run-and-tumble and unbiased random walk
were the two examples used). We also showed that the
flock was deterministically unstable to changing direction
under a head-on collision with a much smaller oncoming
flock, also confirming [16]. If this smaller flock hadn’t
existed and in the absence of stochastic contributions,
the main flock would have eventually diffused over the

full system and the cohesive flock would have been lost.

V. ACKNOWLEDGEMENTS

The authors would like to thank John Toner for use-
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[17] A. Czirók and T. Vicsek, Phys. A Stat. Mech. its Appl.

281, 17 (2000).
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J. Tailleur, Phys. Rev. E 92, 062111 (2015).
[20] R. Eftimie, G. de Vries, and M. A. Lewis, Proc. Natl.

Acad. Sci. 104, 6974 (2007).

[21] R. Eftimie, J. Theor. Biol. 337, 42 (2013).
[22] L. Dyson, C. A. Yates, J. Buhl, and A. J. McKane, Phys.

Rev. E 92, 052708 (2015).
[23] R. Eftimie, J. Math. Biol. 65, 35 (2012).
[24] C. W. Gardiner, Stochastic methods: a handbook for the

natural and social sciences (Springer Berlin, 2009).
[25] R. Dickman and A. Y. Tretyakov, Phys. Rev. E 52, 3218

(1995).
[26] I. Dornic, H. Chaté, J. Chave, and H. Hinrichsen, Phys.

Rev. Lett. 87, 045701 (2001).
[27] D. I. Russell and R. A. Blythe, Phys. Rev. Lett. 106,

165702 (2011).
[28] M. J. Schnitzer, Phys. Rev. E 48, 2553 (1993).
[29] S. Ramaswamy, Annu. Rev. Condens. Matter Phys. 1,

323 (2010).
[30] J. R. Raymond and M. R. Evans, Phys. Rev. E 73,

036112 (2006).
[31] H. Kramers, Physica 7, 284 (1940).
[32] J. Moyal, J. R. Stat. Soc. Ser. B 11, 150 (1949).
[33] G. A. Pavliotis, Book , Texts in Applied Mathematics,

Vol. 60 (Springer New York, New York, NY, 2014) pp.
1–345.

[34] D. Dereniowski and M. Kubale, Cholesky Factorization
of Matrices in Parallel and Ranking of Graphs (Springer,
Berlin, Heidelberg, 2004) pp. 985–992.
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