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ABSTRACT 

 

Theoretical advancement in antennas has introduced various new techniques that depend 

on smart antennas and have objectives of increasing the data rate, beamforming, target 

surveillance features, diversity gain, or to provide multi-user capabilities. Though smart 

antenna arrays techniques have attracted a lot of attention, some aspects such as directivity and 

transmissions of datas at a higher frequency range from gigahertz (GHz) to terahertz (THz) 

technology have to be examined. Hence, the motivation for this research that emphasizes the 

analysis and design of Smart Antenna Arrays (SAAs) for improved directivity from (GHz) to 

(THz) range for wireless communication systems traversing from theoretical analysis to 

simulation on the effect of the antennas and their performances. 

Smart antenna arrays are designed to improve radiation in one direction and null out 

interference in other direction. This has been realized as a result of increasing the directivity of 

each antenna elements which lead to gain in a specific direction. At high frequency, 

transmission of signals is characterized by impairments. Mitigation of these signal impairments 

can be accomplished through the improvement of directivity and gain of the smart antenna 

systems at higher frequency range. Smart antenna arrays examined in this thesis can be applied 

to far distance communications and has been operational at high-frequency (HF) radio waves. 

Its efficiency has been optimized and simulated with the aid of commercially available full-

wave, Finite Element Method (FEM) based electromagnetic simulator Agilent’s Advanced 

Design Software (ADS). The designed and the simulated prototype is suitably operating at 300 

GHz to 3 THz for wireless local area network applications that uses high-frequency radio 

waves. The antenna has been put together on a Rogers_DT_Duroid dielectric substrate of 

Svensson/Djordjevic loss type with the dielectric permittivity of εr = 2.33, loss factor/tangent 

(tan δ) of 1.2∗10-3, relative permeability (μr) = 1 and the thickness of h = 0.80 mm. Rogers RT 

Duroid dielectric substrate has been taken as our substrate due to the low dielectric loss which 

makes it suitable for high-frequency laminate over the FR-4 substrate. The antenna receives 

input power and radiated power at 15.55Watts in a specific direction, focusing the desired 

signals from where they come forth allowing for increased radiation efficiency of 100% and 

mitigate interfering signals from unwanted sources. The antenna has a peak directivity of      

17.6 dB, this made it possible for the maximum power transfer. 
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The smart antenna arrays analysed in this research work mitigates interference of signals 

transmission by adaptive beamforming technique known as spatial signal processing. This 

technique creates radiation pattern on the array of antennas by means of signals weights 

addition in a constructive manner. Uniform array of isotropic elements M (10, 15, and 20) has 

been considered having their coordinate system in the direction of y. The spacing of the 

antenna elements is varied at d (0.5λ, 0.6λ and 2λ). The angles at which the grating lobe 

appears, steering angle, and the antenna element’s effect spacing on beamforming has been 

examined. The following are the observation as the antenna element spacing are increasing; 

narrower main lobe, grating lobes, reduction in beamwidth thus making the array more 

directional, and reduction in sidelobe level, thus improving beamforming. It is also observed 

that there is no grating lobe when d/λ = 0.5, which has been considered as the optimal design 

spacing for the array antenna elements. The centrality of smart antenna arrays is controlled by 

the signal processing of the arrays and algorithm for effective delivery of quality signals. The 

proposed algorithms are ‘Spatial Reference’ algorithms. MATLAB software has been used 

for the performance and comparison of algorithms used. 

In this thesis, an emphasis is laid on linear arrays, array synthesis, and array signal 

processing. At the output of antenna receiver, Signal-to-Interference-plus-Noise-Ratio (SINR) 

expression is derived from the analytical model which allows the Bit Error Ratio (BER) to be 

evaluated. The automatic extraction of the desired signal from noise and interferer has made 

smart antenna different from other antennas. The number of antenna elements, geometrical 

arrangement, relative amplitude and phases determines its angular pattern. This work has 

compared antenna geometries and their array weights are optimized by different techniques. 

Dolph-Chebyshev and Taylor array synthesis weighting methods have been used for the 

antenna arrays synthesis and analysis. 

Throughout this research, results from numerical simulations have been presented, often 

in association with analytical calculations to explore the accuracy of approximate derived 

formulas for the design. The approach adopted in the analysis and design in this thesis can be 

used in the treatment of several antenna types. After a general discussion of the principles, 

design formulas are derived and explained. These derived formulas are used for easy 

evaluation of performance parameters for the antenna type. The operating range of antenna 

elements analysis in this thesis varies from MHz to THz. This research is based on theoretical 

analysis and design which are of practical benefits in implementation. 
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CHAPTER 1 

Introduction 
 

The challenge to transmit high data rates in wireless communication systems in the 

present scenario precisely gigabit-per-second (Gbps) as the contemporary communication 

devices necessitate larger Band Width (BW). Coupled smart antenna arrays with sufficient 

directivity, high gain, and power (that provides real-time adaptive nulling and beamforming) 

are required for the effective transmission of signals. Smart antenna arrays is a necessity in this 

contemporary wireless communication systems [1-4]. Antenna arrays are spatial distribution 

antenna elements, arranged on a collective structure in accordance with geometric forms (e.g. 

linear, circular, rectangular, planar, etc.) [5, 6]. These are cooperated together for improved 

higher data transmission rate, better quality of signals in wireless communication, and 

demonstrate additional tasks such as target surveillance which has need of direction finding 

Direction of Arrival (DOA) and requires the realization of antenna arrays that maintain a high 

radiation efficiency [7]. The directional reception and transmission (beamforming) achieved 

using antenna arrays has made it suitable for its rare position in wireless communications. 

Antenna arrays have various antenna element and when it is used for reception of signals, the 

received signals of the individual elements are weighted and then combined [8]. If the antenna 

array is used for transmission, the transmit signals of the individual antenna elements can be 

weighted prior to transmission. Again, the weights can be chosen so that the individual signals 

combined coherently in the preferred direction where signals will be concentrated at the 

receiver end. In both cases, the antenna array can create a beam towards the desired user 

direction [9-14]. 

Beamforming also directly improves received signal quality by the continuous utilization 

of adaptive adjustment of the antenna arrays parameter in a specific direction to attain optimum 

efficiency while concurrently removing interferer’s effects. It has been found that narrow 

azimuthal beamwidth in an elevated Base Station (BS) transmit antenna arrays, reduces the 

multipath fading at mobile station, while narrow beamwidth on the vertical plane increases the 

received power at the mobile station [15-19]. Another direct benefit of beamforming is 

interference suppression. When an antenna array forms a beam as described above, the signals 

received from or transmitted in the direction of non-desired users have a small amplitude. This 

effectively suppresses interference from/to other Co-channel users, improving the overall 

system performance [20-23]. This basic concept is known as Spatial Division Multiple Access 
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(SDMA) [24-26] and is one of the best and effective utilization of smart antenna arrays 

technology [27-30]. Advancement of spatial signal processing of Spatial Division Multiple 

Access capacity aids in targeting many users, forming diverse beams for each user. 

 Another reason for using antenna array is their steering and spatial diversity support 

beyond simple beam steering [31] which also results in multipath fading reduction [30]. 

Typically, the individual elements of an antenna array are spatially separated, so they sample 

or probe in different locations of the three-dimensional space. When the distance between these 

elements are sufficiently large, there is a small correlation among their signals, providing 

spatial diversity [32-34]. The immediate benefit is a reduction in probability of deep multipath 

fading of the received signal amplitude, and Signal to Noise Ratio (SNR) enhancement which 

is normally traded off in various ways [21, 25]. For instance, it can be used in cell size 

increment, reduction in a number of base stations required to serve a particular location, and 

ultimately the total cost of the system (especially desired at the initial stages of a mobile 

communication system deployment where cost minimization is of paramount importance). At 

later stages where the initial cost is no longer a major issue and the user demand for mobile 

communication is greater, antenna arrays gain can also be used for system capacity 

improvement by serving more users. Likewise, this gain can be used for better quality of 

service, by improving the quality of the already existing services and offering the possibility 

for new ones. Furthermore, the spatial processing gain from antenna arrays can be used to 

reduce the performance overhead of power control, since interference from high power users 

can be spatially suppressed [26, 33]. Antenna array’s formation increases the range of 

communications and likewise supports the use of smart antennas with directive characteristics 

and applications [9, 10]. 

Smart antenna arrays are array of antennas with sophisticated Digital Signal Processing 

(DSP) capacity having algorithms that can dynamically calculates the amplitudes and phase 

parameters of the driven Radio Frequency (RF) signal attached to specific radiative elements. 

These arrays are placed in a particular configuration which can be in either linear, circular or 

matrix form so as to emphasize the signals of interest and place a null in the level of interfering 

signals, for efficient performances of wireless communication system [30, 34-52]. The aims of 

digital signal processing are to evaluate the Direction of Arrival (DOA) of any interrupting 

signal from the phase delays for every antenna elements, the suitable weight for scanning 

radiation pattern of antenna towards the desired signal, and put nulls in the interference signals 

direction [53, 54]. Null steering is usually achieved by controlling the complex weights of all 

or most of the array elements [55]. Smart antenna arrays are studied and considered useful in a 
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various signal environment for the purposes of enhancing the base station performance in 

multipath fading conditions and increasing SNR of the receiver [56-59]. The effort by 

researchers on smart antenna systems has encouraged research in adaptive array signal 

processing algorithms, for instance, the direction of arrival and adaptive beamforming [53, 60].  

In wireless communication system, smart antennas are also known as adaptive 

beamforming system. By using its spatial domain channel, maximum beamforming gain 

increases. In accordance with the signal received, beamformer weights can be determined by 

an adaptive process using temporal information (reference signal) or spatial information 

(direction of the user). The central beam focuses the main user, whereas its nulls are in sync to 

the interferers [60, 61].  

Through adaptive updating of weights connected to the individual antenna element, smart 

antennas place nulls towards interferers and deliver maximum main lobe in the direction of the 

preferred signal simultaneously, with the aim of using signal to interference ratio [52, 62]. The 

main lobe beampattern could be tracked so as to get the desired signal and thus null out most 

of the co-channel interferences. Thus, determining suitable attenuation values along the 

jammers directions, and consequential in a better signal quality reception. Through the DOA 

algorithms, smart antenna arrays have the capacity to track user within a cell. The beam 

formation in the direction of the desired signals and formation of null towards the interferers 

could be achieved by adjusting the excitation distribution of the arrays [56]. 

 

1.1. Research Motivation 

The extensive use of wireless communication technologies application in the society has 

increased the necessity for efficient and reliable signal transmission. One way of achieving 

these requirements is by using smart antenna system. Conventional antenna systems use the 

standard omnidirectional antenna that transfers signal in every direction as well as directions 

where the signal is not required. However, in real situations, the required signal is not 

necessarily coming from all directions. This results in inefficient signal transmission and power 

wastage. Hence, the idea of smart antennas is introduced. 

The development of smart antenna arrays has triggered enormous interest in the past 

decades for its potential to provide better services and an increasing number of users. Smart 

antennas consist of an array of antenna that has the intelligence to adjust its radiating beam 

depending on the operational environment. In smart antennas, it is desirable to achieve a 

radiation pattern as narrow as possible and the directivity as high as possible. A smart antenna 
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system is desirable and it has demonstrated a number of benefits in ongoing research [52, 62- 

64]. A smart antenna produces a highly directive radiation pattern that can be electronically 

controlled. This means the radiation of a smart antenna can be steered over the best signal path, 

and consequently reduce the power consumption of the wireless devices. 

 

1.2. Research Objectives 

This thesis analyses various approaches for the smart antenna elements and performs 

various signal processing algorithms on the antenna arrays in an attempt to enhance smart 

antenna arrays capabilities. This has been achieved by proposing strategies to improve the 

effectiveness of these algorithms when tackling smart antenna array problems. The main 

objectives of this research work are to: 

 Understand the geometrical characteristics of antenna arrays and how they determine 

the shape of their radiation pattern. This is carried out by analysing antenna 

configurations at various frequencies range of transmission.  

 Study how various antenna configurations generated different results with some arrays 

performing better in scenarios than others. 

 Examine antenna array synthesis pattern using different methods such as Taylor and 

Dolph-Chebychev.  

 Analysis for optimal beamformer with its weight unconstrained, and to determine its 

directivity and gain. 

 Propose strategies to enhance the effectiveness of algorithms for the smart antenna 

arrays (SAAs). 

 

1.3. Smart Antenna Technologies 

The technology of smart antenna has a major impact in wireless communication systems 

due to its ability of improved the directivity for antenna’s beam which improves the desired 

signals at the reception devoid of impedance to any radio users [60]. Smart antenna 

technologies enable advanced system capacity in communication networks, reduction in 

multipath signal, and Cochannel interference [47, 50]. This can be achieved through sampling 

of its existing environment when a beam-steering command is supplied by a particular 

algorithm from the adaptive processor. This dynamically regulate antenna’s element weights 

and focus beam radiation pattern only in the desired direction and place nulls in the direction 
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of the other unconnected user equipment to reduce the effect of Co-channel interference [40, 

50]. The signal processing algorithms functioning at the baseband (that forms the array’s 

signals elements) is known as smart antennas [9]. A smart antenna system makes use of the 

spatial antenna arrays and processes the received signals through digital signal processor once 

the conversion from analog to digital, hence it is called an adaptive filter signal processing. 

Due to the digital signal processing capabilities embedded in this antenna, it is tagged “smart 

antenna/software antenna/digital beamforming antenna”. It means the smart antenna is 

intelligent which is different from the conventional antenna that only receives/transmit signals 

devoid of reflections. The digital beamforming antenna provides optimal gain, while 

concurrently classifying, tracking, and reducing reception of interfering signals. The concepts 

adaptive antenna and smart antenna are substitutable in this thesis [10, 50]. 

 

1.3.1   Smart antenna arrays processing procedures 

Smart antenna systems comprise of an array of antenna, in conjunction with signal 

processing algorithm both in space and time domain. It uses the spatial signal processing 

technique to obtain an optimum combination of excitation sources, called weights, to form 

maximum radiation directions (beams) towards desirable signals while also to form minimum 

radiation directions (nulls) towards undesirable interference sources. The processing of arrays 

leads to enhancement of reception/detection of the desired signal that may be either random or 

deterministic in a signal environment [46]. The desired signal may also contain one or several 

uncertain parameters (e.g. spatial location, signal energy, phase) that may be advantageous to 

estimate. Fully adaptive smart antennas [27] can steer nulls and beam independently using 

phase and amplitude control. 

Smart antenna array adaptation processing algorithms are established on spatial 

correlation matrix configuration of the antenna array. Diverse types of smart antennas have 

been designed to accomplish several needs, for instance, it is normally used in military, base-

station tracking, downlink diversity transmission, fibre wireless networks, etc. Electrically 

Steerable Passive Array Radiator (ESPAR) antennas have acknowledged consideration smart 

antennas recently. In an ESPAR antenna, only one feed is coupled to the active antenna 

element, and beam steering can be recognized by a number of reactance loads associated with 

the passive antenna elements [56]. 
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1.3.2   Benefits of smart antenna arrays      

In a nutshell, the following listed below enumerates some of their benefits and 

contributions to the wireless communication systems: 

 

a) Increased Security in wireless networks – Most of the security problems in network 

physical layer are related to the fact that in wireless communication, information is 

exchanged over the air and may be captured or interfered by adversaries. The aim of 

physical layer security is to ensure reliable delivery of information to the intended 

receiver and, at the same time, prevent malicious access and interferences. Both these 

two aspects are highly influenced by the status of the wireless communication channel. 

While the channel variation due to the natural environment is beyond our control, the 

powerful smart antenna technology makes signal tuning at the transmitters (TX) and 

receivers a possible solution to get control over the wireless communication links. In 

[64] the authors introduced artificial noise produced by the smart antennas to confuse 

the eavesdroppers with carefully designed noise signals, which can be cancelled at the 

intended receiver. One straightforward security benefit of using smart antennas in 

communication is that the wireless signal will be more concentrated to the intended 

receiver. The reduced signal radiation to other directions results in lower chances of 

eavesdropping attacks. The connection of tapping at the base station is also problematic 

to hackers/intruders when smart antennas are in operation. This scenario was 

demonstrated by Oluwole and Srivastava [65]. For effective communication tap 

connection, the intruder/hacker must be aligned as the user. Hence, this makes smart 

antennas to cut-off information away from the base station. 

b) Reconfigurability and compatibility – Smart antenna technology has found a wide 

application in different multiple access techniques. Nearly all modulation methods are 

compatible with smart antennas due to its reconfigurability to changing channel 

propagation in addition to network conditions [66]. For example, MIMO compatibility 

in both communications and radar [30]. 

c) Co-channel interference reduction – The capacity of wireless communication 

systems are impaired with co-channel interference as a result of the reuse of existing 

system resources by network consumers. Co-channel interference is often insignificant 

and there is a reduction in sidelobe levels by placing nulls in the direction of the 

radiation pattern. 
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d) Higher coverage range area expansion – Smart antennas can increase the network 

throughput so as that the spatial reuse could be allowed for the wireless channel and 

can also increase the coverage range of cell significantly through its individual antenna 

elements gain and interference rejection. Hence, fewer sites are needed when smart 

antennas are employed in base stations to cover a specified area. Larger coverage areas 

are covered if the antenna is at a greater height above average terrain. The gain of the 

antenna arrays increases the link budget, this leads to range expansion [63, 67].   

e) Increase in system capacity – Smart antennas enables the possibility of having 

multiple cells on a particular RF channel with different spatial channels at a specific 

cell site. A reuse unity factor is allowed, i.e. using a single frequency spectrum 

simultaneously in all cells. Through directional communication links, the number of 

available voice channels can be increased subject to propagation environment, and the 

amount of dynamic channel assignment allowed. To meet the requirements of user-

selectable data transfer rates, smart antennas allow the adjustment of RF channels 

through link power control. 

f) Signal quality improvement – There is an increase in signal quality when smart 

antennas are in usage because of its beamforming gain, and signal fading effects are 

reduced to the barest minimum. 

g) Efficient higher power control – Effective power control is realized by the use of 

diversity gain existing through an antenna array (fading reduction). Whenever signal 

transmission is towards the desired user, there will be low power consumption and the 

amplifier cost will be reduced unlike omnidirectional antenna [66]. 

h) Handoffs reduction – Cellular network are always overcrowded, hence it is necessary 

to break down the congested cell into smaller cells to allow increment in the frequency 

reuse factor. As the cell size is becoming smaller, this results in handoffs. 

i) Improved data throughput - A quick measure of the value of smart antennas is 

required to see their effect on the network. A useful measure is a number of datas that 

are normally transmitted through the network per unit time. It can be expressed in 

kilobits per second over the cell (kbit/s/cell). At random half (50%) of the sites are 

installed with smart antennas. In a second case, these smart antennas are deployed in 

an optimal way. It follows just using smart antennas results in a 75% increase in 

network throughput. With the optimization, this can be increased by a further 36%. 
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1.4. Research Contributions 

The research makes the following contributions to the field of antenna and smart antenna 

systems. 

Firstly, to understand the analytical study of smart antenna arrays as one of the prominent 

techniques that proffer solution for the mitigation of mobile impairments such as multipath 

fading, and co-channel interference, polarization mismatch, etc. in wireless communication 

systems, and to improve on the performance smart antenna arrays in terms of directivity and 

gain. 

Secondly, the study examines how smart antennas can be used for security purpose. This 

has been established in chapter two of this work.  

The research work has been able to identify various antenna elements that can be used 

effectively for the implementation of smart antennas. Smart antenna directivity and gain has 

been identified and the closed form expression has been derived. Using a planar phased array 

antenna yields various, concurrent readily obtainable beams. These beams can have high gain 

directivity, optimum sidelobe suppression, and beam width controlled. Planar phased array 

antenna can automatically adjust the array pattern to optimize some typical features of the 

received signal i.e. phases and amplitudes. These multiple beams formed by planar array 

antenna are steered by means of electronic control. The consideration of smart antenna system 

using an 8x8 planar phased-array antenna offers the synthesis of a needed beam pattern which 

is not obtainable with a single patch antenna element. In this research work, a high-performance 

planar phased-array antenna has been designed using an 8x8 square grid of z-controlled antenna 

monopoles with a length of 0.482λ. The considered element spacing is 0.315λ and average 

directivity of 22.0 dBi. The uniform current distributions and binomial current distribution have 

been used for the design. To minimize the side lobe level characteristic to a lower one of                 

-20 dB with reference to the main beam, the binomial current distribution is preferred for the 

work. This approach for the synthesis of antenna’s beam pattern reduces multiple interferences 

by installing nulls in the course of signals interference and putting the central beam pattern in 

the track of the targeted signals in phase and amplitude regulation. 

This study examines the design of smart antenna to improve radiation in one direction 

and null out interference in other direction. It has been realized by directivity of antenna’s 

element which leads to gain in a specific direction. At high frequency, transmission of signals 

is characterized by impairments. Mitigation of these signal impairments can be accomplished 

through the improvement of directivity and gain of the smart antenna system at terahertz 
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frequency range. This research work proposed and examined smart/ adaptive antennas array at 

terahertz (THz) frequency range, which can be applied for far distance communications and 

can be extended to the far-field region of an antenna. The smart antenna arrays has been 

appropriately operational at 0.3 THz to 3 THz for Wireless Local Area Network (WLAN) 

applications that use High-Frequency (HF) radio waves. The efficiency of this adaptive array 

antennas system has been optimized and simulated with the aid of commercially available full-

wave, Finite Element Method (FEM) based electromagnetic simulator Agilent’s Advanced 

Design Software (ADS). 

Finally, different algorithms for the performance of smart antennas are established in the 

study. To realize smart antennas necessity with wideband in wireless communication systems, 

three main fundamental approaches are (i) space-time signal processing, (ii) spatial-frequency 

signal processing (filtering of signals that overlay with noise in space and frequency), and (iii) 

spatial signal processing (beamforming). This research work deals with the spatial signal 

processing (beamforming) due to its spatial access to the radio channel through diverse 

approaches. This is based on directional specifications of the second order spatial analysis of 

communication radio channel. Space-time processing decreases the interference and improves 

the desired signal. Delay-and-sum beamformer response tuned to for monochromatic plane has 

been established in this work. The results of the analysis and simulations shown validate the 

benefits of the proposed technique. 

 

1.5. Thesis Organization 

The organization of the thesis are as follows: 

Chapter one provides an overall overview to the work, research motivation and 

objectives directing the research. Smart antenna arrays and technologies are briefly explained 

with the benefits of using the technologies in wireless communications system. 

Chapter two presents a comprehensive evaluation of the significant information in the 

area of smart antennas array and their relevance in wireless communication systems. Some of 

the fundamental principles of antennas and array are highlighted including the definition of the 

Figure of merits. Several techniques that can be employed to enhance system performance by 

means of smart antenna systems are re-examined. This is followed by considering the trade-

offs between the performance and complexity of the several combining algorithms used in 

smart antennas. 



10 
 

In chapter three of the thesis, various methods, and approaches by which smart antenna 

arrays could be analyzed and design are highlighted. Circular pin-fed linearly polarized patch 

antenna and waveguide-fed pyramidal horn antenna are used as an antenna element. The design 

of smart antenna using waveguide-fed pyramidal horn antenna gives a better system 

performance of directional radiation beam pattern with a high gain and wide impedance 

bandwidth. The work in this chapter presents an innovative approach to designing smart 

antenna using a waveguide-fed pyramidal horn antenna for wireless communication systems. 

Also, the mathematical model for uniform and circular array radiation synthesis has been 

established. 

 Chapter four deals with the analysis and design of smart antenna system that operates 

at Terahertz (THz) frequency ranging from 0.3 THz to 3THz. An array with high directivity 

focus with a frequency range from 0.3-3THz.  In this chapter, Dolph-Chebyshev and Taylor 

methods are applied for the synthesis of an antenna array radiation pattern.  

 In chapter five, the consideration of smart antenna system using an 8 x 8 planar phased-

array antenna offers the synthesis of a needed beam pattern which is not obtainable with a 

single patch antenna element. In this chapter, a high-performance planar phased-array antenna 

has been designed using an 8x8 square grid of z-controlled antenna monopoles with a length 

of 0.482λ. The considered element spacing is 0.315λ and the average directivity of 22.0 dBi. 

Using a planar phased array antenna yields various, concurrent readily obtainable beams. These 

beams can have high gain directivity, optimum sidelobe suppression, and beam width 

controlled. Planar phased array antenna can automatically adjust the array pattern to optimize 

some typical features of the received signal i.e. phases and amplitudes. These multiple beams 

formed by planar array antenna are steered by means of electronic control.  

In chapter six, a closed-form expression for the smart antennas adaptive beamforming 

algorithm has been derived. The adaptive beamforming is used as a technique to create 

radiation beam pattern on antenna arrays by means of addition of signals weights 

constructively in the preferred direction of the signal and nulling pattern in the interference 

direction. The following are the observation as the antenna element spacing are increasing; 

narrower main lobe, grating lobes, reduction in beamwidth thus making the array more 

directional, and reduction in sidelobe level, thus improving beamforming. It is also observed 

that there is no grating lobe when d/λ = 0.5, which we considered as the optimal design spacing 

for the array antenna elements in the smart antenna. The LMS and RLS algorithms results are 

evaluated for their convergence rate and beamforming.  
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Chapter seven presents a succinct and the conclusions of the work including the main 

contributions and possible future research works in the thesis are suggested. 
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CHAPTER 2 

Research Background 
 

This chapter provides a general idea and detail background of the theoretical principles 

for antennas, antenna arrays, smart antenna systems, and their functions in wireless 

communication systems is the basis of this thesis. It also examines the basis of smart antenna 

arrays and with emphasis on the signal processing algorithms that make the antenna to be smart. 

 

2.1. Introduction 

With the exponentially increasing demand for increased performance of wireless 

communication systems and networks, the capability of contemporary cellular systems cannot 

handle the increasing network traffic. Smart antennas is mostly preferable when considering 

the kind of antennas to break this barrier of network capacity increase. This has motivated 

recent research towards various factors, especially on various antennas used for transmission 

and reception of signals [50]. Antennas with various efficiencies are needed for the 

propagations of signal, which is the crucial sandwiched between the controlled signal and the 

atmosphere [68-72].  

Smart antenna arrays system play a prominent role in space diversity to increase channel 

capacity, reliability, higher throughput and enhanced the Quality of Service (QoS) [50, 73]. 

The signal processing aspect of smart antenna i.e. the algorithms is most important area that 

researchers lay much emphasis. The functions of algorithms in smart antennas has given it the 

edge over all other antennas. The algorithms process the incoming signals and focus the beam 

radiation in a specified direction, these aids the overall improvement of system performance.   

 

2.2. Fundamental Principles of Antenna Theory and Antenna Arrays 

In communication systems, the role of an antenna is a crucial, without which 

transformation of RF signal into electromagnetic wave vis-a-vis in mobile communications is 

not easy [74]. This can be defined as the portion of an antenna for transmitting/receiving system 

designed for radiation/reception of electromagnetic waves [75]. Proper antenna selection is 

essential for the transmitting/receiving of signals in the communication system. The antenna 

selected must have enough capacity to radiate or receive energy efficiently so that the supplied 

power is not wasted. Antennas need to be designed with special parameters such as directivity 
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and gain so as to be used for long-distance transmission/reception, hence the need for arrays 

which is another approach to high-gain and directivity antennas [76]. Generally, increment in 

electrical size of antenna would make this to be realizable. Apart from this, we can achieve this 

when we have assemblage of antennas that are radiating in nature and with electrical 

configuration. With this, we might not need to increase the size of the antenna elements due to 

their assemblage and their electrical configuration [6, 77]. The mechanism by which multi-

element complex radiation from a group of identical antennas can be realized without altering 

the antenna impedance is through antenna arrays. Antenna arrays increase the gain and 

directivity of a single antenna, thereby improves the transmission and reception patterns of 

antennas used in communications systems [78]. The vector summation of each antenna 

element, when combined in space and amplitude gives the total electromagnetic field of the 

array. In space-time field, the array can be used to filter signals by means of exploiting their 

spatial characteristics [6, 77, 79]. The synthesis and analysis of arrays radiation characteristics 

can be simplified by using basic array geometries. 

 

2.3. Parameters of Antenna 

Some features of an antenna are important in characterizing the performance of antenna. 

Most of these parameters have correlation with one another. Specification for most of these 

parameters are not needed for complete description of performance of an antenna. 

 

2.3.1   Radiation Intensity 

Consider an isotropic radiator with equal radiation in all directions and with a symmetric 

radiation. The spherical coordinate angles (θ and ϕ) are function of that angles and a radial 

component of that angles. Total radiated power is expressed in mathematical form as [54]: 

 

                                                   
2

rad radp = 4πr w                                                         (2.1) 

Therefore, the radiation intensity (isotropic source) denoted by: 

                                                  

2
2rad rad

rad

p 4πr w
U = = = r w

4π 4π
                                      (2.2) 

In terms of antenna’s radiated power and unit solid angle, in a specific direction of (θ, ϕ), the 

radiation intensity is:  

             
2( , ) ( , )dU r p                                                 (2.3) 
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Then, the total radiated power is expressed as: 
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while its average value is: 

                                                          rad
avg

p
U =

4π
                                                                (2.5) 

Detailed information for this analysis has been given by Balanis [54]. This parameter has been 

utilized for this present research work of antenna element in chapter 4, section 4.2.3. Radiation 

intensity parameter has also been used for the determination of maximum directivity of 

broadside antenna array in section 5.4.1 of this thesis.  

 

2.3.2   Antenna’s Gain  

Antenna gain and directivity are closely related to each other. For ideal antennas, the gain 

is just the maximum directivity expressed in dB. Specific antenna type directional is 

determined by gain. Through gain, we know how directional the type of antenna we have. 

Highly directional antennas normally characterize higher gain. Sometimes, if the observation 

direction is not specified, directivity could be used in such a situation. Hence, gain and 

directivity are the same. The strength of transmitting/receiving can be improved through gain. 

The capability of an antenna to focus its input power into radiation in a specific direction is 

called gain. Gain measurement takes place at the peak of radiation intensity. Antenna gain takes 

directional capabilities of an antenna into account as well as its efficiency [54]. 

Assuming we want to feed a signal into an antenna having 3 dB of gain, the signal 

transmitted at the receiving end will be two times strong as if there is no gain for the 

transmitting antenna. Gain offers a good compromise. For instance, feeding an antenna with 4 

dBi of gain with a transmitter power output of 15 Watts signal will give an Effective Radiated 

Power (ERP) of 30 Watts or 13.6 dBW and Effective Isotropic Radiated Power of (EIRP) of 

37.7 Watts or 15.8 dBW. Gain and radiation patterns are closely related to each other. 

Mathematically, an antenna gain can be expressed as [54, 80]: 

10

max( )
10log

o

U
G

U
                                                  (2.6) 

where the maximum (U) is calculated over all possible directions. For our research work, this 

antenna parameter has been useful for the derivation of the proposed gain model of this work 

in chapter 4, section 4.2. 
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2.3.3   Antenna’s Directivity 

Directivity is one of the most important performance measures in antenna. The ratio of 

the radiation intensity in a given direction from the antenna to the radiation intensity averaged 

over all directions is referred to as antenna’s directivity [54, 79, 81]. For a better antenna 

reception, directivity is the maximum goal. Antenna directivity is the normalized radiation 

intensity (in dB): 

                                                                1010log
o

U
D

U
                                                                   (2.7) 

The normalization factor Uo is the total radiated power divided by 4π (power per unit solid 

angle) [80]: 
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Antenna’s directivity towards a single direction (θ, φ) can be expressed as [75]: 

                                                 
( , ) ( , )

( , ) 4
o rad

U U
D

U w

   
                                       (2.9) 

where wrad is the radiation power. Mathematically, directivity can be expressed as Equation 

(2.10), when it is defined as the frequency range over which a particular antenna can properly 

radiates and receive energy, and this equation can be used to find the directivity for array [42, 

46, 82]: 

                                          

12 2
2max

0 0

( , ) sin
1

4

AF
D F d d

 

    





 
   

 
                                (2.10) 

Directivity is always in favour of one direction at the expense of another direction. Hence, 

there will be a better SNR, reduction in interference reception from sides and back, and higher 

concentration on receiving/transmitting target direction. Directivity has been derived for the 

pyramidal horn in section 3.2.2 for our research work. The directivity control has also been 

derived in section 5.4.2. 

 

2.3.4   Radiation pattern 

Antenna radiation pattern can be defined as the spatial distribution of power radiated 

variation of a specific antenna which acts as a directional function away from that antenna. The 

power variation depends on the direction of arrival of the antenna and is observed in the far 

field region of that antenna. Radiation pattern provides details like the values of field quantity 
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and the range of angles over which data is plotted [54]. Some of the radiation properties of the 

antenna are directivity, gain, radiation intensity, etc. 

Antenna radiation pattern can also be described as a plot/chart which can be depicted in 

2-D, and as well as 3-D cross section which illustrates the value of antenna’s directivity towards 

all directions in space. To achieve a 2-D plane, the vertical plane and horizontal plane must 

correspond to the two planes used in as a reference. Radiation pattern in 3-D plot can be 

developed through the combination of two graphs. The equation for this parameter has been 

derived and identified with beamwidths and sidelobe levels in section 3.2.3 for our research 

work, while the isotropic radiator for a far-field radiation pattern has been represented in 

section 3.3.1. 

 

2.3.5   Null 

The zone at which the effective radiated power of an antenna’s radiation power is 

minimum is called a null. The directivity’s angle of an antenna’s null is always narrower than 

the main beam. Nulls are normally use to: suppress signals interference in a specified direction, 

protect interferences from other transmitters when in the horizontal plane. However, null 

prevents signals reception from another direction not of interest accidentally if not carefully 

planned. To prevent this, we place null in the vertical plane. Smart antennas is one of the 

antennas that normally use null to prevent signal interference because it has sharp and narrow 

null. Antennas void of null when used for direction finding are directed away from the desired 

signal [54]. The equation that gives the direction of null has been derived in chapter five, 

section 5.4.1, while the equation for the beamwidth between the first null has also been derived 

in the same section of chapter for the proposed design. 

 

2.3.6   Polarization 

Electric field orientation of an electromagnetic field is used to define the polarization of 

an antenna. For an antenna to have a good reception of the signal, the polarization of the signal 

and that of the antenna must match. If there is a mismatch between that of the signal and 

antenna, there will be poor reception even if, we have the best antenna. Classification of 

polarization is linear, circular and elliptical. Antenna normally launches electromagnetic waves 

into space, this determines the initial polarization of the radio wave. 

Electric field vector determines the polarization categories. There exist linear 

polarization, circular polarization and elliptical polarization. If the electric field vector is in the 

same plane in the direction of propagation, then we have a linear polarization. In Circular 
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Polarization (CP), the electric field vector rotates round the direction of propagation with a 

circular motion, achieving one full turn for each Radio Frequency (RF) cycle. There are two 

types of rotation, (a) Left rotation, and (b) Right rotation. Their rotation can be either of the 

two [54]. Some of the advantages of circular polarization are: it minimizes the “clutter” echoes 

received from raindrops in microwave radar application, it is also used to reduce multipath, etc. 

For elliptical polarization, the electric field remains constant along the length but traces an 

ellipse as it moves forward. 

 

2.4. Types of Antenna and Their Applications 

The three main types of antennas are (a) isotropic, (b) omnidirectional, and (c) directional 

antennas.  

(a) Isotropic (hypothetical lossless) antenna emits electromagnetic power in equal 

amount in all directions. That is equal radiation in all directions. It is an antenna whose response 

does not depend on the signal’s direction of arrival (DOA). It has neither spatial selectivity nor 

nulls. The isotropic antenna is a theoretical reference point for stating the directive properties 

of the real antenna. This is a type of antenna that usually uses a mathematical model when 

developing signal processing algorithms for smart antenna systems. Sensor is an example of 

isotropic antenna [79].  

(b) Omnidirectional antenna emits and receive same electromagnetic power/signal in 

equal amount in all directions on a single two-dimensional (2D) plane in space [83]. In any 

orthogonal plane, an omnidirectional antenna has a directional pattern, but it has a non-

directional pattern in a given plane. It has low gain. One way of increasing omnidirectional 

antenna gain is to narrow the beamwidth along the vertical or elevation plane. Hence, the 

antenna’s energy will be focussed towards the horizon. Some of the antennas that exhibit 

omnidirectional patterns are dipoles, loops, and broadside arrays [54]. During its power 

transmission, energy is wasted because transmission is directed in all directions. Hence, co-

channel and adjacent channel interference is increased without need in the system. 

(c) Directional antennas focus the radiated electromagnetic power to a particular 

direction in space. Its radiating and receiving electromagnetic waves property in specific 

directions has made it reduce power loss to the barest minimum. We can also determine 

antenna’s group by the amount of measured power by which a particular antenna radiates in all 

directions in space. These antennas have a well-defined main beam in the desired directions. 

They have high gain and shows a high spatial selectivity, highly directive in a specific direction,  
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                     Omnidirectional                                                   Directional 

Figure 2.1.   Omni-directional Radiation Pattern and Directional [9]. 

 

and narrow bandwidth [9, 54, 83]. Examples of antenna with omnidirectional and directional 

radiation patterns are shown in Figure 2.1. 

The three fundamental types of antenna that exist are (a) wire-type antenna, (b) aperture 

type antenna, and (c) antenna arrays. Antenna arrays is a combination of individual antenna 

elements of either wire antenna or aperture antenna. 

 

2.5. Antenna Arrays 

In wireless and mobile communications systems, antenna arrays play a vital role due to 

its directional reception and transmission (beamforming) [84]. Antenna arrays with signal 

processing capability have been extensively utilized to improve signal quality, by this means, 

system capacity, range coverage and link quality are increased [50, 85]. The systems 

performance depend largely on the design of the antenna arrays. Antenna arrays are applied in 

radar, sonar, wireless communications, direction-finding, seismology, medical diagnosis and 

treatment, and has been used to achieve resolution goals in radio astronomy [8, 46, 78, 79, 86]. 

The field radiated by a small linear antenna is not distributed uniformly in the direction 

perpendicular to the axis of the antenna. As in the case of a short dipole, the maximum radiation 

takes place in the direction perpendicular to the axis of the dipole. But radiation decreases to 

minimum when the polar angle decreases. So this non-uniform radiation characteristics may 

be used for many broadcast services. But such a characteristics are not preferred in point to 

point communication. In this type of communication, nearly all the energy are radiated in a 

specific direction. That means it is desired to have greater directivity in a desired direction 
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particularly which is not possible with single dipole antenna. Hence the need to increase the 

field strength in the desired direction by using group of antennas excited simultaneously. Such 

a group of antennas is called array of antennas or simply antenna arrays.  

Higher directivity involving wave interference phenomenon cannot be achieved with 

conventional antennas, but with antenna arrays, it can be achieved with sidelobe suppression 

and beamwidth reduction. Grating lobes which are sidelobes can be avoided if random arrays 

are used wherever the antenna elements are distributed above the geometry structure with 

unequal spacing.  Array randomness elements produce sidelobes levels that are lower than the 

main lobe level. The unequal spacing technique can also be used to reduce the side-lobe level. 

The existence of sidelobes indicates that the array is radiating energy in unwanted directions 

[8]. Antenna elements that are equally spaced have periodic radiation pattern with deterministic 

side lobes. 

 

2.5.1   Adaptive antenna arrays beamforming and beam steering 

One of the utmost significant techniques in smart antennas and centrality to all antenna 

arrays is beamforming. For a specified angle of an antenna, beamforming has the capacity to 

change the radiation pattern at that angle [87, 88]. For an antenna to remain in a constant 

position for a specified angle, then the signal loss will be very high [60, 89]. Spatial selectivity 

is an important factor that must be accomplished either at the transmitting or receiving ends of 

an antenna. This is possible when beamforming are present. Spatial selectivity is also known 

as spatial filtering, and can be referred to as a suitable feeding which enables steering and 

nulling of an arrays of antenna beam to their various directions of interest/not of interest [90]. 

In the transmission mode, most of the signal energy transmitted from sensors array can be 

directed in a chosen angular direction. In the reception mode, you can calibrate your group of 

sensors when receiving signals such that you predominantly receive from a chosen angular 

direction. The systems that make the beamforming is called beamformer. Beamformer has two 

major capacity; steering capability and cancellation of interference [91].  

 Adaptive beamforming is a method which has the capacity to regulate the array pattern 

in a dynamic way in order to optimize the parameters of the signals received by the antenna 

elements. Antenna arrays using adaptive beamforming methods can be referred to as a filter 

because it has the capacity to reject any unwanted signals that its direction of their arrivals are 

not the same with the wanted signals, due to the spatial properties of the beamforming [91, 92].  

This capability can be exploited to increase the spectral efficiency, reduction in multipath 

fading, etc., and thereby improve the capacity of wireless communication systems. With 



21 
 

adaptive beamforming technique, bit-error rates are reduced and also the co-channel 

interferences. Adaptive beamforming capability are realized through the use of algorithms. 

The simplest adaptive array beamforming algorithm is the Least Mean Square (LMS) 

algorithm and its modifications. This is method depends on the stochastic approximation of 

steepest descent method [93, 94]. The second class called the Recursive Least Square (RLS) 

algorithm. The RLS algorithm has matrix inversion algorithms. The array processor in which 

the RLS algorithm depends on has an inversion correlation matrix which is used for the 

processing. One of the popular beamforming algorithm is called the cooperative algorithm. 

This algorithm can also be referred to as Particle Swarm Optimization (PSO). The function of 

this algorithm is to overwhelmed series of jammers positions in the field regions from the 

antenna position. 

 

2.5.2  Antenna arrays factor and pattern multiplication theorem 

The basis of the array theory is the pattern multiplication theorem. This theorem states 

that the combined pattern of N identical array elements can be expressed as the element pattern 

times an array factor [80],    

                                               ( , )                                                                       (2.11) 

where θ and ϕ are the polar (elevation) and azimuthal (spherical coordinate angle) angles 

respectively as shown in Figure 2.2. We will derive the pattern multiplication theorem in the 

azimuthal plane namely θ = 900, keeping in mind that the same derivation holds in the elevation 

plane. Let us assume that a signal from the first array element has phase zero at an observation 

point located very far from the array. The corresponding phase factor will be ej0. The signal 

from the second element will have the relative phase at the observation point [80]. 

                                                    coskd                                                             (2.12) 

Equation (2.12) gives the sum of two components. One of them is the incremental phase 

shift δ, in the array element feed. The other is the phase shift arising from the different 

propagation distances to the observation point. The propagation distance for the second element 

is smaller by 𝑑 cos 𝜙 (Figure 2.2).  

The corresponding phase shift is that difference multiplied by the wavenumber, k. 

Therefore the phase factor of the second element will be ejφ. Analogous the phase factor of the 

third element is ej2φ, and so on. The field at the observation point is the sum of all element 

contributions, which yields [42, 80]: 
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Figure 2.2.   A linear five-element array of dipoles. 
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To simplify the preceding expression for Ʌ(φ), let us multiply both sides by ejφ, obtaining 

                                         
2 ( 1)( )j j j j Ne e e e        L                                             (2.14) 

Subtracting Equation (2.14) from (2.13) yields: 

                                                    (1 ) ( ) 1j jNe e                                                         (2.15) 

Solving for the array factor, we obtain: 

                    
( 1)2 2 2

2

2 2 2

sin
1 2

( )
1

sin
2

jN jN jNjN N
j

j j j j

N

e e e e
e

Ne e e e

  




  






  
  



 
    

    
    

 

                   (2.16) 

Since we are usually concerned only with the magnitude of the far-zone radiation 

pattern, we can drop the exponential phase term called the array factor as: 
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                                                                          (2.17) 

Note that Ʌmax(φ) attains a maximum value of Ʌmax = N when φ =0. If the number of 

elements are fixed, there are a great variety of different array factors that can be obtained, 

depending on the element spacing d and differential phase shift δ. Once the array factor is 

calculated using Equation (2.17), the beam pattern is obtained as a product of Ʌ(φ) and the 

beam pattern of the individual array element [80].  
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The array response is also known as array factor. The array response depends on the 

antenna element parameters and its geometries [9, 54]. The combination of radiating elements 

effect without specification to the element radiation pattern being taken into account are 

measured by array factor. The normalized array pattern Ʌn(θ,ϕ), for each element can be 

expressed as 
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2.6. Effects of Mutual Coupling in Antenna Arrays 

 Theoretical array does not gives optimum array pattern synthesis performance. 

Practically, emphasis must be laid on: the effects of system errors on antenna performance, for 

instance mutual coupling (which is an important electromagnetic characteristics between the 

antenna elements) [95], cross correlation of the complex patterns, and signal’s distortion on the 

circuitry of transceivers, affects the array gain, beamwidth, etc. 

 In a real antenna array, the antenna elements interact with one another 

electromagnetically and alter the currents and impedances from what would exist if the 

elements were isolated.  

 Mutual coupling effects between antenna elements in an array must be reduced because 

the existence of mutual coupling affects the performance of a smart antenna arrays when the 

inter-element spacing is greater than or lower than the half-wavelength, and also reduces the 

speed of its response [96, 97]. Babur et. al. [98] have analysed mutual coupling effects and 

proposed adequate calibration on the beamforming transmit for the ideally orthogonal signals 

as well as for three typical space-time codes. Abdala and Abdelraheem [99] investigated mutual 

coupling reduction between array elements by applying UC-EBG structure in between the 

antenna elements. The characterisation of the EBG is prioritized, while the transmission 

coefficient from one element to another while feeding the array elements individually was 

examined separately. Bernety and Yakovlev used a confocal elliptical metasurface cloaks for 

the reduction of mutual coupling between neighboring strips of the dipole antennas located in 

close proximity to each other. The author used a mantle cloaking method realized by conformal 

and confocal elliptical printed subwavelength structures in order to make resonating elements 

invisible [100]. In [101], a new fundamental technique that was suitable for the analysis of 
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near-field different from the previous perspective of far-field and circuit parameters was 

examined. 

Mutual coupling are normally characterized by using the parameters such as mutual 

impedance, s-parameters, a coupling matrix, or an embedded element. Strong mutual coupling 

are experienced strongly whenever the arrays are able to scan its beam closely towards the end-

fire direction [102]. With this, the steering vectors are bound to change. The change will cause 

inaccuracies in steering vectors of the antenna arrays. The performances of some adaptive 

nulling algorithms will be affected and also the estimation of the direction of arrival [103]. It 

has a tremendous influence on the BER for the switched beam approach, hence reducing the 

system performance [29, 104]. 

 

2.7. Brief History of Smart Antennas 

Historically, the word ‘‘Smart Antenna’’ came from the adaptive antenna. Smart 

antennas is the vital component of the wireless communications system that transmits/receive 

Radio Frequency (RF) signals for advance processing to realize an array gain that improves the 

spectral efficiency. In the early 1990s, smart antenna systems were born into the family of 

adaptive antenna arrays for military use so as to suppress interfering signals from their enemy 

during the World War II. This application was brought into mobile communications by various 

scientists and researchers. Due to the characteristics of smart antennas, its technology found a 

wide application in military communication systems such as radar system [105-109].  

The adaptive antennas usage technique in communication systems originally attracted 

attention in military utilizations; as the systems were designed for use in military earlier, 

especially in electronic warfare so as to oppose electronic jamming from the enemy [10, 104, 

110]. The application uses a radio frequency receiver. The function of this radio receiver is to 

sample incoming signals from various directions in space. The radio receiver are embedded 

with multiple antennas and signal processing algorithm that aid the signal processing for the 

exact location of their enemy radio transmission. This concept uses the propagation delay of 

that particular transmission if the signal is propagated as a plane wave. Such a receivers are 

called “smart antennas”. Its application in the military is easy communication in the battlefield, 

no spoofing, low power consumption on high-speed multimedia battlefield networks, and 

lightweight video displays with in-built smart antenna usage for the interchange of time maps 

and pictures. 
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Smart antennas are sometimes describe as smart/intelligent antennas. In a real scenario, 

antennas cannot make themselves smart but the systems that comprises the antennas are smart. 

It is the automatic change in radiation pattern and its response to the available environmental 

signals with the aid of the associated Digital Signal Processor (DSP) and the array of antennas 

that makes the system to be called smart antennas. This aids in increasing the system 

performance characteristics of wireless communication systems [18]. To process any 

information that are sensitive directionally, array of antennas is needed, with the conglomerate 

of inputs to control the transmitted signal adaptively which our main research work is based on 

the structure. 

 

2.8. Types of Smart Antennas 

There are mainly three techniques to realize special antennas which has the ability to 

change their antenna radiation patterns dynamically to lessen signal impairments effects and 

simultaneously reduce multipath fading and increase range coverage [50]. They are [31, 37, 

67, 111]: 

 

2.8.1   Switched beam approach 

The switched beam system comprises simply RF switch between discrete directional 

antennas pattern of an array which can be formed by beamforming network, while aiding high 

gain and controlled beamwidth [47, 92, 112]. This approach can be considered as an extension 

of cellular sectrorization scheme [50, 56, 67]. It has a number of fixed antenna beams covering 

a specific sector. The system will turn on a beam towards a desired signal at a time in order to 

increase the received signal strength. If the received signal is changing direction or multiple 

desired signals exist, the system will turn on the appropriate beam so that all the desired signals 

can be covered. 

This system consist of basic switching task between distinct directive antennas/array of 

antennas. It has a higher network capacity due to its exploitation of antenna arrays and signal 

processing techniques to centre its energy in a specific beam-width when compared to 

omnidirectional antenna. Due to its high directive beams, it chooses the beam which gives the 

best signal-to-noise-ratio. In some recent researches, it has been shown that in WLAN access 

points can use switched beam for the extension of their network capacity [56, 113]. 
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 This approach is usually realized using a passive feeding networks, such as Butler 

matrices. Several techniques have been proposed through research so as to reduce the sidelobe 

level in switched beam antennas as follows: 

i. Chou and Yu [114], examined a switch beam in which the transmitting antenna switches 

beams to search for the RX antennas from a spot to another as those conceptually 

introduced in the conventional far-field smart antennas. The author used a one-dimensional 

(1D) beam-switching device in the antenna design with the other dimension to ensure that 

focused fields are radiated in the designated near zone. 

ii. The technique of increasing the number of radiating elements and using power dividers to 

obtain amplitude taper across the antenna array. This require an increase of antenna 

aperture, and consequently, narrower beams are accomplished and there is a reduction in 

beam crossover. 

iii. The technique in which two separate feeding networks are used for generating all beams, 

which results in the need of switching between feeding networks or doubling the aperture 

size [115]. 

Switched beam antenna systems employ array of antenna which radiates some coinciding 

fixed beams that cover a selected angular space. Figure 2.3 shows shows a beamforming 

network comprising of a phase shifting network, which forms various beams looking in a 

specific direction. RF switch function as an actuator that activates the exact beam in the desired 

direction, while the control logic as a selector that picks the right beam. The control logic is 

controlled by means of an algorithm that scans all the beams and chooses the one that receives 

the strongest signal centred on a measurement through the detector. 

Switched beam approach is easy in operation nevertheless is not appropriate for high 

interference zones, but best suitable for zero-interference environment.  With the aid of 

multibeam feed networks (Butler matrix), we can have a beam-switching antennas, but such a 

Butler matrix are large in size and lossy, hence we have more than a portable smart antennas 

[116]. Some of the approaches that utilize fixed phase shifting networks (Butler matrix arrays 

and Blass matrix arrays) are discusses below: 

(a) Butler matrix arrays 

A Butler matrix consists of N multiple inputs and N multiple outputs. Each of the input port 

will produce linear phase distribution at each output. In comparison to other networks, Butler 

matrix has a lot of advantages such as easier in implementation using its hybrids and phase 

shifters than others switched beam networks, the beam generated by Butler matrix is narrow 

and has high directivity, beam scanning continuity is realizable using Butler matrix, its 
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amplitude/phase is accurate and high in operational, the matrix generated by Butler matrix can 

decouple orthogonal modes in a natural form, it has low insertion loss. Butler matrix techniques 

is used to provide the necessary phase shift for a linear antenna array. It is used to control the 

beamforming and beam steering process through an antenna array. The advantage of using the 

Butler Matrix include frequency reuse and an improved signal to clutter/noise ratio [117]. It is 

a beamforming network that uses a combination of 900 hybrids and phase shifters [10, 42, 92]. 

N x N Butler matrix is a passive microwave network consisting of N inputs, N outputs, N 

hybrids, N crossover to isolate the cross-lines in the planar layout and some phase shifters [118, 

119]. To form multibeam radiation, the phase difference between antenna elements for a d-

spaced N-element array for the pth beam radiation direction of θ is given by [40, 120] 
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Consider the complete 8 x 8 Butler matrix array as shown in Figure 2.4. Exciting one of 

the input ports by RF signal, the output ports feeding the array elements are excited 

correspondingly although in a progressive phase between them. This gives the beam radiation 

at a particular angle. If there is a need for multiple beams, two or more input ports needed to 

be excited instantaneously.  

Earlier researchers proposed a beam-steering antenna array using a Butler matrix, 

which has an irreducible complexity [121], while others have used Electromagnetic Band-Gap  

 

 

Figure 2.3.   Block diagram of a switched-beam antenna structures. 
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Figure 2.4.   Butler Matrix array [120]. 

 

(EBG) structures to produce reconfigurable agile antennas. However, reconfigurable EBG 

structures contain a lot of active elements, which leads to more complexity, more power supply, 

and high cost. 

Obviously, the major challenge of reconfigurable antennas resides in the number of 

active elements used in the design [122, 123]. The multiport network of Butler matrix is 

relatively bulky and intricate. [124]. It presents a multilayer N x N Butler matrix based on 

corrugated slot-coupled structures, which operates over the complete UWB band (3.1 to 10.6 

GHz) with excellent phase and amplitude performance, it makes use of highly optimized 

building elements (i.e., phase shifters and quadrature hybrids) with excellent broadband 

performance. 

 

(b) Blass matrix arrays 

A Bass matrix [42, 92, 125, 126] consist of a microwave feeding network for antenna 

arrays comprising of a number of rows that are equivalent to the number of beams to be 

instantaneously created and a number columns joined to the radiating elements as shown in 

Figure 2.5. The Blass matrix is a very flexible beamformer that is suitable for broadband 

operation. It has the capacity to generate random beams at random positions and in spite of 

random shapes. It is cheaper and has a low profile. 
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Figure 2.5.   Schematic of a Blass matrix [125]. 

 

The Blass matrix has two sets of transmission lines. The transmission lines are normally 

referred to as (rows and columns) matrix. The rows and columns matrix are traversed as each 

row and column crossover through a directional cross coupler. The corresponding feed lines 

must be ended on a matched load in order to avoid signals reflection due to the application of 

signals at each input port. The signals are propagated through the feed lines. The radiating 

elements are excited because at each crossover, a slight percentage of the signal is coupled into 

each column. Chen et. al. [125], demonstrated the principle of Blass matrix arrays using a 

double layer planar SIW. With SIW, a slot array antennas were installed at the output ports of 

the upper radiating SIWs. In ref. [126], a novel Lossy Blass Matrix Beam-Forming Network 

(LBMBFN) design method was proposed.  

 

2.8.2   Adaptive Array (or Optimum combining) Approach:  

The adaptive antenna has become a core system component in future-generation mobile 

networks due to its operational benefits by exploiting the spatial domain via adaptive 

beamformer [40], and can also be referred to as digitally adaptive beamformers or adaptive 

antenna [50]. In adaptive array systems, signal-processing methods are used to increase the 

capacity and the coverage, to improve the link quality and last but not the least to improve the 

spatial reuse. The beamforming and the Direction-Of-Arrival (DOA) algorithms represent 

some examples in this area. In this approach, the beam-pattern is adapted to the received signal 
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using a reference signal. The Direction-Of-Arrival (DOA) estimation algorithms for 

determining the direction of interferers can be added. The beam pattern can then be adjusted to 

null the interferers. The adaptive antenna is capable of increasing the reception of intended 

signals and suppressing the interference signals. This capability is achieved through algorithms 

that are able to locate the direction of both desired and interference signals. This information 

is then used to steer the main beam towards the desired signals and place nulls on the 

interference signals by an adjustable weighting set [112]. 

Adaptive antennas have the capacity to separate the desired signals from interferer signals 

and external noise, and sometimes called filter antennas [127]. This can be realized by radiation 

power in a precise direction and rejecting undesired signals from another incidence angles [30].  

It has been presented in [92] that adaptive arrays provide a better range increase and the 

received signal quality than switched-beam (multi-beam) antennas. Since switched-beam 

antennas require less complexity, particularly with respect to weight/beam tracking, they 

appear to be preferable for Code Division Multiple Access (CDMA) [67, 10]. In contrast, 

adaptive arrays are more suitable for Time Division Multiple Access (TDMA) applications, 

especially in environments with the large angular spread. The adaptive array system is the 

“Smarter” of the three techniques and characterizes the utmost advanced smart antennas 

method up to the present time. Using a diversity of state-of-the-art signal-processing 

algorithms, the system tracks down the mobile user signals dynamically by steering the main 

beam radiated towards the user and simultaneously forming spatial nulls in the directions of 

the radiation pattern of the unwanted interference signal. This Technology is used to detect and 

monitor signals in heavy interference environments as shown in Figure 2.6 [50].     

Arrays are incorporated in the system like switched beam systems. Normally, the 

received signals from the individual spatially scattered antenna elements are multiplied by 

weights. These weights are complex in nature and have the capacity to change the amplitude 

and phase. A weight is normally assigned to each antenna array element amplitudes and phases; 

these are constantly updated/adjusted electronically to reflect/generate desired radiation pattern 

in response to the changing signal environment. This is done in order to increase the antenna 

gain in the desired direction while attenuating in the direction of the unwanted signals.  

Both systems try to increase gain in accordance with the user’s location; however, only 

the adaptive system provides optimal gain while simultaneously identifying, tracking, and 

minimizing interfering signals. Switched beam and adaptive array systems, have several 

hardware characteristics in common and are well-known mostly by their adaptive/smart signal 

processing algorithms capabilities called intelligence. The algorithm constantly differentiates 
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Figure 2.6.   Adaptive array [128]. 

between desired signals, multipath, and interfering signals in addition to the directions of 

arrival calculations. Adaptive arrays consist of adjusting beam pattern in multipath 

environments to use the Signal to Noise Ratio (SNR) on the antenna array gain and nulling out 

interference in the direction of the signal [30]. Due to the ability of adaptive array system to 

adjust the radiation pattern to the RF signal environment in real time, hence it provides more 

degree of freedom [47, 67, 92, 128]. Figure 2.7 shows the basic layout of an adaptive antenna 

array that has numbers of antenna array. The array of antenna elements are connected together 

through the controller so as to form a Beamforming network output. 

 

Figure 2.7.   Basic layout for adaptive antenna array. 
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For a signal s of wavelength λ (plane wave) incident on an N element array with spacing 

d from direction (θ, φ), the phase shift due to propagation delay from the origin to element (xi, 

yi, zi) can be expressed generally as 
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For the case of a linear array with elements equally spaced along the x-axis (δx = d), the 

received signal at antenna element n can be expressed as Equation (2.21) 
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and the signal at the antenna array output is 
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where the term f(θ,ϕ) is the array factor. Note that in the general case the array factor should 

include another (multiplicative) term, the field pattern of each array element (i. e. the above 

assumes that each array element pattern is isotropic). For a signal incident from direction (θ,ϕ), 

the phase of the signal available at each antenna element represents the steering vector, (viewed 

in another way can be considered as the impulse response of the array). The set of steering 

vectors for all values of (θ,ϕ) is called the array manifold. 

 

2.8.3   Dynamically phased array (or direction findings) approach:  

In a phased array the phases of the exciting currents in control of the beam steering in 

each of the antenna element of the array are adjusted to change the pattern of the array, typically 

to scan a pattern maximum or null to a desired direction. 

Phased array antennas (Figure 2.8) make use of the angle-of-arrival information from the 

desired user to steer the main beams towards the desired user [56]. In this case, directions of 

arrival from the users are first estimated, then the weights of the beamformer are calculated in 

accordance with the specified directions. By the application of direction of arrival algorithm 

for the signal received signal from the mobile subscriber, this will enable continuous tracking 

of the user and it can be viewed as a generation of the switched beam concept [50]. The receiver 

power is maximized and it does not null the interference. Phased array using active array 

configurations can adapt the antenna pattern according to the change of mobile communication 

environment. 

An array of antenna elements can be pointed in a direction by changing the phase of the 

signals emitted from each element so that they arrive on the wavefront in the preferred direction 
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at the same time, thus constructively interfering in the pointing direction and destructively 

interfering in most if not all other directions. The power pattern of an array antenna is the 

product of the power pattern of the individual elements, assuming the same pattern for each 

element, and the power pattern of the array factor which accounts for the constructive and 

destructive interference [31]. 

 

 

Figure 2.8.   Phased array [128]. 

 

Figure 2.9.   Different smart antenna concepts [10]. 
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Table 2.1.   Features of three main techniques of smart antennas 

Switched Beam Technique 
Dynamically Phased Arrays 

Technique 

Adaptive Arrays Technique 

(used in our proposed research 

model) 

Fixed multiple directional beams 

and narrow beamwidths are used. 

It can be used to steer arrays so as 

to increase its sensitivity in a 

specified direction. 

It steers beam towards SoI and 

places null in the interference 

directions. 

It needed a phase shifts in 

comparison to Butler matrix which 

are supplied by means of simple 

fixed phase shifting. 

It is normally used so as to deliver 

diversity reception. 

It requires implementation of DSP 

technology 

Simple algorithms are selected for 

beam selection. 

Its capacity to allow beam jumping 

within the juxtapose target happens 

in few microseconds. 

Beam and null steering require 

complex adaptive algorithms. 

In comparison with adaptive array, 

reasonable interaction is required 

the base station and mobile unit. 

It has enough capacity to make 

available agile beam even under 

computer control. 

It has a better advantage of 

increased capacity and coverage 

over switch beam systems because 

of improved interference rejection. 

It is cheap and has low complexity 

in structure due to its low 

technology 

Indiscriminately methods of 

surveillance and tracking. 

It is difficult and expensive to 

integrate into existing cellular 

systems. 

Simple and cheap to Integration 

into existing cellular system. 

 

Its dwell time are free and eligible. 

As the mobile moves, continuous 

steering of the beam is vital, as the 

mobile unit and base station needs 

constant contact. 

Significant increase in coverage 

and capacity is provided in 

comparison with conventional 

antenna based systems. 

It has multiple mode of function 

during its operation through the 

simultaneous emission of various 

beams. 

Continuously adapting the pattern 

towards the optimal characteristic 

Due to multiple narrow beams 

usage, frequent intra-cell hand-offs 

between beams have to be handled 

as mobile changes position from 

one beam to another. 

Dynamically Phased Arrays 

systems have a constant operation 

despite even if there is fault in one 

of the components which reduces 

its beam sharpness. 

Frequent intra-cell hand-offs are 

less due to continuous following of 

the mobile user. 

It can neither distinguish between 

direct signals nor 

interfering/multipath signals, hence 

the interfering signal increases 

more than the desired signal. 

It has a limited coverage area of 

1200 in azimuth and elevation 

angle, which is a disadvantage. 

Multipath components can either 

be added or rejected through the 

delays correction so as to improve 

signal quality. 
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Electronically-steered phased arrays are well known for their ability to generate a 

directive beam according to a given control signal and may be a possible multipath mitigation 

solution [120]. Phased arrays are being developed for land mobile stations for the satellite 

communication system [74]. Figure 2.9 shows the three techniques used in smart antenna 

systems. Some of the features of these techniques are highlighted in Table 2.1. 

 

2.9. Basic Operation of Smart Antenna Systems 

Smart antennas performs two major functions [18]: (i) DOA estimation and (ii) 

beamforming. In order for the smart antenna to be able provide the required functionality and 

optimisation of the transmission and reception, they need to be able to measures the Direction 

of Arrival (DOA) of the signals [18]. The information received by the antenna array is passed 

to the signal processor within the antenna and this provides the required analysis. This is 

achieved through the direction of arrival algorithms. After the analysis of DOA and interfering 

signals, the control circuitry within the antenna is able to optimise the directional beam pattern 

of the adaptive antenna array to provide the required performance. 

From the phased arrays, it is obvious that the direction of radiation of the main beam in 

an array is subjected to the phase difference between the antenna elements of the array. Hence 

it is possible to continuously steer the main beam in any direction by adjusting the progressive 

phase difference between the elements. The power of smart antenna comes from the fact that 

it can steer and reshape its radiation pattern to maximize Signal to Noise Ratio (SNR) or 

interference alleviation [18]. This is done electronically using beamforming algorithms without 

the involvement of the mechanical parts to steer the array [4]. 

 The most imperative process in smart antenna system is beam forming, which changes 

the beam pattern of an antenna for a particular angle. If the antenna does not change the position 

for the specified angle, then the signal loss will be very high [60]. For beamforming, the signals 

that are incident on each antenna elements are combined dynamically to form the desired 

beamformed output. Before the incoming signals are weighted they are brought down to 

baseband or Intermediate Frequencies (IF). The receivers provided at the output of each 

element perform the necessary frequency down conversion. The digital signal processors 

(DSP) in the system is used to weigh the incoming signal. Hence it is essential that the down-

converted signal be converted into digital format before they are processed by the DSP. Analog 

to digital converters (ADC’s) are provided for this purpose. For accurate performance, they are 

required to provide accurate translation of the RF signal from the analogue to the digital 
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domain. The digital signal processor accepts the intermediate frequencies signal in digital 

format and the processing of the digital data is driven by software. The processor interprets the 

incoming data information, determines the complex weights (amplification and phase 

information) and multiplies the weights to each element output to optimize the array pattern. 

The optimization is based on a particular criterion, which minimizes the contribution from 

noise and interference while producing maximum beam gain at the desired direction. There are 

several algorithms based on different criteria for updating and computing the optimum weights, 

this is the main novelty in smart antenna systems. 

 

2.10. Novelty and Performance Improvements on Smart Antennas 

The simple architecture of smart antennas design has led to the wide-spread research in 

antenna and signal processing. We refer to it as a smart antenna divide because is a combination 

of antenna arrays and signal processing algorithms. To design a suitable smart antennas, an 

antenna arrays is needed that can provide signals from each antenna element. The signals are 

transmitted for processing in Digital Signal Processing (DSP). The digital processing of the 

signal has nothing to do with the design of a particular antenna, but it models the antennas as 

sampling point in the spatial domain. This method of smart antennas design is known as 

analytical approach of smart antennas. This has been effective for years supported by 

researchers, and has produced an amazing smart antenna systems. Researches in smart antennas 

has made antenna arrays processing [15] and digital signal processing to be areas where a 

researcher can have a place of haven to develop their talents. Most of the signal processing 

algorithms in smart antennas are used in the area of estimation of direction of arrival and 

beamforming processing algorithms.   

The performance of smart antennas depend on the proper implementation of Direction-

Of-Arrival (DOA) algorithms estimation [14] and Beam-forming [11]. Various algorithms are 

used for the calculation of the optimum weights. Multiple Signal Classification (MUSIC) [7, 

10, 18, 30], Root MUSIC [16], and ESPRIT [10, 30] algorithms, blind source separation 

algorithms, and SDMA [10, 30] algorithms have improved the capacity of cellular systems. To 

improve the performance of smart antennas, it is necessary to bridge the gap between the 

antenna design domain and the digital signal processing domain. Hence, the journey of smart 

antenna techniques began and a large amount of scientific contributions have been published 

on numerous conferences and in scientific journals. 
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A lot of research had been done by various researchers on how to improve the 

performance of smart antenna systems using various techniques [15, 29, 40, 45, 57, 60, 61]. 

The performance improvements is majorly based on the digital signal processing algorithms. 

Various algorithms have been used such as Least Mean Square (LMS) algorithm [94], 

Recursive Least Square (RLS) algorithm, Normalized Least Mean Square (NLMS), Fractional 

Least Mean Square (FLMS), and Constant Modulus Algorithm (CMA), etc. [106]. LMS 

algorithm is a popular algorithm in smart antenna, hence researchers are continuously 

improving on it. Godara [129] describe the application of LMS algorithm, while Ali et. al. [93] 

described the Robust Least Mean Square (R-LMS) algorithm with ratio parameters so as to 

regulate product vectors contribution. The applications of these algorithms has been applied in 

chapter six of this thesis. 

 

2.11. Modelling of RF Security Systems using Smart Antennas. 

Smart antennas are applied in various areas of communications. One of its application 

is in RF security systems reported by Oluwole and Srivastava [65].   

 The work introduced an analysis about how a radio frequency can be secured using smart 

antenna arrays. To receive radio signals, an antenna is required for signal propagation. 

Nevertheless, as the antenna will take up thousands of radio signals simultaneously, a radio 

tuner is indispensable to tune into a precise frequency. In the research analysis, three antenna 

elements array were used: (a) the first antenna elements was used for the transmission/reception 

(transceiver) of RF signal. The transceiver was purposely used for transmitting virtual 

information signal far away from the mobile station. (b) The two antenna elements at the mobile 

station is being used as descrambler against any illegitimate activities.      

Wireless networks transmit their data at any layer of the open systems interconnection 

protocols stack using Radio Frequency (RF) or optical wavelengths. Signal transmission 

through free space offers opportunities for interlopers and hackers that come from any 

direction. A foremost problem to secure communication systems is the probability of 

unlicensed penetration. The unlicensed penetration of this kind is popularly known as hacking. 

Numerous techniques have been employed to overcome the problem of hacking. Firmly 

speaking, is commonly refers to a person/software that breaks into or interrupts computer 

systems or networks to manoeuvre data or generate havoc by uploading malicious code. 

HackRF provides an assessment equipment module for RF associated research and 

measurements which apply to a frequency range from 1 MHz to 6 GHz, and spread over many 
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registered and unregistered as well as ham radio bands.  Hacker may possibly target the RF 

modulation plane with customary electronic warfare, the objective could be congested with 

adequate RF power or echo attacks could possibly be used. Hacks could be away from 

modulation in binary level. This conveys that any signal received by the radio is sufficient to 

hack the system. 

  

2.11.1   Smart antennas as a transceiver 

Antenna arrays can be adopted in any wireless communication transceiver 

(receiver/transmitter) at communication base station that transmits/receives radio frequency 

signals by means of a single or multiple antennas. The advantage of antenna arrays in such a 

communication station is responsible for the performance enhancements above the use of only 

one antenna element. These antenna enhancements comprise directionality, Signal to Noise 

Ratio (SNR), interference elimination for received signals, security, and decreased power 

transmitted signals requirement for the transmit power. Hence, antenna arrays could be adopted 

for signal transmission/reception. 

The transceiver comprises an array of transmit antenna elements. The array transmits 

antenna elements and the two other antennas connected to the main transceiver is used for the 

mode of the operation. Here in this research work (Oluwole and Srivastava [65]), smart antenna 

is used for security purpose against any hackers on the RF transmission signals. The wireless 

transceiver antenna arrays is used for remotely transmitting information signal virtual to mobile 

station, while the two antennas at the mobile station is being used as descrambler against any 

criminal activities. The proposed block diagram for smart antenna RF security is shown in 

Figure 2.10. Transceiver uses antenna array for communicating in a cellular communication 

system with a polarity of mobile stations. Therefore, the antenna array of the transceiver is used 

in this research work to design and communicate with antennas at the mobile stations. When 

there is an attack on the RF, there will be signal alarm in the transceiver for remotely 

transmitting alarm information relative to mobile station. 

 

2.11.2   RF Security Antenna Design 

Nearly all radio transceiver systems will have to a certain degree of related architectures 

and part common characteristics and difficulties. They all need some form of antennas, RF 

transmit and receive amplifiers, RF/baseband transmit and receive filters, transmitter and 

receiver modulation circuits and Digital Signal Processing (DSP), descrambler, frequency 

synthesizers and clock generators (often shared by both receive and transmit circuits), and DC 
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power supplies. All these are coupled together in Figure 2.11. The hacking prevention system 

works through a descrambler in the RF board level in Figure 2.11. This is an electronic device 

that decodes a scrambled transmission, typically a radio signal, into a signal that is intelligible 

to the receiving device. This will make the radio or telephonic message impenetrable to hackers 

by analytically varying the transmission frequencies. A random number is generated in the 

descrambler. Using this random number, a key is calculated, which corresponds to the 

authorization packet corresponding to the generated random number. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.10.   Block diagram for RF smart antenna security system. 

 

 
Figure 2.11.   RF board level smart antenna transceiver system layout. 

Antenna 1 Antenna 2 

Transceiver 
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This generated key and the offset value, which corresponds to the generated random 

number, are used for descrambling key analysis. The two antenna elements shown in Figure 

2.10 perform the function of sensor networks between the transceiver and the outside world. 

Whenever there is an attack on the RF, an alarm switch included in the transceiver will indicate 

the presence of intruder/hacker on the system.   

The transceiver comprises of an array of transmit antenna elements. The technique adopts 

the distant transceiver for signals reception when the central transceiver transmits downlink 

setting signals. When the focal transceiver likewise has a receive antenna array, the distant 

transceiver can transmit uplink setting signals to the central transceiver for decisive uplink 

identity/signature. The downlink and uplink identities/signatures are used to control a 

calibration task as a description for intruders/hackers in the successions that comprise the 

antenna arrays, and that facilitate downlink smart antenna processing identities to be driven 

from uplink smart antenna processing identities when the central transceiver includes channels 

for smart antenna processing according to identities. 

Hence, hackers can steal data/information on the transmitted signal. At frequencies 

outside the working frequency, tracks and antenna elements do not behave as ideal elements. 

Figure 2.11 shows the RF layout system for the work. The electronic antenna switch in the 

transceiver that links the antenna to the transmitter or receiver cantered on the logic state of 

one or else two control levels. This switch was used to switch ON alarm system in the case of 

hackers/intruders. Immediately the alarm is on, the transmitting signal will be blocked. This is 

similar to the case of loading a credit card on the telephone system. Whenever a wrong code is 

being sent twice, that line will be blocked. This will prevent theft/hacking on the system. Figure 

2.12 shows the 3D EM preview of the designed Figure 2.11 before simulating using the EMDS 

simulator. This validated that the three dimensional design has been properly constructed.

 Smart antennas combines the antenna arrays elements of the transceiver and that of the 

antennas at the mobile station for the optimization of radiation beam pattern. The algorithm 

needed to recognize the identity of the hacker is known as signal processing algorithm. This 

algorithm aid in the identification of hacker that wants to intrude on the transmitted signal. As 

the antennas at the mobile stations communicate with each other using RFs between 1 GHz and 

7 GHz, neighbouring channels can only receive signal at frequency below 1 GHz but not 

secured. If the neighbouring channels receive signal at the specified/ designed frequency and 

hacking is ON, there will be no alarm in the system as illustrated in Figure 2.13. 
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Figure 2.12.   Isometric 3 D EM Preview of the designed Antenna. 

 
Figure 2.13.   Graph of RF transceiver antenna. 
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2.12. Open Problems in Smart Antenna Arrays 

(a) Research gap in adaptive array antenna: There are drawbacks in smart/adaptive array 

antenna. Implementation is one of the major issue in relation to higher complexity 

relating to design in smart antenna array. Research work in this area depends on specific 

estimation of channel besides speed of convergence in correlation to its beamforming 

technique. Therefore, implementation in MAC layer is difficult. The unsolved problem 

is its application towards cross layer. 

(b) Insufficient techniques in multicarrier systems: Multicarrier techniques is a promising 

area for researchers with respect to smart antenna. Number of published works towards 

multiplexing techniques over wireless network are few. 

This research work has analysed and design smart antenna arrays for improved directivity 

in wireless communication system. Different elemental antenna response parameters has been 

analysed for the performance of smart antenna in this research work. The performance analysis 

of the antenna parameters has been examined for the proposed model using Dolph-Chebyshev. 

Phased-Tapered weights for the proposed model has been considered. The signal processing 

has been solved using the spatial signal processing, and the adaptive algorithms equation for 

the model has been derived.  

 

2.13. Conclusions 

 In this chapter, a vital and theoretical background of our research work has been 

presented. Several areas of research on smart antenna arrays design specifically study on 

antenna design that focusses on the selection of special radiating antenna elements have been 

reviewed, which we considered necessary and attractive for various high gain and directivity 

applications, such as DOA algorithms as it depends on antenna gain. The three basic types of 

smart antennas have been analysed and their features are highlighted in this chapter. 

Beamforming which is an integral part of smart antenna array has been examined. 

Beamforming has the capacity to change the radiation pattern at a specified angle. Finally, 

signal processing algorithms (LMS and RLS) that makes the antennas to be smart have been 

studied.  
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CHAPTER 3 

Smart Antenna Arrays Performance 
 

 This chapter deals with the different antenna elements used in analysis of smart antenna 

arrays. Smart antenna using circular pin-fed linearly patch antenna and waveguide-fed 

pyramidal antenna has been analysed in this chapter. 

 

3.1. Introduction 

Active or parasitic radiators are actively used in smart antenna arrays by distributing its 

signal into every antenna element with correct phase and amplitude. This is done in order to 

achieve a spatial electromagnetic power combining. 

In this chapter, some of the antenna elements used in the analysis has been discussed in 

subsections below 

 

3.2. Circular Pin-Fed Linearly Patch Antenna 

 Various antenna element can be used for the performance analysis and design of smart 

antenna arrays in wireless communication systems using different methods and approaches. 

One of these methods is circular pin-fed linearly polarized patch antenna (used as antenna 

element). It has a characteristics of transmitting signals at various angles. 

 When the antenna is stationary at an azimuth angle of φ of 900, at the elevation angle θ 

of 00, 300, 600, and 900, there is decent prospective in the transmitting ultra-wide band signals 

with slightest alteration. However, when the antenna is not fixed at the azimuth angle, the 

transmitting signals at angles (θ = 00, 300, 600, and 900) will be highly distorted. Hence, there 

will be signals fading. 

 A circular pin-fed linearly polarized patch antenna is a directional antenna adapted for 

determining and transmitting of signals in a specified direction, especially for radio broadcast 

and wireless communication systems due to the unique property of its radiation. To overcome 

these challenges, smart antenna is a favourable technique. The consideration of smart antenna 

system using a uniform circular pin-fed linearly polarized patch antenna offers the advantages 

of light weight, low cost, planar or conformal, and ability of integration with the circuitry of 

signal processing and electronic system [27, 54, 69].    
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Patch antenna is a very prominent antenna in the microwave frequency spectrum due to 

its simplicity and compatibility with the Printed Circuit Board (PCB) technology. A patch 

antenna is simply a rectangular piece of conducting material placed above a ground, similar to 

a microstrip [69]. The wavelength of radiation is determined by the length of the patch as the 

design antenna demonstrates a precise radiation array. The general radiation array switches 

when numerous antenna elements are joined in an array. This effect is due to the array factor 

[54]. Circularity can be achieved in various ways. One of these ways, for example, is to feed 

the antenna with two different lines, one phase shifted by 900 from the other. The following 

equations have been used to describe the geometry of the proposed antenna and to determine 

the various parameters [54, 69]: 
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Hence, Equation (3.1) can be written as: 
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where s is the speed of light, f is the resonant frequency for the radiating patch. ϒxy is the xth 

zero of the Bessel’s role derived equation in the order of y. d signifies the patch’s bodily radius. 

y in equation above signifies the angular process number, and x is the radial mode number [54, 

69, 80]. The effective relative permittivity εk of the substrate regulates the fringing field. To 

obtain a better antenna radiation, the permittivity must be low so that a wider fringes can be 

achieved. If the permittivity is decreased, the antenna’s bandwidth and efficiency will be 

increased. Hence, antenna’s impedance is directly proportional to permittivity. For a linear 

array with a uniform excitation, the beamwidth is given as [69]: 
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where θ0, λo and l are the mean beam pointing angle, the free space wavelength and the total 

array length, respectively. 

 

3.2.1  Design parameters for circular pin-fed linearly patch antenna 

The design and performance of the proposed antenna were strictly based on Equation 

(3.1) to Equation (3.8). The dimension of the model preview square patch is 550 x 550 mm2. 

The horizontal and vertical distance among the patches have the same dimension. In order to 

support transmission of data at gigabits per second, Equation (3.5) has been used to calculate 

the frequencies at 1 GHz and 10 GHz. Using Equation (3.5), the effective relative permittivity 

εeff is 0.2. The electrical height of the substrate in the medium is 3λ. The height (h) is 5 mm, the 

substrate height as a percentage of wavelength in the medium is 60%. Increasing the substrate 

height will upsurge the bandwidth as the height h of the substrate also controls the bandwidth, 

but will the resonant frequency will be decreased. From Equation (3.7), the value of W is 

calculated for 1 GHz and 10 GHz. It has been discovered that the value of w reduces with 

increase in frequency. The fringe factor can be determined using Equation (3.4), the value 

remains the same for all operating frequency. 

The pin-fed patch can be fed by using a circular hole in the substrate and ground plane, and 

bringing the center conductor of a coaxial connector or cable into ohmic contact with the patch 

at an appropriate point. 
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(a)                                           (b)                                                (c) 

Figure 3.1.   Model of antenna design (a) Model preview, (b) Top view, and (c) Side view. 

3.2.2  Simulation results for circular pin-fed linearly patch antenna 

The simulated results for the antenna at 1 GHz and 100 GHz are shown in Figure 3.2 and 

Figure 3.3. The polar radiation pattern shown in Figure 3.2 is really moderately easy to create 

using antenna arrays. The radiation pattern of the array depends on the individual patch 

element, feed network layout and spacing arrangement of the array. The feed network fed the 

individual antenna element in the array. Feed network complexity can be determined by its 

ability to perform beam steering. The region about the direction of extreme radiation is the 

main beam. This is the area that is contained by 3 dB of the peak of the main beam in Figure 

3.2 (a). This region is concentrated at 900. The smaller beam that is away from the main beam 

is the sidelobe.  

The sidelobe is radiated in undesired direction and occur at 00. The angular separation in 

which the magnitude of the radiation pattern decreases from the peak of the main beam that is 

the half power beamwidth is 00. Null-null beamwidth which is the angle that separated the 

magnitude of beam radiation pattern decreases to zero away from the main beam. Here, null-

null beamwidth is (3150 - 450) which equals 2700. The sidelobe level (Sll) which is the 

maximum level of the sidelobes away from the main radiation beam pattern is 7.1 dBi. In Figure 

3.2 (b), main beam occurs at 00, main 3 dB beamwidth (frequency) (φ =00) = 780, -7.1 dBi at 

θ = 900. 

In Figure 3.2 (c), Peak gain at angle (frequency) [φ =900], main 3 dB beamwidth 

(frequency) [φ =900] = 1470, -2.7 dBi at θ =1200. Figure 3.3 shows the plane cut in polar form. 

The normalized radiation pattern in dB was computed against the H-plane Eɵ, degrees. The 

measured – 3 dB beamwidth in Figure 3.3 (a) are 00, 450, 3200 and 3550.  In Figure 3.3 (b), it 

occurs at 500 and 1250. Figure 3.3 (c) has -3 dB beamwidth as -162.50, -12.50, 230 and 162.50 

respectively. 
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                        (a)                                                   (b)                                                              (c) 

Figure 3.2.   The polar radiation pattern measured along for (a) XY-Plane cut polar, (b) YZ-

Plane cut polar, and (c) XZ-Plane cut at 1 GHz. 

   

 

                                                        (a)                                                   (b) 

 

(c) 

Figure 3.3.   Polar plane cut at 1 GHz for (a) XY-Plane cut, (b) XZ-polar plane cut, and (c) 

YZ-polar plane cut. 
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                          (a)                                                                  (b) 

Figure 3.4.   Cartesian plane cut at 10 GHz for (a) XY-polar plane cut, and (b) XZ-polar 

plane cut. 

  

(a)                                                         (b) 

Figure 3.5.   Polar plane cut at 10 GHz. 

Figure 3.4 (a), the main 3dB beamwidth (frequency) [θ =900] = 1.20, 16 dBi at φ =1630. 

In Figure 3.4 (b), Peak gain at angle (frequency) [φ =00], main 3 dB beamwidth (frequency) 

[φ =00] = 1.20, 16 dBi at θ =-1070. Figure 3.5 shows the beamwidth waveform. In (a), the 

highest gain occurs at 200, 1600, 2000 and 3450. In (b) it occurs at -750, -900, 750 and 1100. 

The significant differences in radiation pattern at 1GHz and 10GHz are mostly due to 

slight differences which are probably due to errors in entering the antenna geometry into 

simulator, and in simulating the antenna with a gap feed across the slot. The differences are 

highlighted as follows: 
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At 1 GHz, there is a phase difference for the far field at any point in the boresight 

direction, and it is very linear where the antenna is not launching a pencil beam. The radiation 

pattern is stable at 1GHz, but at 10GHz, the radiation pattern is unstable. The polar radiation 

pattern is really moderately easy to create. The sidelobe is radiated in undesired direction and 

occur at 00. The main beam occurs at 00, main 3 dB beamwidth at 1GHz (φ =00) = 780, -7.1 

dBi at θ = 900. Peak gain at angle at 1GHz [φ =00], main 3 dB beamwidth (frequency) [φ =00] 

= 1.20, 16 dBi at θ =-1070. 

At 10GHz, the reflection coefficient converges to a high frequency limit. The radiation 

pattern at this frequency has become a pencil beam, and it stays this way right through to with 

fairly constant gain, and just changes to the beamwidth and sidelobes. At this frequency, the 

beamwidth waveform is uniform. The highest gain occurs at 200, 1600, 2000 and 3450. At 

10GHz, there is reduction in beamwidth and gain, the difference is as large as 10dB. 

From the results we inferred that, this antenna is best suited for huge bandwidth. 

 

3.3. Waveguide-Fed Pyramidal Horn Antenna 

Antennas with various efficiencies are needed in the various propagations of signal 

systems. Waveguide-fed Pyramidal horn antenna plays a vital role in navigation and 

surveillance applications. It varies widely in size, gain and have the capability of being 

designed and developed within wide range of frequencies ranging from MHz to THz [130]. 

Pyramidal horns work by selecting the polarity of the received waves, this is an advantage for 

it to attenuate interfering signals from the neighbouring channels and transponders. Due to 

these, it is very useful as element in smart antenna arrays. 

The design of smart antenna using waveguide-fed pyramidal horn antenna gives a better 

system performance of directional radiation beam pattern with a high gain and wide impedance 

bandwidth. As suggested by Oluwole and Srivastava [68], this section presents an innovative 

approach of designing smart antenna using a waveguide-fed pyramidal horn antenna as an 

element for wireless communication systems. Smart antennas using waveguide-fed pyramidal 

horn antenna with a requisite radiation beam pattern which is capable of segregating against 

any interfering signal of interest is needed for the transmission of signals. Due to its better 

electrical distinctive feature, the horn can be used as feed for antenna reflectors [130, 131]. 

Figure 3.6 shows the designed physical antenna element for the system that is the 

waveguide-fed pyramidal horn antenna of side-lobe level 14 dBi, 3 dB specify beamwidth of 

320, operating frequency 10 GHz, E-3 dB-bw is 300 and H-3 dB-bw is 24.40. With these 
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parameters, the inter component configuration was 0.5λ when the design algorithm was used, 

while the acquaintance radiators have a space of λ/2. The pattern array radiation in the X-Z 

plane can be given as [68]: 
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where w, c and p1( ) denote the weight of the vector, speed of light, and radiation pattern of 

the lth antenna element respectively. 

 

3.3.1   Modelling of the antenna element  

The parameters used to design this antenna have been detailed in Table 3.1. The selected 

frequency of operation is 10 GHz. To obtain maximum gain and minimum reflection, the flare 

angle between 00 and 900 must be maintained, where Wg is the larger dimension of rectangular 

waveguide, Hg is the smaller dimension of rectangular waveguide, Ha is the dimension of 

rectangular aperture parallel to Hg, and Wa is the dimension of rectangular aperture parallel to 

Wg. Ha and Wa are the aperture dimensions. Lf is the distance from apex to aperture of horn in 

E-plane and Lg is the distance from apex to aperture of horn in H-plane. Re is the slant edge 

from apex to aperture in E-plane: 
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Rh is the slant edge from apex to aperture in H-plane: 
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    (a)                                          (b)                                          (c) 

Figure 3.6.   Geometry of waveguide-fed pyramidal horn antenna (a) Model preview, (b) Side 

view, and (c) End view.                                                 
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Flare angle = 
1 2tan

a

f

H

L


 = 24.880 

The pyramidal horn structures can be used as a feed horns for antenna reflector. The horn-

shaped shown in Figure 3.6 are normally used to control radio waves in a beam. 

 

3.3.2 Design equations of horn antenna 

Consider E-plane sectoral horn as shown in Figure 3.7, the electromagnetic horn 

produces uniform phase front using a larger aperture as compared with waveguide, hence there 

is increase in directivity. Let us assume that a line source is radiating a cylindrical waves and 

the apex horn is imaginary, the constant wavefronts are cylindrical as the waves propagate 

radially in the outwards direction. There is a phase difference in the direction of the aperture 

due to the fact that the wave traces different distances from apex to the aperture. From Figure 

3.7, δ is the phase difference in the direction of the aperture. Geometrically,  
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where θ is the optimum aperture (elevation). From right angle triangle OBA, using a Pythagoras 

theorem: 
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Figure 3.7.   E-plane view.  
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Therefore, 
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As δ is fractional, δ2 will be smaller than δ hence neglecting: 
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where p is the distance and equations (3.12) and (3.13) are called design equations of horn 

antenna. 

 The smaller the flare angle θ, the smaller the aperture area for the specified length p. 

Thus, uniform phase front is at the mouth of the horn, which increases directivity with decrease 

in the beam width. The directivity of the pyramidal horn is highest as compared to other types 

of the horns because they have more than one flare angle. One more advantage of the horn 

antenna is that it can be operated over a wide range of high frequency as there is no resonant 

element in the antenna. The directivity can be written as Equation (3.14) in terms of effective 

aperture of the horn provided there is no loss: 

                                                   2 2
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where Ae and Ap are the Effective aperture (m2) and Physical aperture (m2) respectively. 

e
p
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A
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where ϵp is the aperture efficiency. The length (p) of the horn, H-plane aperture and flare angles 

θE and θH (E and H-planes respectively) of a pyramidal horn for which E-plane aperture is 10λ 

can be determined from the equation above. The horn is fed with a rectangular waveguide with 

TE10 mode. For the E-plane, δ = 0.2λ, and 0.375λ in H-plane. Then the required length of the 

horn is given by:  
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Substituting values, 
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Now the flare angle in E-plane is given by: 
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In H-plane, δ = 0.375λ, then the flare angle in H-plane is given by, 
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Now the H-plane aperture is given by, 
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Half Power Beamwidth (HPBW) in E-plane is given by, 
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Similarly the half power beamwidth in H-plane is given by, 
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The directivity is given by, 
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Table 3.1.   Parameters for the design of waveguide-fed pyramidal horn antenna. 

Parameters Waveguide 

width 

Waveguide 

height 

Waveguide 

length 

Aperture 

width 

Aperture 

height 

Flare of 

length 

Symbol Wg Hg Lg Wa Ha Lf 

Values (mm) 23.53  11.77  44.97  69.24  50.71  26.66  

 

Table 3.2.   Simulated results for the design of waveguide-fed pyramidal horn antenna. 

Frequency (GHz) 7 8 9 10 11 12 13 

Directivity (dBi) 14.07 15.18 16.14 16.90 17.79 18.55 18.89 

Beamwidth 37.50 30.00 29.00 25.80 21.80 20.90 20.00 
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From these tables, we can conclude that the directivity of the waveguide pyramidal horn 

antenna is increasing and bandwidth is decreasing with increase infrequency. Antenna arrays 

chosen for this work is waveguide-fed pyramidal horn antenna. This antenna has no resonant 

element, but wide frequency of operation, wide bandwidth, and slow varying input impedance 

over this wide frequency range. It allows low voltage standing wave ratio over its bandwidth, 

and has a high gain ranging up to 25 dBi. 

 

3.3.3   Estimated performance of the smart antenna element 

The designed antenna has been simulated in antenna magus software using the 

specifications stated in table 3-1 and its performances have been discussed as in following 

sections. Figure 3.8 implies that the antenna radiates optimally at -16.5 dB. At -27.55 dB with 

frequency 8 GHz, it will radiate practically nothing. As s-parameter (S11) is approaching 0 dB, 

all the power is reflected. The antenna bandwidth also has been determined which is refer to as 

VSWR.  

Bandwidth characterizes the frequency range between 154 MHz to 1848 MHz at which 

the antenna will settle to perfectly radiate or receive energy. For the modelled antenna design 

VSWR is 1.198. It means the reflection coefficient (M) is less than 0.1597. The return loss has 

been calculated by 20*log10(M). Hence the return loss for the designed structure will be -15.93. 

The various radiation patterns in 3-D at 10 GHz with its divers gain are shown in Figure 3-9. 

This can vary with frequency but the shape of the radiation doesn’t change entirely. The 

variation of the power radiated is a function of the angle of arrival (AOA) and this is observed 

 

 
Figure 3.8.   Graph of S11 (reflection) versus frequency. 
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in the far field region of the antenna. Right-hand circular gain is not included in the diagram 

because the left-hand circular gain and right-hand circular gain are the same. Antenna radiation 

pattern are identified by the beamwidths and sidelobe levels. This approach can be represented 

by [68]: 
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                                             (3.15) 

 Using Equation (3.15), Figure 3.9 (a) has been generated. Figure 3.9 (b) shows the H-

plane and E-plane for right-hand circular (RHC), linear and left-hand circular (LHC) having 

plane zero for all maximum and minimum axial ratio (AR) at angle φ = 00 and 900 when θ = -

1800.  In Figure 3.9 (c), 80 dB was obtained for all maximum and minimum axial ratio at angle 

φ = 00 and 900 when θ = -1800. In Figure 3.9 (d), the peak gain at angle φ = 900 is 1.391 dBi 

when θ = -520. Peak gain at angle φ = 00 is 13.59 dBi when θ = 00. Main 3 dB beamwidth at φ 

= 900 is 64.030, while the main 3 dB beamwidth at φ = 32.920.  Figure 3.9 (e) shows the total 

gain for both Hand E-plane having a peak gain of 13.59 dBi and 0.5371 dB at φ = 00 and 900 

for θ = 00 and -220. Its main 3 dB beamwidth is 31.490 and 34.030 when φ = 900 and 00.  

  Figure 3.9 (f) is the LHC gain that has the same structure but different values of peak 

gain with RHC gain. For LHC, peak gain value is 13.59 dBi when φ = 00 and 900 at θ = 00. Its 

main 3 dB beamwidth is 33.470 and 35.240 when φ = 900 and 00. For RHC, peak gain value is 

10.58 dB when φ = 00 and 900 at θ = 00. Its main 3dB beamwidth is 33.470 and 35.240 when φ 

= 900 and 00. The horizontal gain for H and E-plane is depicted in Figure 3.9 (g). This has the 

same values with the RHC gain. Figure 3.9 (h) shows the vertical gain in H-plane. The peak 

gain and main 3 dB beamwidth is indeterminate at φ = 900. The peak gain and main 3dB 

beamwidth is 13.59 dBi (θ = 00) and 35.240.  Figure 3.9 (i) shows the axial ratio (handed) in E-

plane. The peak gain and main 3 dB beamwidth is indeterminate at φ = 00. The peak gain and 

main 3 dBi beamwidth is 13.59 dBi (θ = 900) and 33.470. 

  Figure 3.10 (a) has a peak gain of 14.71 dBi at 12 GHz for (θ =00; φ = 00). At -3dB 

bandwidth is indeterminate for (θ =00; φ = 00). In Figure 3.10 (b), peak gain of 11.70 dBi at 12 

GHz for (θ =00; φ = 00). At -3 dB bandwidth is indeterminate for (θ =00; φ = 00).  Figure 3.10 

(c) has the same value when simulated. Figure 3-10 (d), has the same value with the left-hand 

circular gain. 
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(a)                                                (b)                                            (c) 

 

 

 
(d)                                             (e)                                             (f) 

 

 

 
(g)                                            (h)                                            (i) 

 

 

Figure 3.9.   Radiation pattern at 10 GHz (a) 3-D, (b) Axial ratio, (c) Ludwig III (co), (d) 

Ludwig III (cross), (e) Total gain, (f) Left-hand circular gain, (g) Vertical gain, (h) Horizontal 

gain, and (i) Axial ratio (handed). 
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                                              (a)                                                                          (b) 

   
                                             (c)                                                                           (d) 

Figure 3.10.   Gain versus frequency (bore sight) (a) Left-hand circular gain, (b) Right hand 

circular gain, (c) Horizontal gain, and (d) vertical gain. 

   

 The main reason for the calculation/simulation of Right Hand Circular (RHC) or Left 

Hand Circular (LHC) for the linearly polarized antennas is to have a more directive and high 

radiation gain. The RHC/LHC for the intended circular polarization depends on the excitation 

of the antenna. If the axial ratio is one (1), half of the real gain will be realized. 

Calculation/simulation of Right Hand Circular (RHC) or Left Hand Circular (LHC) for the 

linearly polarized antennas work better in some antennas receiver such as planar antenna. For 

example, if a particular antenna is perfectly circularly polarized in all directions, then a linearly 

polarized antenna will measure 3dB less gain in all direction but with the correct pattern shape. 

 

3.4. Antenna Arrays Analysis and Synthesis  

Antenna arrays are categorized into two: array analysis and array synthesis. In array 

analysis, radiation patterns are examine for a specific configurations of antenna array, while in 

array synthesis, antenna array configurations are designed to achieve a desired radiation. Array 
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analysis is purely academic work and its applications, while array synthesis is a design 

engineering work problem. Nitty-gritties understanding of array analysis is imperative to the 

design of array analysis. An array consists of two or more antenna elements that are spatially 

arranged and electrically interconnected to produce a directional radiation pattern. Electrically 

dipole antenna particularly those near resonant size are used mainly as elements in directional 

arrays [54]. 

Pattern synthesis is to determine the excitation function for the desired beam pattern. For 

a linear array, the antennas are positioned along a line called the axis of the array. The antenna 

elements in general could have arbitrary spacing between them and could be excited with 

different complex currents. The analysis is as follows. 

 

3.4.1. Mathematical model of uniform linear array synthesis 

 Uniform antenna array has a peculiar characteristics of its antenna elements being 

uniformly spaced in a linear progressive phase manner and equal spacing/amplitude. In a 

uniform antenna array, the antenna are equi-spaced and are excited with unvarying current and 

constant progressive phase shift between adjacent antenna elements as shown in Figure 3.11. 

 We assume that the arrays have an N elements and the antennas are isotropic. All the 

antennas are excited with equal amplitude currents. Let us define the following for the array. 

The d is the inter-element spacing between the neighbouring elements of the array and properly 

fed with equal magnitude. δ is the equal progressive phase-shift between currents on any 

neighbouring antenna elements. The field due to an antenna is proportional to its current. Also 

for a faraway point, the fields due to individual antennas have equal amplitude but different 

phases. The isotropic radiator has a far-field radiation pattern of: 
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where E(u) is electric field intensity, U is sinθ, θ is the angle of observation. Also, A(Xn) is 

Amplitude distortion for 2l/λ (array length) and Xn is spacing function and ϕ(xn) is phase 

function as φ = βdcosϕ+δ. Assuming the electric field due to a specific antenna has a unit 

amplitude at the point observation P. We use the first element as our reference point. Hence, 

the phase of the field due to the first antenna element is zero. The total field at the observation 

point is: 

0 2 ( 1)j j j j NE e e e e      L  
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Figure 3.11.   Uniform linear array with phase shift. 

  

Sum of n terms for Geometric Series (GS): 
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Therefore, the right hand side of Equation (3.17) is a geometric series with summation given 

by: 
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To get the electric field at the observation point, we need algebraic manipulation. Recall: 

i. ejx = cosx + jsinx, 

ii. |sinx| = |cosx| = 1 

iii. cosx = 1-2sin2(x/2) 

iv. sinx = 2sinx/2cosx/2 

Thus,  
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 The maximum electric field is obtained when all the terms in the series add in phase (i.e. 

for φ = 0). The maximum field therefore is N. The expression gives the radiation of field as a 

function of the direction, φ, and hence is the radiation pattern of the antenna array. The radiation 

pattern is usually normalized in regard to the highest value of N so as to obtain the Array Factor 

as [42, 46, 55]: 
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                                                        (3.18) 

 For a linear antenna array, the radiation patterns Farray elements can be estimated by 

multiplying the array factor (AF) with the element radiation pattern (Felement) if all elements are 

considered for a vast array, then F(θ, φ) = Felement (θ, φ) x AFarray (θ, φ). 

 There is no equal radiations between the antenna elements if the number of antenna 

elements used in the array are small. Effects of increasing the number of antenna elements are 
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improved in directivity and larger number of side lobes with total reduction in level, hence a 

narrower main lobe [132]. The linear array factor depends on the wavelength (λ), the direction 

of angle (θ), the distance (d) between the spacing and the number of antenna elements (N). 
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 From Equation (3.19), it can be simplified by introducing Ψ = kdsinθ+ Δφ and 

Substituting (ψ) and Δφ into Equation (3.19) results in: 
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 The series in Equation (3.20) can be further simplified and normalized. This leads to the 

normalized array factor in Equation (3.18). For the uniform linear array with phase shift shown 

in Figure 3.11, the pattern formula can be expressed as [133]: 
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where In is the nth element’s amplitude, φn is the phase difference between adjacent elements; 

θ is the angle between the array axis and the ray, d is the space between the elements, k = 2π/λ  

is the wave number.  

 Let the antenna array’s main-lobe point at θo, then φn = -(n-1)kdcos θo, Equation (3.21) 

can be expressed as [133]: 

                                  
1

( ) exp ( 1) (cos cos )
N

n o

n

F I j n kd  


                                        (3.22) 

 Let the pattern’s imaginary part be zero, Equation (3.22) cab be written as following: 
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 If N is even and the current’s amplitudes is symmetrical, then the equation is: 
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 In antenna array, the symmetric array is usually used to cut down the parameters’ 

number, then reducing the computing amount [133, 134]. 
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3.4.2. Uniform circular array radiation pattern Synthesis 

 In uniform circular arrays, radiation pattern are normally varied in both azimuth and 

elevation planes due to the advantage of its azimuthal symmetry. A complete coverage is 

provided in circular array geometry from the base station as the beam can be steered through 

3600. Circular array has different patterns [79]. Taylor and Bayliss are the popular method use 

in the synthesis of circular and planar array radiation pattern. Taylor is used in beam efficiency 

while Bayliss is used in aperture distribution. The key to Taylor synthesis procedure is the 

equal-sidelobe pattern function which is the continuous-aperture analogue to the Chebyshev 

polynomial pattern for arrays: 

                                                    
2 2( ) cosE U u A                                                     (3.25) 

where U = πasinθ/λ, A is the length of the aperture and θ is the measured angle relative normal 

to the array. This function has the highest value of coshπA when U = 0 and unit sidelobes 

extending to U = ±∞. Taylor showed that the pattern of Equation (3.25) is not physically 

realizable from a continuous aperture distribution, just as the Dolph array excitation becomes 

increasingly impractical in the limit of large arrays. His brilliant solution to this problem was:  

(a) For all zeros of the synthesized pattern functions, which we will call Es(u), from the nth 

from the origin to ∞ ∞, the locations will be the same as those from a uniformly 

illuminated aperture of the same size. That is,  

                                                             Es(u) =0 for u =n for n n . 

(b) For the first 1n   zeros, their locations will be determined by the zeros of E(u), scaled 

so that the nth zero is located at u = n . The aperture distribution is determined by 

performing a Woodward synthesis of Es(u). That is, we define a set of functions of the 

form 
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  and then construct Es(u) from the Fn(u) 

                                               ( ) ( ) ( )s s n

n

E u E n F u




                                                         (3.26) 

Since we have defined Es(n) = 0 for n n , Equation (3.26) becomes: 
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Fourier transformation of Equation (3.27) yields the aperture distribution: 
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That is, A(x) is a weighted sum of integrals of the form, 
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A standard definite integral is  

sin bzdz

z





              

0

0 0

0

for b

for b

for b





 

 

  

 

Application of this integral to Equation (3.29) and hence to Equation (3.28) yields 
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= 0                          for |x|>a/2 

 The continuous aperture distribution given by Equation (3.30) is sampled to give the 

element excitation values for a discrete array. This last step is approximate, and the pattern 

function of the array is obviously different from Es(u). This approximation is acceptable 

provided that the number of elements in the array is much greater than 𝑛̅ and the sidelobe level 

is not extremely low.  
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 Those equations will determine the aperture illumination coefficients for a linear array 

of N elements to produce a Taylor-type pattern function with n  sidelobes on each side of the 

main beam at a level (L) dB. The procedure involves three steps. The first n -1 zeros of the 

pattern are determined. Then the appropriate pattern function samples are determined. Finally, 

the array element illumination coefficients are determined by a harmonic analysis of the pattern 

function samples. 

 A particular advantage of this synthesis is that the knowledge of all of the pattern function 

zeros allows the computation of the pattern function as a product rather than as a polynomial. 

The product computation involves only one trigonometric function evaluation for each pattern 

function value. All other constants need to be evaluated only once for each array. The pattern 

function zeros are given by: 
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where L is the sidelobe level (positive) in dB. Equation (3.32) is an excellent approximation, 

especially for large L. The pattern function is given by 
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 The pattern samples to be used to find the array element illumination coefficients are 

given by: 
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 The element excitation coefficients are given by 
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where p is an index or element number staring at the center and moving to either end of the 

array. 

 

3.5. Conclusions 

Smart antenna systems consist of four assemblages: the physical antenna, radio unit, 

beamforming, and the Digital Signal Processor (DSP). In this chapter, circular pin-fed linearly 

patch antenna and waveguide-fed pyramidal horn as antenna elements have been considered. 

A circular pin-fed linearly polarized patch antenna is a directional antenna adapted for 

determining and transmitting signals in a specified direction, especially for radio broadcast and 

wireless communication systems due to the unique property of its radiation. 

Wave-guide pyramidal horn antenna is a microwave horn antenna that has a flickering 

metal waveguide conFigured to optimize radio waves in a beam. The waves then radiate out 

the horn end in a narrow beam. Wave-guide pyramidal horn antenna has been considered 

because its popularity at UHF (300 MHz – 3 GHz) and higher frequencies it is somewhat 

intuitive and relatively simple to manufacture. The design of smart antenna using waveguide-

fed pyramidal horn antenna gives a better system performance of directional radiation beam 

pattern with a high gain and wide impedance bandwidth. 
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CHAPTER 4 

Performance Analysis of Smart Antenna Arrays 
 

Array of antenna consist of number of antenna elements. The antenna element has 

spacing between them, and the phase and excitation parameters of these array of antenna 

determines its characteristics which will subsequently determines the directivity factor, main 

lobe, and sidelobe levels. Due to changes in characteristic of an array antenna by controlling 

its parameters give rise to synthesis problem [135]. 

 

4.1. Introduction 

In antenna design, pattern synthesis is one of the most important analysis that must be 

put into consideration [77]. Antenna arrays can be synthesized with a few number of antenna 

elements. There are a lot of benefits attach to the synthesis of antenna arrays. The benefits 

varies from weight reduction to simplification in feeding network [136]. 

Until now, we have a lot of approaches to synthesize antenna arrays so as to get the 

radiation pattern. For a linear array to be synthesized, Woodward–Lawson and Dolph–

Chebyshev techniques are normally applied for the synthesis. Each of these techniques creates 

their own special radiation pattern. The radiation pattern created by Dolph-Chebyshev is 

different from the one created by Woodward-Lawson technique. With Woodward-Lawson 

technique, it has a favourite radiation pattern in its sampling point position. Its disadvantage is 

that it cannot control its radiation ripples generated at a specified direction and the sidelobes 

level. Chebyshev technique is normally use to realize the narrowest main lobe for a specified 

sidelobe level. Taylor method current distribution technique more gradual in comparison to 

Chebyshev approach. Hence, it is extensively applied in aperture antennas and array antennas 

[135]. 

 

4.2. Analysis of the Proposed Model’s Weighting Methods and 

Optimization of Radiation Pattern 

Antenna array distribution and their associated patterns are now designed on physical 

principles, based on placement of zeros of the array polynomial. Distribution discussed in this 
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section are Dolph-Chebyshev, phase-tapered weights, and those that allow side lobe envelope 

shaping. All distributions have constant phase [137]. 

 

4.2.1   Phase-tapered weights 

To determine the phase-tapered weight for antenna array, we consider a standard 

hexagonal array with Nx elements along the x-axis. The nmth term in the array multiple vector 

can be written as: 
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If Nx =11, we can have a typical corresponding hexagonal array with 91 elements. The 

MATLAB simulation is shown in Figure 4.1. 

 

 
Figure 4.1.   Uniform hexagonal array beam pattern weighting. 
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4.2.2   Dolph-Chebyshev arrays method for the proposed model 

Chebyshev array is one of the uniform space linear arrays that has correlation with the 

conventional antenna arrays with respect to directivity and half-power beam width in an 

innovative manner [138]. Chebyshev is used to obtain sidelobe level. For the analysis of 

Chebyshev arrays, assuming we have an array factor of f(θ), N antenna element, where θ is the 

angle of elevation. For p basis Chebyshev arrays, and f(θ) as the array factor of the nth basis 

Chebyshev array (1≤ n ≤ p), then: 
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For series of fn(θ), we can write f(θ) as [138]: 
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where d is the inter-element spacing, λ is the wavelength, θo is the angle of elevation of the 

maximum radiation, Nn is the number of elements of the nth basis array, In,k is the excitation of 

the kth element of the nth basis array, and Iq is the excitation of the qth element of the generalized 

Chebyshev array. From Equation (4.2), it can be deduced that: 
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So, to design an N element generalized Chebyshev array, the basis Chebyshev arrays 

should be selected such that the sum of their number of element is: 
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and their sidelobe levels should be such that: 
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where R is the desired upper bound on the sidelobe level, and Rn is the sidelobe level ratio of 

the nth basis Chebyshev array.  

Dolph-Chebyshev distribution of series of excitation coefficients for an equi-spaced 

linear array antenna such that the array factor can be stated as a Chebyshev polynomial. The 

Dolph-Chebyshev pattern is conceptually simple, as it consists of a main pencil beam, plus side 

lobes of equal level [137, 138]. Dolph-Chebychev linear arrays have ideal radiation properties 

in that all side lobes in their radiation pattern are of equal magnitude, they provide the narrowest 
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first null beamwidth possible for a given sidelobe ratio [75, 139]. In addition, the connection 

between the directivity and sidelobe level for these arrays is optimal because for a given 

sidelobe level the beam width is the lowest, and, otherwise for a specified beam width the 

sidelobe level is the lowest. These acceptable radiation characteristics, conversely, put a 

constraint on the flexibility of putting nulls in the sense that once the sidelobe level or 

directivity is fixed, the nulls have directions dictated by the Dolph-Chebychev excitations 

[140]. The Dolph-Chebyshev pattern is given by [141]: 
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The excitation An of the nth element is obtained by writing the pattern with the array center 

as phase reference: 
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This is a finite Fourier series and the inverse gives the coefficients. The Dolph-

Chebyshev polynomial of order m, is defined by Equation (4.8), where m is an integer. The 

array polynomial method is used to synthesize the equispaced linear array pattern with null 

steering [76, 141, 142]: 
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It can be confirmed by means of simple trigonometry that Tm(x) is a polynomial of x of 

order m and the subsequent iteration holds: 

                                                 Tm+1(x) = 2xTm(x)-Tm-1(x)                                                   (4.9) 

Here m is integer constant with range from 0 to ∞, let us now obtain Tchebyscheff 

polynomials for different values of m. The Tchebyscheff polynomials are summarized in Table 

4.1 using Equation (4.8). 

Now the polynomials with higher values of m (5-7) can be obtained by using recursive 

formula given by: 

                                                       1( ) 2 ( ) ( )m m mT x xT x T x                                              (4.10) 

From (4.8) we see that the magnitude of a Chebyshev polynomial lies between zero and 

unity if 1x  and exceeds unity if 1x  . This property of the polynomial is utilized to 

construct the array factor.  
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Table 4.1.   Tchebyscheff Polynomials for the proposed model. 

S/N m Tm(x) 

0 0 1 

1 1 x 

2 2 2x2-1 

3 3 4x3-3x 

4 4 8x4-8x2+1 

5 5 16x5-20x3+5x 

6 6 32x6-48x4+18x2-1 

7 7 64x7-112x5+56x3-7 

 

 
Figure 4.2.   Dolph-Chebyshev polynomials for m = 2, 3, and 4. 

 

Figure 4.2 to 4.4 shows the graph of the first six Chebyshev polynomials for 0 6m  . 

Chebyshev polynomial can be used to obtain sidelobes level. The array of Chebyshev are non-

unform amplitude, when fed with optimum source of amplitude distribution for a specified side 

lobe level, it will produce same level for all side lobes [143]. Given a side lobe level for 

Chebyshev polynomial method, it is certain to have the narrowest main-lobe; if the width of 

the main lobe is given, we can gain the lowest side-lobe on the same level, as it shown in Figure 

4.5. 
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Figure 4.3.   Dolph-Chebychev polynomial for m = 5. 

 

 
Figure 4.4.   Chebyshev polynomial of the seventh degree for m = 6. 
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Figure 4.5.   Patterns of Dolph-Chebyshev arrays with eight elements. 

 

If the sidelobes Sll (dB) is below the peak of the main beam, the value of the Chebyshev 

polynomial at the peak of the main beam must be equal to [42]: 
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Setting Equation (4.8) to (4.11), then we obtain of the main beam at  
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From Equation (4.12) we observed that the main beam maps the Chebyshev polynomial, 

while the array factor zeros (nulls) map the zeros of the Chebyshev polynomial. The location 

of the zeros of the Chebyshev polynomial are at: 
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The zeros of the array factor mapping to the zeros of the Chebyshev polynomial can be 

obtained using: 



73 
 

                                                            cos
2

n
n mbx x

 
  

 
                                                   (4.15) 

The zeros of the array factor that match up with a sidelobe level (Sll) can be given as: 
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For a specified number of elements and sidelobe level, we can simply get the null 

locations on the unit circle. Equation (4.16) can be used to design an 8-element array (d = 0.5λ) 

with -20-dB sidelobes. It can also be repeated for -30-sidelobe, and -40-sidelobes levels as seen 

in Figure 4.5. From Equation (4.16), 
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m

m
   

    
 

 

The factored polynomial in factored can be expressed as: 

73.2 73.2 120.5 120.5 180( )( )( )( )( )j j j j jAF z e z e z e z e z e        

The factors multiplication gives 

5 4 3 21.44 1.85 1.85 1.44 1AF z z z z z       

The coefficients of AF are the amplitude weights for the 8-element array pattern in Figure 

4.6. Figure 4.5 are the normalized weights for an 8-element Chebyshev array as a function of 

sidelobe level. The end element does not have the smallest amplitude for sidelobe levels above 

-22 dB. At -22 dB and below, the weights monotonically decrease from the centre to the edge. 

 

4.3. Determination of Directivity and Gain for Improved Performance of 

Smart Antenna 

 This section of thesis deals with the analysis and design of smart antenna system that 

operates at THz frequency ranging from 0.3 THz to 3 THz. The efficiency of this adaptive array 

antennas system has been optimized and simulated with the aid of commercially available full-

wave, Finite Element Method (FEM) based electromagnetic simulator Agilent’s Advanced 

Design Software (ADS).This section proposed and examined smart/ adaptive antennas array at 

THz frequency range, which can be applied for far distance communications and can be 

extended to the far-field region of antenna. 

 Single antenna has a low gain or directivity, so there is need to increase the gain or 

directivity which can be achieved through antenna arrays. This is a method by which radiation 
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from groups of same antenna elements with interferences are combined together. As the 

number of elements in the antenna array increases, its radiated characteristics tend to be 

dominated by the geometric layouts and excitation of the component elements, rather than the 

elements themselves. 

In wireless communication systems, antenna with high directivity and gain improves the 

network capacity and quality of service significantly. Antenna directivity D(θ, ϕ) can be 

describes as a quantity that refer to the directional transmitting distinctive quality of the antenna 

element. Directivity D(θ, ϕ) of an antenna in an indicated direction can be defined as the ratio 

of the radiation intensity of the antenna U(θ, ϕ) in a specific direction in space over the antenna 

radiation intensity U of the source of isotropic power, to the identical radiated power. This is 

basically a direction in which the antenna is radiating: 
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( , ) 4
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rad

total

u
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

                                                        (4.17) 

where Urad(θ, ϕ) represents radiation intensity in the direction of (θ, ϕ) and Ptotal is the total 

power by the isotropic radiator. These quantities are related as:  
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while gain and directivity are interrelated, but takes into consideration the antenna losses in 

conjunction with its directional capabilities. Usually, the losses are very insignificant. High gain 

indicates more directive. Sometimes, directivity and gain are used vice versa. The distinction is 

that directivity disregards antenna losses. The losses in antenna are dielectric, polarization, 

resistance, and VSWR. Since these losses in some antennas are typically relatively small, the 

gain and directivity will be nearly equal when unwanted pattern characteristics are disregarded. 

Regulating a radiation pattern by integrating the total power gives the antenna directivity as: 
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                          (4.19) 

Directivity is a fundamental parameter directly associated with the chart of geographic 

coverage area of an antenna. This is basically directions at which the antenna is radiating. 

However, in the process that the antenna is radiating, losses do normally occur. The parameter 

that can accounts for losses and directivity is gain. Characteristically, the losses are little that 

we get proficient to deliberate of gain as directivity or vice versa. Therefore, low gain is 

equivalent to broader coverage. For antenna with high gain, a better directivity is achieved. 
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Most of the available antenna elements designed for smart antennas operates at low frequency 

range (GHz), and their directivity were not prioritized. 

 

4.3.1   Design analysis for the antenna arrays 

The antenna has been put together on a Rogers_RT_Duroid dielectric substrate of 

Svensson/Djordjevic loss type with dielectric permittivity (εr) = 2.33, loss factor/tangent (tanδ) 

= 1.2*10-3, relative permeability (μr) =1 and the thickness (h) = 0.80 mm. In this work, 

Rogers_RT_Duroid dielectric substrate has been taken as substrate due to the low dielectric 

loss which make it suitable for high-frequency laminate over the FR-4 substrate as in appendix. 

Due to high loss of the FR-4 substrate, it exhibits low gain (low efficiency). 

The interface of the substrate has been covered with a perfect conducting material layer 

of infinite width, and thickness of 0.01 mm. The substrate has been computed from 40.92 GHz 

to 3.00 THz. The antenna receives input power and radiated power at 15.55 Watts in a specific 

direction, focusing the desired signals from where they come forth allowing for increased 

radiation efficiency of 100 % and mitigate interfering signals from unwanted sources. The 

antenna has a peak directivity of 17.6 dB, this made it possible for the maximum power transfer. 

The adaptive layout system of the antenna is shown in Figure 4.6. The system takes gain of its 

capability to efficiently detect and track various kinds of signals to dynamically curtail 

interference and exploit projected signal reception. The adaptive system offers optimal gain 

while concurrently detecting, tracking and reducing interfering signals. 

 

 

Figure 4.6.   Array feed network layout design. 
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Figure 4.7.   Isometric view of the array feed network. 

 

Figure 4.8.  dB scale isometric preview of the array feed network. 

Figure 4.7 shows the isometric view of the adaptive layout design. All the four radiating 

elements of the antenna array are equal. Each antenna element of the adaptive array is operated 
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within the frequency band between 300 GHz to 3 THz. We have analyzed the radiation features 

of the antenna array, they exhibits wide beams in specific directions by various phase at the 

ports. Figure 4.8 shows the isometric plot preview in dB of the design layout. This has a scale 

of relative power and angle selected to suit the antenna parameters. 

 

4.3.2   Far-field of the adaptive array antenna 

 Far-field of the adaptive array antenna is a far-field that has an infinity range magnitude 

which is associated with the field Ea of the far-zone radiated by the antenna, with the current 

Iin in its terminals. 

 To calculate the gain and directivity of the array, its far field needs to be found. This can 

be estimated by multiplying the far field of the single patch by the array factor, which depends 

only on the spatial arrangement of the elements and the amplitude and phase of the feeding 

current of each element. 

 Optimization can then be used to adjust the spacing between the elements to maximize 

the gain of the antenna, and to change the magnitude of the feeding current to different patches 

to reduce the side lobes. 

                                                                                       (4.20) 

Table 4.2.   Antenna pattern parameters at the far-field region. 

Dimension Value 

Frequency of operation 3.0 THz 

Input Power 15.5515 watts 

Power Radiated 15.5515 watts 

Effective Angle 0.217413 steriadians 

Directivity 17.6192 dB 

Gain 17.6192 dBi 

Radiation Efficiency 100 % 

Maximum Intensity 71.5297 watts/steriadians 

operational plot E 

minimum dBi -40 

Angle of U Max (θ, ϕ) 10, 122 

E (theta) max (mag, phase) 84.75, 173.786     

E (phi) max (mag, phase)  216.13, -124.257 

E (z) max (mag, phase) 14.7167, -6.21413 

E (y) max (mag, phase) 102.494, 93.2965 
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 The vector effective length of the antenna can be determined by: 

                                                                                                                    (4.21) 

 This specifies, that the effective length of the antenna is a function of the direction of 

angle θ, and has a maximum value when θ = 900.  

 

The summation of the radiated array from the antenna far-fields E is [136]: 

                                                                                                                              (4.22) 

 Ei is the ith of the antenna far-field which can be expressed as: 

                                            ˆ ˆ( , ) ( , )
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l                (4.23) 

where fϴi is the θ component of the radiation pattern, while fϕi is the ϕ component of the radiation 

pattern wi and ki are the excitation weighting factor of the source, and accounting for the 

continuous path loss, respectively.  fϴi(θ, ϕ) and fϕi(θ, ϕ) are accomplished with the ith for all i 

elements of the antenna positioned at the source. For equal antenna elements, the radiations 

element are equivalent and self-regulating of i. Therefore: 
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l                       (4.24) 
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The derivation in Equation (4.26) can be referred to as the principle of array pattern 

multiplication, which states that the array pattern is the multiplication of the antenna element 

pattern with farray(θ, ϕ) the array factor. In the same way, the relationship between signal 

impacting on the antenna array with equal number of element space and signal received can be 

written in the form of typical radiation parameters: 

                                    ( , ) exp( (cos sin cos )
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                       (4.27) 

where β, is the phase propagation factor, dm is the space between antenna elements, and Im is 

the complex amplitude at each element respectively. ϕo is the incident signal angle. The electric 

field generated by the antenna in the far field can usually be written as: 
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  The far-field pattern or the radiation pattern is referred to as the directional (θ, ϕ) on 

which the strength of radio waves from the antenna depends. This is can also be called the 

element pattern. For two identical antenna element spaced by d can be expressed as: 
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Assuming that each antenna is excited with identical amplitudes but allowing for a phase-

shift ݝ between the antennas, that is, 2 1

jE E  l  gives: 
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In the far-field where r >> d, the two distances R1 and R2 are approximately the same. 

However, even a small difference could produce a significant phase-delay between the two 

signals, hence we must use a better approximation in the phase terms. To first order, we get 

R2≈R1–d.sinθ.cosϕ. We can still use R2 ≈ R1 in the amplitude terms, however, using these far-

field approximations gives the result: 
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where sin cosd      , the |cos(φ/2)| term is known as the array factor, since it describes 

the interference pattern for two antennas, regardless of what kind of antenna is used. This 

equation illustrates the principal of array multiplication pattern, which can be expressed as the 

total radiation pattern of an array is just the antenna element factor multiplied by the array 

factor (AF). Figure 4.10 to Figure 4.12 show the simulated far-field at ϕ = 430 and θ = 440.  

In Figure 4.10 to Figure 4.11, x, y, and z represent the direction of radiation of the 

transmitted signals in their various directions. Electromagnetic waves equal to and as well as 

microwaves that have comparatively with high frequencies can transmit large amounts of data. 

As the frequency rises, the higher antenna increases the system capacity. Thus, the antenna 

tracking and targeting precision requirements will be increased. The adaptively fitted points is 

shown in blue, while the discrete frequency points are shown with red colour. Figure 4.13 

shows the antenna parameters (gain is 17.6 dBi, directivity is 17.6 dB, efficiency is 100 %, and 

the radiated power is 15.5 Watt) plotted against frequency at 3 THz. It can be observed that 

directivity and gain are equal plotted against the frequency at 3 THz. It can be observed that 

directivity and gain are equal because the efficiency is 100 %. 
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Figure 4.9.   Far field at 3 THz. 

 

Figure 4.10.   The far-field radiation pattern (θ = 440). 

               

Figure 4.11.   The far-field radiation pattern (ϕ=430). 
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(a)   Frequency from 300 GHz to 0.6 THz 

 

(b)   Frequency from 0.7 THz to 1.7 THz 

 

 

(c)   Frequency from 1.8 THz to 3 THz 

Figure 4.12.   Discrete frequencies vs Fitted AFS of the adaptive array from 300 GHz to 3 

THz. 
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Figure 4.14 shows the s-parameters from 300 GHz to 3 THz. The S-paramters mostly 

depends on frequency during signal transmission. As the frequency is changing, the s-

parameters change. A lossles network is achieved as it does not dissipate power. The power 

that is incident on the network is equal to the power reflected. The smith chart in Figure 4.14 

acts as a graphical demonstrator of how radio frequency (RF) parameters behave. The real part 

of the reflection coefficient is the horizontal axis while the vertical/perpendicular axis displays 

the imaginary portion of the reflection coefficient. The starting point is |Γ| = 0 and VSWR = 0. 

The Figures shown on the smith chart is the normalized complex impedance as presented in 

Figure 4.14. 

S-parameters are more appropriate for evaluating matching performance. The circles 

show the resistances, while the reactance is shown as arched lines. The inductive is the upper 

half-space, whilst the lower half space is capacitive. The middle line is pure resistance from 

zero to infinity. Since the frequencies are sufficiently close, the resulting Smith Chart (Figure 

4.14) was joined by straight lines to create locus. 

 

 

 

Figure 4.13.   The parameters of antenna characteristics versus frequencies. 
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Figure 4.14.   S-parameters from 300 GHz to 3 THz. 

The locus on the Smith Chart covering range of frequencies (300 GHz - 3 THz) was 

employed to visually represent how capacitive or inductive a load is across the frequency range, 

and how difficult matching is likely to be at various frequencies. The |Γ| = 0.9235 as shown in 

Figure 4-14 with dash lines. 

 

4.3.3   Radiation Intensity function of the antenna element 

 In this section, the theoretical model for the antenna arrays and some basic mechanism 

(radiation pattern) that allows the antenna to radiate has been discussed. Radiation pattern is an 

important function mechanism in antenna array’s field. The far-field array’s radiation pattern 

can be written as: 
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where Ik is the current on the kth antenna’s element, in the azimuthal angle φ and elevation angle 

θ, ak(φ, θ) is the kth element’s array response, while L represents the total number of antenna 

elements. From Equation (4.32) regardless of the way these currents are produced, the array’s 

radiation field pattern are influenced linearly by the individual antenna currents.  

 

4.4. Signal Quality Improvement and Performance Analysis of designed 

Smart Antenna Bandwidth 

In general, the performance of antenna depends on various characteristics such as 

antenna gain, sidelobe level, Standing Wave Ratio (SWR), antenna impedance, radiation 

patterns, antenna polarization, Front to Back (FBR) ratio etc. During the operation of antenna 

these requirements may change. Thus there is no unique definition for antenna bandwidth. The 

functional bandwidth of the antenna is generally limited by one or more factors mentioned 

above. So the antenna bandwidth can be specified in various ways such as 

(a) Bandwidth over which the gain of the antenna is higher than the acceptance value, or 

(b) Bandwidth over which the standing wave ratio of transmission line feeding antenna is 

below acceptable value, or 

(c) Bandwidth over which the FBR is minimum equal to the specified value. 

Thus in general we can define the bandwidth of antenna as the band of frequencies over 

which the antenna maintains required characteristics to the specified value. But as the 

requirements of antenna change during the operation, the specifications are set depending upon 

the application for which that antenna is used. This means for certain antenna where due to the 

increase in side lobe level, antenna gain decreases and resistance value changes, then the lower 

frequency limit is obtained by considering one of the parameters like pattern, gain or 

impedance. While the other parameters decide higher frequency limit. 

In general, the antenna bandwidth mainly depends on impedance and pattern of antenna. 

At low frequency, generally impedance variation decides the bandwidth as pattern 

characteristics are frequency insensitive. Under such condition, bandwidth of the antenna is 

inversely proportional to Q factor of antenna. Thus bandwidth can be expressed 

mathematically as: 

0Bandwidth (BW), -
2 1 Q


      
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where 
0

Q


   and 

0
2 1

f
f f f Hz

Q
     in which fo is the center frequency or design 

frequency or resonant frequency, while Q factor of antenna is given by: 

Q = 2π
Total energy stored by antenna

Energy radiated per cycle
 

Thus for lower Q antennas, the antenna bandwidth is very high and vice a versa. 

 

4.5. Conclusions 

 This chapter deals with the analysis and design of smart antenna system that operates at 

THz frequency range from 0.3 THz - 3THz. An array with high directivity is the focus with 

frequency range from 0.3 THz – 3 THz.  In this chapter, Dolph-Chebyshev and Phase-Tapered 

methods has been applied for the synthesis of antenna array radiation pattern. The normalized 

amplitude weights for an 8-element Dolph-Chebyshev array versus sidelobe level is shown in 

Figure 4.5 which are the normalized weights for an 8-element Chebyshev array as a function 

of sidelobe level. The end element does not have the smallest amplitude for sidelobe levels 

above at -22 dB. At -22 dB and below, the weights monotonically decrease from the center to 

the edge. 
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CHAPTER 5 

Performance Evaluation of Optimal Smart Antenna 

Arrays 
 

Basically, parameters for antenna arrays design are beamwidth, side lobe level, 

directivity, noise sensitivity, robustness, and the dynamic range of the element excitation inter 

alia. Some of the practically driven array antennas used as radiating systems forms are: (a) 

collinear array, (b) broadside array, (c) end-fire array, and (d) parasitic array. Collinear consists 

of two or more half wave dipoles mounted end to end are used for (UHF) and (VHF) bands. 

 

5.1. Introduction  

 The synthesis of antenna arrays is vital in smart antennas in that it shapes the radiation 

pattern of the antenna array. To synthesize an antenna arrays, we need to determine the 

performance parameters such as the designing of the antenna element, determination of the 

space between each antenna element, and the evaluation of the amplitude and phases of all the 

antenna elements. For an antenna array with a given number of antenna elements and the space 

between them are known, it is easy to optimize the amplitudes and phase of the array elements 

[133]. 

 

5.2. Smart Antenna Design Procedure using Planar Phased-Array 

Antenna 

 The term phased array comes from the time-harmonic/steady-state analysis of antenna 

arrays [45]. A phased array is an array of multiple antenna elements, which scan a beam pattern 

to given angles in space through time-delay control of the element excitation phasing [61, 144]. 

Phased arrays can be used to steer the main beam of the antenna without physically moving the 

antenna [76]. In a particular array antenna, all the elements radiate coherently along a specified 

direction. In antenna theory, a phased array usually means an electronically scanned array; an 

array of antennas which creates a beam of radio waves which can be electronically steered to 

point in different directions, without moving the antennas. The planar phased array antenna is 

an antenna that composes a plane radiating elements or array of elements aligned over a plane. 
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This plane consists of two dimensional rectangular, square or circular apertures with different 

amplitude and phase controller installed between these elements [144]. 

 Figure 5.1 consists the geometry of an 8 x 8 planar phased-array antenna located in the     

x-y plane of a rectangular coordinate system which offers the synthesis of a needed beam 

pattern which is not obtainable with a single patch antenna element [72, 145]. The planar 

phased-array antenna of high performance is analysed using an 8x8 square grid of z- controlled 

antenna monopoles with a length of 0.482λ. The considered element spacing is 0.315λ and the 

average directivity of 22.0 dBi. The directivity cut across all various scanning angles at an 

average E-plane and H-plane antenna pattern’s half power beamwidth of 39 degrees and 25 

degrees with an efficiency of 99.8%.  

In antenna design system, the significant parameters are normally, the number of antenna 

elements, spacing that connects the antenna elements, amplitude and phase excitation, half-

power beamwidth (HPBW), directivity and side lobe level (S11). Aside from side-lobe level, 

additional imperative antenna array design specification typical feature is the complete 

magnitude and shape of the main beam [54, 144]. 

The elements are arranged in a rectangular grid of z-directed controlled. 

From a characteristic mode theory, the generalized Eigen value problem can be expressed 

as:  

                                                  [X]{I} = λ[R]{I}                                                           (5.1) 

To excite the arrays, we use the characteristics mode based excitation of finite arrays. 

For an array of N elements as the one shown in Figure 5.1, the N-port impedance matrix [Zs]  

 

 

Figure 5.1.   Planar-Phased array antenna system. 
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can be used in Equation (5.1) to excite the array, the induced port voltages {Vk} are also real 

and in phase with the excitation. That is: 

    k s kV Z I  

     s k s kR I j X I   

    s k k sR I j R   

                                                         s kR I                                                                     (5.2) 

From Equation (5.1) the active impedance {Za} for the array elements can then be 

expressed as: 

                                                             {Za} = {Vk}./{Ik}→[Rs]{Ik}./{Ik} 

where “./” indicates element-wise division between the two vectors. The resulting active port 

impedances are real because both {Vk} and {Ik} are real valued. Hence, all array ports can be 

matched concurrently, provided each port is fed by a transmission line containing a 

characteristic impedance equal to the active port impedance. 

 

5.3. Requirements and Specification for the Proposed Model Phased Array 

  In Figure 5.1, the array factor equation that meets the directive angle requirements for 

planar array is [72, 146]: 
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where sin coso ox kdx    and sin coso oy kdy    . The ϕ and θ0 are the angular variation 

in azimuth and elevation as seen from x and z-axis in degrees of Figure 5.1, θ0 and ϕ0 are scan 

angles in elevation and azimuth direction, dx and dy are elements design in x and y direction 

correspondingly (dx = dy = λ/2), the inter-element spacing of λ/2 was maintained to avoid 

grating lobes. The array factor was simplified by computing 0.1λ, 0.3λ, 0.5λ, and 1.0λ as 

analyzed in the following section. Where λ, M and N denote antenna’s wavelength of operation, 

elements number in x and y-directions respectively. For the avoidance of grating lobes in the 

course of scanning, the inter-element configuration sandwiched in the middle of elements in x 

and y-axis. Antenna’s elements number N is given as: 
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 The Planar array is N x M, N = M = 8. Hence, antenna’s elements (8x8) is equal to 64, 

operating frequency is 10 GHz, the array length Lx/ λ and Ly was calculated as 2.2 mm with the 

aid of 3 dB beamwidth and scan angle versus linear array length. The element spacing is 0.351 

λ, dx=dy = 8.2 mm, Dx = Dy = 64.6 mm. 

 The orthogonal direction of array’s plane Z-axis for an array with combination of (N, L, 

and d) is L=Nd. This size gives us a concept for the breakdown of the phased array. To fill up 

the aperture, the required scan was maintained at an angle of ±900 while considering the 

frequency of operation. The inter element spacing (d) of 0.351λ was used so that the scan 

requirements are met at the operating frequency The element spacing decides the total number 

of sets of antenna array components due to the structure of maximum array area. The 

parameters calculated were approximated and the MATLAB simulation was done for 

dimensional optimization so as to meet the required specification. The inter element layout 

gives scan of up to sandwiched between 400 and 450. To minimize the side lobe level 

characteristic to a lower one of -20 dB in the direction of the main beam, the binomial current 

distribution is preferred for the work: 
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The binomial array factor for the phase antenna is represented by Equations (5.5) to 

Equation (5.7), where the an’s are the excitation coefficients. MATLAB simulations were 

performed to demonstrate the efficiency of the design. The array pattern for the two spatial 

planar arrays x and y possibly expressed as the multiplication of beam radiation array in the 

two planes which comprise the major axes of the antenna G (θa, θe) = G1 (θa) x G2 (θe) and  

                           Array separability: f(x, y) = f(x) * f(y)                                            (5.8) 

Since the antenna elements were arranged on a rectangular array, the normalized beam 

radiation configuration of an evenly lighted rectangular array is: 
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d d
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a e
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a e
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   
 

      
      
      


      

      
      

                                  (5.9) 
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Both N and M are the number of antenna elements in θa and θe magnitude with d spacing 

respectively. During the design process, mutual phase coupling was included so that the pattern 

of radiation will not be weaken and experience an indigent match.  

For a large array, having maximum array proximate to the broad side, the rise plane 

HPBW is approximately: 

                       
1

2 2 2 2 2cos cos sin
h

o x o y o



    


   
  

                             (5.10) 

(θo, ϕo) and (Δθx, Δθy) the main-beam direction and HPBW of the linear broadside array having 

elements number M, N respectively. The amplitude distribution is equivalent to that of the x 

and y-axis linear arrays used for the designing the planar. The E and H-plane HPBW antenna 

pattern are 24.60 and 39.20 by simulation. 

With the dimensions specify in section 5.2, MATLAB has been used to carry out the 

analysis as Figure (5.2) shows the three-dimensional shaded surface z directed antenna 

elements. In Figure 5.2, the three dimensional (3-D) contour surface plots for three (3) planes 

are created for the function values in matrix z-directed antenna element heights above a grid in 

the horizontal and vertical plane defined by the vertical and horizontal. The 3-D plot is defined  

 
Figure 5.2.   3-D shaded surface plot of 8x8 planar array with contour plot of the z-directed 

antenna elements. 
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over a geometrically rectangular grid. The function uses z directed for the colour data as shown  

in Figure 5.2, which is also directly proportional to the height. The z is interpreted as heights 

with respect to the horizontal and vertical plane which is a single-valued function defined over 

a geometrically rectangular grid. 

Figure 5.3 to Figure 5.5 shows the planar phased-array antenna configuration and its 

radiation pattern. The degree of accuracy azimuthally was loosed since the array is square 

arranged on a rectangular grid. Figure 5.3 shows the radiation pattern and the azimuth angle 

which shows the MATLAB simulation plot of the radiation pattern as a function of the angle 

measured off the z-axis for a fixed azimuth angle. Generally, when we increase the element 

spacing allows for better beamwidths (Figure 5.3), but when the element is greater than 0.5λ 

wavelength results in undesired grating lobes as it can be seen in Figure 5.3(c). Hence, the 

separation between feeding points vertically was optimized to avoid unnecessary grating lobes. 

The radiation pattern changes when the beam is not pointing horizontally.  

The right hand side of Figure 5.3 shows the simulated polar plot radiation pattern 

consisting of lobes at various angles: (a) main lobe (lobe that shows the greatest field strength), 

sidelobes (unwanted radiation in undesired direction), and (b) back lobe (the sidelobe in the 

opposite direction of the main lobe). To achieve the objective of smart antenna, which is a 

directional antenna that emits the radio waves signal in one direction, the lobe in another 

direction is bigger nulls out the interference signal along the horizontal plane. This radiation 

pattern falls to zero Figure 5.3 (a) and (b). In Figure 5.3 (c), the element d / λ = 1 wavelength, 

that is why we experience grating lobes. 

The effect of inter-spacing element can be felt on radiated power, in the sense that if same 

currents are applied to the number of antenna element N of an array. The utmost electric field 

strength of this array would be N*E. Where N is the number of antenna’s element, while E is 

the electric field strength of the reference element. The power produced by these currents 

nevertheless fluctuates with the inter-element spacing as the power is determined by the electric 

field come across by the current. Deviation from the element spacing has an impact on the 

electric fields at the element positions and hence on the power produced by the array. 
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(a) For d/λ = 0.1 

 

 

      

 

(b) For d/λ = 0.3 
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(c) For d/λ = 1 

Figure 5.3.   The inter element spacing and polar plot radiation pattern. 

  

      

 

(a) for N=4 at d/λ=0.3 
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(b) for N=16 at d/λ=0.3 

 

       

(c) for N=64 at d/λ=0.3 

Figure 5.4.   Simulation of number of elements and polar plot radiation. 
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 Figure 5.4 shows the shows the simulated number of elements N and the polar radiation. 

As all antennas have directional characteristics, nevertheless they do not radiate power in the 

same way in all directions. These plots Figure 5.4 a-c, show a quick representation of the 

complete antenna response. On the other hand, radiation configurations can be confusing. Each 

antenna user has diverse criteria as well as plotting designs. Each organization has its own 

advantages and disadvantages. The array factor shown in Figure 5.5 consists of a set of N equal 

antenna components adapted to the same track. The signals originated from the elements in the  

 

         

(a) 

     

                          (b)                                                          (c) 

Figure 5.5.   Weighting Simulation (a) Simulation of array factor, radiation pattern versus 

azimuth angle, (b) Simulation of radiation pattern for N = 64, and (c) Simulation of the 

tapering weight and array index. 
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antenna array are multiplied by a complex weight and then added together to produce the phased 

array output. The array factor is a function of the points of the antennas in the array and the 

weights used, as it combines multiple antennas to permit for a greater flexibility in 

communicating with transmitting or receiving signals. 

 One of the advantages of a phased arrays associated with antenna element, is that the 

direction of the main beam can be automatically driven to a specific direction. This was realized 

by adapting the weights assigned to each element, also known as steering vector. Each weight 

is a complex number whose magnitude controls the sidelobe characteristics of the array and 

whose phase steers the beam. The simulated value is given by: 

                                                  
2( , ) sinHPBW I

n
                                                    (5.11) 

 This is maximum at the element N=8 for d / λ = 1 wavelength that is Figure 5.5 (a). The 

highest point of In = 1 of the blue line is found at 300, the designed one is 390.  

 

5.4. End-Fire Antenna Arrays for the Proposed Model 

An end-fire array is a linear array having the peak of its main beam pointing in the same 

direction as the axis of the array [42]. The physical arrangement of end-fire array looks similar 

to that of the broad side array. The magnitude of currents in each element is same, but 1800 out 

of phase between them (currents). This induction of energy differs in each element, which can 

be understood by the diagram shown in Figure 5.6. 

Figure 5.6 and Figure 5.7 shows the arrangement of end-fire array in top and side views 

respectively. There is no radiation in the perpendicular directions to the array’s plane because 

of cancellation. The first and third elements are fed out of phase and therefore cancel each 

other’s radiation. Similarly, second and fourth are fed out of phase, to get cancelled. The usual 

dipole spacing are 0.2λ, 0.5λ, 1.0λ, and 1.5λ. This arrangement not only helps to avoid the 

radiation perpendicular to the antenna plane, but also helps the radiated energy get diverted to 

the direction of radiation of the full array. Hence, the minor lobes are avoided and the directivity 

is increased. The beam becomes narrower with the increased elements. If the spacing between 

the elements are very close to each other, then compactness of construction is feasible. Hence, 

an end-fire array is ideal when compared to other arrays when there is need for high gain or 

sharp directivity in a confined space. 
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For a four-dipole linear array with the element spacing d=0.2λ, 0.5λ, 1.0λ, and 1.5λ (the 

offset in dB is set to zero). The dipole length always equals half-wavelength. The x-axis (the 

antenna axis) corresponds to the zero azimuthal angle. 

The end-fire array of four-half-wavelength dipoles are considered at 0.2λ, 0.5λ, 1.0λ, and 

1.5λ, and their polar plots are shown in Figure 5.8.  It has been observed that the direction of 

the main lobe remain constant despite the fact that there are variation in spacing of the elements. 

The minor lobes are increasing while the main lobe becomes narrower as we increase the 

number elements. Hence, there is increase in directivity. 

End-fire arrays has a uni-directional Radiation pattern. A major lobe occurs at one end, 

where maximum radiation is present, while the minor lobes represent the losses.  

 

 

 

Figure 5.6.   Top view of the dipole array. 

 

 

 

Figure 5.7.   Dipole array side view. 
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(a) d =0.2λ                                           (b) d =0.5λ 

 

           

 

(c) d =1.0λ                                                         (d) d =1.5λ 

Figure 5.8.   Four elements end-fire array. 
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5.5. Broadside Linear Antenna Arrays for the Proposed Model 

The most common mode of operation for a linear array is in the broadside mode. It is 

called a broadside array since the maximum radiation is broadside to the array geometry. As 

the array element spacing increases, the array physically is longer, thereby decreasing the main 

lobe width. The general rule for array radiation is that the main lobe width is inversely 

proportional to the array length [30]. The number of antenna elements have effects on the 

radiation pattern of broadside using half-wavelength dipole. 

From Figure 5.9, there are grating lobes as the number of spacing between the elements 

is increasing i.e. >λ/2. Therefore, inter-element spacing should not exceed λ/2 so as to avoid 

the presence of grating lobes [147].  Practical antenna is often kept close to λ/2. For a 

beamforming applications, the relative displacements of <λ/2 is required. 

   

                                                   (a) d =0.2λ                                                      (b) d =0.5λ 

     

                                                 (c) d =1.0λ                                                         (d) d =1.5λ 

Figure 5.9.   Four elements broadside antenna array with half-wavelength dipole antenna. 
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Figure 5.10.   Broadside array with n identical radiators. 

  

 A broadside antenna arrays are arrays designed to radiate in a perpendicular direction to 

the array’s axis direction. The maximum radiation direction is always orthogonal to the array’s 

plane in accordance to the elements that lie on the plane. Broadside array is always in a ladder 

form and linear.  

 A broadside array is an arranged collinear antenna being made up of half-wave dipoles 

set apart from one another by one-half wavelengths. This antenna produces a highly directional 

radiation pattern that is perpendicular to the plane of the array. The broadside antenna is 

bidirectional in radiation, but the radiation pattern has a very narrow beam width and high gain. 

Path difference = dcosϕ  

 This path difference is normally written in wavelength form as, 

Path difference = d/λcosϕ  

 From the optics, the phase angle is 2π times the path difference. Hence the phase angle is 

given by: 

Phase angle = φ = 2π(path difference) 

2 cos
d

rad  


 
  

 
 

                                                      
2

, cosd


 


 
   

 
                                                      (5.12) 

 But phase shift = β = 2π/λ, so the Equation (5.12) becomes, 

φ = βdcosϕ 
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5.5.1 Properties of Broadside Array 

(a) Major Lobe: In case of broadside array, the field is maximum in the direction normal 

to the axis of the array. Thus the condition for the maximum field at point P is given by: 

        φ = 0 i. e. βdcosφ = 0 

                                                                => cosφ = 0                                                         (5.13) 

       => ϕ = 900 or 2700    

Thus ϕ = 900 and ϕ = 2700 are called directions of principle maxima. 

(b) Magnitude of major lobe: The maximum radiation occurs when 𝜑 = 0. Hence we can 

write: 

|Major lobe| = |
ET

Eo
| = lim

φ→0
{

d
dφ

(sin n
φ
2)

d
dφ

(sin
φ
2)

} 

                                                       = lim
φ→0

{
cos n

φ
2 (n

φ
2)

(cos
φ
2) (

φ
2)

} 

|Major lobe| = n 

where, n is the number of elements in the array. 

 Thus from ϕ = 900 or 2700   and |Major lobe| = n, it is clear that all the field components 

add up together to give total field which is ‘n’ times the individual field when ϕ = 900 or 2700. 

(c) Nulls: The ratio of total electric field to an individual electric field is given by: 

sin
2

sin
2

T

o

n
E

E




  

 The find direction of minima, equating ratio of magnitudes of the fields to zero. 

sin
2 0

sin
2

T

o

n
E

E




   

 Thus condition of minima is given by: 

For φ = 3600 

sin 0
2

n

 ; 

and when φ = 1800, 

sin 0
2

n

  
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Hence we can write: 

sin 0
2

n

  

i.e. nφ/2 = sin-1(0) = ±mπ, where m = 1, 2, 3, … 

Now φ = βdcosϕ = 2π/λ(d)cosϕ 

min

2
cos

2

n
Therefore d m


 



 
  
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min. . cos
2

nd
i e m


   

                                                           
1

min cos
m

nd


   

 
 

                                                    (5.14) 

where n is number of elements in array, d  is the spacing between elements in meter, λ is the 

wavelength in meter, and m is the constant = 1, 2, 3, …Thus Equation (5.14) gives the direction 

of nulls 

(d) Subsidiary Maxima (or sidelobes): The directions of the subsidiary maxima or sidelobes 

can be obtained if sin 1
2

n
 

  
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is not considered. Because if 
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n
 
 , then sin 1

2
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  which is the 

direction of principle maxima Hence we can skip 
2 2

n
 
   value. Thus, we get: 
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Now φ = βdcosϕ = (2π/λ)dcosϕ, Hence equation for φ can be written as: 
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 where m = 1, 2, 3, … 
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1 (2 1)
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d




  
   

 
                                                            (5.15) 

 The Equation (5.15) represents the directions where certain radiation which is not 

maximum. Hence it represent directions of subsidiary maxima or sidelobes. 

(e)         Beamwidth of major lobe: The beamwidth is the angle equal to twice the angle between 

first null and the major lobe maximum direction. Hence the beamwidth between first nulls is 

given by: Beamwidth between first null (BWFN) = 2 x γ, where γ = 900-ϕ, But 

1

min cos
m

nd


   

  
 

 where m = 1, 2, 3, …, Also 900-ϕmin = γ i. e. 900-γ = ϕmin, Hence 

0 190 cos
m
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
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Taking cosine of angle on both sides, we get, 

 0 1cos 90 cos
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                                                          sin
m

nd


                                                             (5.16) 

If γ is very small, then sinγ can be substituted as γ in Equation (5.16). We get, 

                                                                      
m

nd


                                                        (5.17) 

For the first null, i.e. m =1, 

nd


    

2
2BWFN

nd


    

 But nd≈(n-1)d if n is very large. This nxd indicates the total length of array in meter. This 

is denoted by L. 

                                               
2 2

BWFN rad rad
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
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 
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                                               (5.18) 

Converting BWFN in degrees, we can write: 

                                          
114.6 114.6

degBWFN rees
LL





 
 
 
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                                           (5.19) 

Now the half power beam width (HPBW) is given by, 
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Expressing HPBW in degrees we can write: 

57.3
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L
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 
 
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(f)      Directivity: The directivity in case of broadside array is defined as, 

                GDmax =
Maximum radiation intensity

Average radiation intensity
=

Umax

Uavg
=

Umax

Uo
                                    (5.20) 

Where, Uo is average radiation intensity which is given by, 
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From the expression of ratio of magnitudes we can write: 
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E
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  

or 

T oE n E  

for the normalized condition, let us assume Eo = 1, then |ET| = n, Thus field from array is 

maximum in any direction of 𝜃 when φ = 0, hence normalized field pattern is given by: 
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Hence the field is given by: 
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where φ = βdcosϕ. The Equation (5.20) indicates array factor, hence we can write, the electric 

field due to n arrays as: 
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Assuming d very small as compared to length of array, we can approximate 
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Substituting value of E in Equation (5.21), we get, 
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Let z = n/2βdcosθ 
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Also when θ = π, z = -n/2βd, and when θ = 0, z = ±n/2βd 

Rewriting above equation we get: 
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For large array, n is large hence nβd is also very large (assuming tending to ∞). Hence rewriting 

above equation: 
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Interchanging limits of integration, we get: 
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By integration formula: 
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Thus using this property in above equation we can write: 
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From Equation (5.20), the directivity is given by: 
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maxD
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But Umax = 1 at ϕ = 900 and substituting value of Uo from Equation (5.22), we get: 
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The total length of the array is given by: L = (n-1)d≈nd, if n is very large. Hence the directivity 

can be written in total length form of the array as: 

max 2D

L
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 
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5.5.2 Directivity control 

 Large antennas are problematic during fabrication and difficult to manoeuvre because of 

their large structures, but are directional in relative to a wavelength. An additional problem is 

that the antennas rarely offer as much freedom as we would like in shaping the precise 

parameters of the radiation patterns, for instance their directivity and side-lobe characteristics. 
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 An attractive way around these limitations is to design arrays of small, simple elements, 

such as dipoles. By locating and feeding respective element correctly, large directivities could 

be achieved, despite when the radiation pattern of each element (alone) is relatively poor. 

Furthermore one can change the direction of maximum radiation by changing the phases of the 

feed voltages (electronic beam steering). The beam-steering mechanism (scanning array) [80]. 

 Three major factors must be considered when controlling the directivity of an antenna 

arrays: (a) geometry, (b) phase factor, and (c) number of array elements. Consequently, 

broadside and end-fire arrays can be controlled either by element spacing or by relative phases 

of the fed voltages. Broadside arrays generate their maximum radiation perpendicular to the 

array axis. On the contrary, an end-fire array directs its main lobe along the array axis [80]. 

 

5.6. Conclusions 

The consideration of smart antenna system using an 8 x 8 planar phased-array antenna 

offers the synthesis of a needed beam pattern which is not obtainable with a single patch 

antenna element. In this research work, a high performance planar phased-array antenna has 

been designed using an 8 x 8 square grid of z-controlled antenna monopoles with a length of 

0.482λ. The considered element spacing is 0.315λ and the average directivity of 22.0 dBi. 

Using a planar phased array antenna yields various, concurrent readily obtainable beams. 

These beams can have high gain directivity, optimum side lobe suppression, and beam width 

controlled. Planar phased array antenna can automatically adjust the array pattern to optimize 

some typical features of the received signal i.e. phases and amplitudes. These multiple beams 

formed by planar array antenna are steered by means of electronic control. 
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CHAPTER 6 

Spatial Signal Processing and Adaptive 

Beamforming Algorithms for Smart Antenna 

Arrays  
 

The effective design of smart antennas is normally determined by the selection and 

performances of the adaptive beamforming algorithms used for radiation diagram adaptation 

and adjustment to the specific scenario of incoming signals dynamically. Spatial filtering of 

desired signals and provision of higher Signal to Interference plus Noise Ratio (SINR) in smart 

antenna arrays are necessary in order to achieve improvements of the transmission quality and 

the wireless communication systems capacity [60]. Three types of beamforming algorithms 

are:  

(a) Estimation of Angle Of Arrival (AOA) algorithms (MUSIC and ESPRIT),  

(b) Blind algorithm, and 

(c) Non-blind algorithms (maximum likelihood and minimum variance distortionless            

response). 

 

6.1 Spatial Signal Processing for the Smart Antenna Arrays 

To realize smart antennas necessity with wide-band in wireless communication systems, 

three main approaches are fundamental, (a) space-time signal processing, (b) spatial-frequency 

signal processing (filtering of signals that overlay with noise in space and frequency), and (c) 

spatial signal processing (beamforming). 

Using a spatial signal processing, the signals received are first converted to base band 

and then sampled. One of the advantages of spatial signal processing is that wideband 

beamforming can be successfully performed without tapped-delay lines or frequency filters. 

This can also be referred as wideband spatial beamformer. 

 

6.1.1   Introduction of Smart Antenna 

Figure 6.1 consists of an array of antenna elements (N). The output y(t) is a summation 

of multiplication of signals from each antenna elements and the complex weight. 
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Figure 6.1.   Antenna array system. 

The output y(t) in Figure 6.1 is written as [46, 55, 132] 

                                                      *( ) ( )
1 1

1

N
y t w x t

i

 


                                                         (6.1) 

where * represents the complex conjugate and used to solve mathematical symbols in Equation 

(6.1). The weights of systems array can be represented using a vector sign and written as: 

                                                 , , ,
1 2

T
w w w w

N
 
 

K                                                        (6.2) 

Superscript T represents the transpose operator [103]. The signals on the elements are 

expressed as [148]: 

                                                   1 2( ) ( ), ( ), , ( )
T

Nx t x t x t x t K                                               (6.3) 

Adaptive array processing output of the system is [90, 92, 103]: 

                                                                 
Hy(t) (t)w x                                                       (6.4) 

minimize output power dependent on look-direction control [129]: 

Hc(t)  w  

The output power of the array at any time t can be expressed as the square of magnitude 

of the array output, i.e., 

                                                         
2

P(t) = y(t)                                                                 (6.5) 

*= y(t)y (t)  
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P(t) can be written as Equation (6.6) if y(t) is substituted in Equation (6.4): 

                                                         
H HP(t) = w x(t)x (t)w                                                     (6.6) 

Modelling of vector x(t) equal to summation of vector entries as zero, the mean output 

power for a specified w of the system array is achieved by taking conditional expected value 

of x(t) 

H HP(w) = E w x(t)x (t)w    

H H= w E x(t)x (t) w    

                                                                H= w Rw                                                              (6.7) 

Assuming we have a wanted signal in the presence of unwanted interference and random 

noise, we can write xS(t), xI(t), and n(t) as the signal vector due to the desired signal source, 

unwanted interference, and random noise, while yS(t), yI(t), and yn(t) represents the output 

components of signal, interference, and random noise.  

The inner product of the weight vector with xS(t), xI(t), and n(t) can be expressed as: 

                                                          
H

s sy (t) = X (t)W                                                          (6.8) 

                                                          
H

I Iy (t) = X (t)W                                                          (6.9) 

                                                       
H

ny (t) = (t)W n                                                            (6.10) 

The array correlation matrix as a result of the signal source is expressed in Equation 

(6.11), while that of the unwanted interference signal is written as Equation (6.12), and the 

array correlation matrix for the random noise can be expressed as Equation (6.13) respectively: 

                                                         H

s s sR = E x (t)x (t)                                                      (6.11) 

                                                       H

1 1 1R = E x (t)x (t)                                                         (6.12) 

                                                         H

nR = E (t) (t)  n n                                                     (6.13) 

From Equation (6.7), the mean output power Ps, PI and Pn for the signal source, unwanted 

interference, and random noise, can be expressed as: 

                                                            
H

s sP = RW W                                                        (6.14) 

                                                            
H

I IP = RW W                                                        (6.15) 

                                                            
H

n nP = RW W                                                        (6.16) 

From Equation (6.15) and (6.16), we have: 

                                                               PN = 𝐰HRI𝐰 + 𝐰HRn𝐰                                                 (6.17) 
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                                                                    = 𝐰H(RI + Rn)w                                                         (6.18) 

where PN represents the mean output power noise of the system array and noise array 

correlation matrix 

                                                             1N nR R R                                                            (6.19) 

where RN represents the noise array correlation matrix. 

From Equation (6.18), PN can be written as Equation (6.20) in terms of Rn  

                                                                       PN = 𝐰HRnw                                                             (6.20) 

The ratio of (Ps) to (PN) at the output of the array system is called signal to noise ratio 

(SNR), and is written as, 

                                                         
s

N

p
SNR

p
                                                                 (6.21) 

From Equation (6.14) and (6.17), we have: 

                                         
H

s

H

n

R w
SNR =

R w

w

w
                                                                         (6.22) 

 

6.1.2   Preliminaries of the mathematical signal processing array model 

Assuming a uniform linear antenna array system of N units having an omni-directional 

antenna elements with half wavelength distance. The mathematical expression of the received 

signal by this narrowband antenna element array at any time k is [36, 149]:  

n n nz (k) = x (k) + j(k) +q (k)  

                                                          n n= (k) x + j+q                                              (6.23) 

where xn(k) represents the Nx1 signal vector, j(k) denotes the Nx1 interference signal’s vector, 

and qn(k) represents the noise vector output of the array. The received signals in vector form 

can be represented as: 

 
T

n n11 n1L nN1 nNLz (k) = z …z (k)…z (k)…z (k)  

If the required signal, interference and noise are statistically independent, then the desired 

signal can be expressed as [36]: 

                                                                       Zn(k) = Zn(k)as                                             (6.24) 

where z(k) is the preferred received signal waveform, as is the steering vector connected to the 

spatial signature and if substituted in Equation (6.23), it becomes the oriented vector. The 

beamformer output for the narrowband is written as [36]: 

                                                                z(k) = KHN(k)                                                     (6.25) 
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The beamforming algorithm for the weight vector (K) is (k1, k2,…,kx)
T , where k, (.)H, and  

k(t) are the Kx1 beamformer complex weight vector of the array, the Hermitian transpose, and 

the kx1 array shot vector respectively. The signal output for the SINR beamforming problem 

is [36]: 

                                                           
P

SINR =
N +1

                                                           (6.26) 

where P, N and I are the array output signal power, noise power output of the array signal, and 

the interference power, respectively. 

The fundamental issue is the interference (I), taken at a point source  𝑥 ∈ ℝ𝑘 expressed 

as [36]: 

                                                              ( ) ( )y y

y

I x p h x y


  l                                         (6.27) 

where k     set of all receiving signals, py is the power received by the signal y, hy is the 

fading coefficient of the signal power, and l  the path loss function. We assumed ‖𝑥 − 𝑦‖ to 

depend on the distance  from the antenna element y to another point of antenna element x. 

Therefore,                                           

                                                         
H

s

H

i+n

w R w
SNR =

w R w + I
                                                  (6.28) 

Hence, SNR 

                                                                   
 
 

H H

H

w E x(k)s (k) w
=

w E ε w + I(x)
                                   (6.29) 

Hence,  

                                 SNR    
   

( ) ( )

( ( ) ( ))( ( ) ( ))

H H

H H

y y

y

w E x k s k w

w E j k n k j k n k w p h x y



    l

                 (6.30) 

 E{x(k)xH(k)}, and E(ε) are the desired signal, while  y y

y

p h x y


 l , is the 

fundamental issue of the interference power taken into consideration for this work, 

respectively, E{•} is the statistical expectation [7, 103, 148, 149]. Considering an extensive 

wireless system, , hy, and Py are the unknowns. The interfering signal points and the path loss 

can control the interference to the first order. The covariance matrix of the corresponding 

desired signal in Equation (6.28), can be of an arbitrary rank as shown in reference, i.e. 

1≤rank{Rs}≤M. rank{Rs}˃1 for signals that have randomly fluctuating wavefronts. This might 

occur frequently in wireless communications. For a point source signal, Rs = 1. From Equation 
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(6.28), Ri+n is known as the interference plus noise covariance matrix. The substitution of Ri+n 

using the covariance matrix for the data sample as in [36, 149].  

                                                   

n
H

i i

i=1

1
ẑ = y (x)y (x)

n
                                                         (6.31) 

 where n in Equation (6.31) is the number of samples of training data. 

 

6.1.3   Array Signal Processing Model 

Consider a plane wave signal for random antenna array as in Figure 6.2 receives signal 

in the direction ˆ ( , )rs   , the analytical signal of the plane wave signal is: 

                                                   
jωtx(t) = y(t)e                                                          (6.32) 

where x(t) is the signal along the plane wave, y(t) is the signal along the base-band or the real 

signal, and ω is the frequency carrier, and t is the measured time respectively. q1, q2, qi, and qm 

are the antenna elements in Figure 6.2. Taking the real part of the analytical signal, the real 

signal r(t) is written as: 

                                                  r(t) = Re x(t) = y(t)cos(ωt)                                              (6.33) 

The mathematical correlation between the Phasor-form signal b(t) and the analytical 

signal a(t) can be written as: ( ) ( )j tx t Xe X y t   . The power of r(t) is 
21

r(t) - z(t)
2

 

 
 

Figure 6.2.   System coordinate signal for the random antenna array. 
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The phasor-form signal for the r(t) can be expressed as: 

 
1 1

E s(t)s*(t) = SS*
2 2

 

The Phasor-form signal “s is a function of (x, y, z) and t” and also a complex quantity. 

Mathematically, 

S = s(x, y, z) and s = s(t). 

Characterization of antenna element’s time domain can be normalized by the impulse 

response. Fast transient pulses are responsible for antenna-excitation in time domain systems. 

Firstly, we have considered the impulse and frequency response of the system. The impulse 

response and k(t) relates the antenna elements to the plane wave signal z(t). The input to the 

system is z(t), while the antenna elements act as the output q(t). From the convolution integral, 

                            ( ) ( ) ( )q t k z t d  




                                                                  (6.34) 

Using the convolution operator , Equation (6.34) is: 

( ) ( ) ( )q t k t z t   

If the system is excited by δ(t), i.e. the Dirac impulse, then 

                                                           ( ) ( ) ( )q t k t z t  = ( )k t                                            (6.35) 

                                                         ( ) ( , )i iq t f k                                                         (6.36) 

where fi(θ,ϕ) is the radiation pattern for the ith antenna element [27], δk is the Dirac impulse 

response changes with K= ( )it  , where 

         
ˆ( ( , ))i r

i

q s

v

 


 
                    

and v is the propagation speed. Hence the impulse response (IR) of the antenna elements in 

relation to the signal plane wave z(t) is: 

                                ˆ( ( , ))
( ) ( , ) i r

i i

q s
q t f t

v

 
  

  
  

 

                               

i = 1, 2, … N, where N is the total number of antenna elements in the array and t is the reference 

time of the coordinate system. If the radiation patterns of the system is isotropic, fi(θ,ϕ) will be 

equal to one, and 

                ˆ( ( , ))
( ) ( )i r

i i

q s
q t t t

v

 
  

  
    

 
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Signal received at the ith elements will be: 

 ( ) ( ) ( ) ( )i i iz t k t s t n t                                                   

                                        ˆ( ( , ))
( ) ( )j ti r

i

q s
t s t e n t

v

 


  
    

 

 

                       
ˆ. ( , )

( ) ( )i rjkp aj t

i is t e e n t
     

                 
ˆ. ( , )

( ) ( )

( ) ( )

i rjkq s

i

i

z t e n t

s t n t

 
 

 
                                       

where ni(t) is the noise in the antenna array elements. Hence, signal array vector received by 

the antenna elements is: 

      q = s + n 

                                                                     =s(t)b + n                                                       (6.37)                               

where 

                                                         q = 

1

2

( )

( )
,

( )N

q t

q t

q t

 
 
 
 
 
 

M
b = 

1

2

ˆ. ( , )

ˆ. ( , )

ˆ. ( , )

,

r

r

m r

jkq s

jkq s

jkq s

e

e

e

 

 

 

 
 
 
 
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M
n = 

1

2

( )

( )

( )N

n t

n t

n t

 
 
 
 
 
 

M
                 

If there are sets of signals k, ( ) ( ) j t

j jx t s t e  entering the system in the direction (θj, ϕj), 

j = 1, 2, …, k, the array signals received is the array signal vector received by the antenna 

elements in Equation (6.36): 

        𝒒 = 𝒔 + 𝒏 

                                                                          = 𝑠1(𝑡)𝒃𝟏 + 𝑠𝟐(𝑡)𝒃2 + ⋯ + 𝑎𝑘(𝑡)𝒃𝑘 + 𝒏 

                                                        1 2 1 2[ , ,... ][ ( ), ( ),... ( )]T

k kb b b s t s t s t n   

             = 𝑩𝑎 + 𝒏                                                     

where  
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22 1 1 2 2 2

1 1 2 2
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jkq sjkq s jkq s
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a k
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e e e

e e e
B b b b

e e e
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1

2
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( )
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s t
s
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 
 
 
 
 
 
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Figure 6.3 shows a uniform linear antenna array having an equal inter-element spacing 

d, taken the first element from the origin, we can have the matrix B in the form of:   

                            

 
1 1 2 2

1 1 2 2

sin cossin cos sin cos

(2 1) sin cos(2 1) sin cos (2 1) s

1

n co

2

i s

  ,  ,  ,  

1 1 1

k k

k k
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jk m djk m
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d jk m d

e e e
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B b b b
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Figure 6.3.   Inter-element spacing for uniform linear array. 

 

 
Figure 6.4.   Gain versus SNR for the designed smart antenna element. 
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The average array gain when the signal direction is uniform at [-0.1  0.1] is studied in 

relation to the SNR in Equation (6.28). The result is shown in Figure 6.4. The total antenna 

elements considered for the simulation of the array gain is 16, while the sigma range [-

0.1:1/1000:0.1]. For the 4 dB points observed in the simulation, when         INR = 10 dB, it has 

an optimum gain of 18 dB and SNR of 6 dB, while for INR of 12 dB, its optimum gain is 29 

dB while its SNR is 8 dB, and for INR of 12 dB, optimum gain is 39 dB and SNR is 14 dB. 

 

6.2 Wideband Beamforming 

In wideband beamforming, generally two techniques are used for the signal processing 

analysis. (a) Time-Domain (TD) processing, and (b) Frequency-Domain (FD) processing. 

These methods can generate frequency invariant beam patterns for wideband signal. One of the 

advantages of frequency-domain approach over the time-domain for signals with large 

bandwidths is the computational approach. Figure 6.5 shows the simulation of a frequency 

invariant beam-pattern in the normalized frequency band of fractional bandwidth of 120%.  

Some of the advantages of frequency invariant wideband beamforming are: (i) faster 

convergence speed and (ii) lower computational complexity. The effective approach to solve 

the blind wideband beamforming problem is the frequency invariant beamforming technique. 

In general, processing of array signal is useful in detection and elimination of difficulties being 

encountered when a desired signal is taken, interference and noise may likely occurs. The 

bandwidth ratio to centre frequency of the narrowband incoming signal is ≤ 1%. Wideband 

applications are recommended in the work for fractional bandwidth up to 100-150%. 

 

 
 

Figure 6.5.   Frequency invariant wideband beamforming pattern. 
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6.2.1   Broadband signal beam pattern 

 The source of an antenna array system can be modelled in a wideband manner and 

potentially non-stationary random process. Assuming a discrete aperture of an array of N sensors 

in which the wave field is sampled in space and time. Assumed in the direction of θ0, the source 

lies on the plane of the array, and plane wave impinged signal on the array. For a broadband 

signal (for the plane wave), response to this signal from the plane wave will characterize the 

beampattern for broadband signal of the array. Therefore, nth sensor output modelled at time t 

is x (k)=δ[k-τ (θ )],
n n o

 where n = 1, 2, …, N,  xn(k) is the output sensor n at time k, 

and δ(k) is the corresponding of n = 1, 2, …, N signal that processes distinguishing source 

signal, τn(θ0) is the time propagation from the signal source to sensor n, while θ0 is the direction 

of signal of the source [150]. The output noise power and output signal power for the array is 

mathematically expressed as [36]: 

                                             

   
    2 2

22

1

H Tp E y y w E x x w
x x
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i
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 



  

   

 


                (6.38)               

Therefore, SNR for the sensors will be [73]: 
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
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From Equation (6.38): 
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Figure 6.6.   Simulaed results for the propsed antenna array gain and SNR. 

 

Equation (6.39) is achieved using Schwarz inequality. Hence, (p = E{s·(t)s(t)} where p 

is the baseband signal power. Therefore, 
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From Equation (6.39):  H TP w E x x w =  H Tw E xx w

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Hw R w

xx

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Rxx is the data correlation matrix if the average values of 1 1( ), ( ),..., ( )Nx t x t x t  are zero. 

The data correlation matrix can be used to analyze wave propagation. 
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6.3 Spatial Techniques of Antenna Arrays 

A smart antenna is spatially sensitive and has inherent intelligence to create a beam with 

high gain in the preferred direction. It can change the beam pattern actively and can find and 

track the users as necessary. Higher degrees of freedom can be achieved in smart antenna 

design system using a spatial processing, which improves the performance of smart antennas 

[30]. Various signal processing applications are employed for estimating some parameters or 

the whole waveform of the received signals. 

 

6.3.1   Spatial Smoothing Technique 

Spatial smoothing processing of antenna arrays is one of the conventional methods for 

improving Multiple Signal Classification (MUSIC) algorithm [151]. This method makes the 

algorithm to work even in existence of coherent signals. Among the recommended methods to 

de-correlate coherent signals, spatial smoothing is one of the effective techniques, widely use 

in wireless communication systems. This technique has been established on a preprograming 

structure that distributes the entire array into corresponding subarrays, and then find the 

arithmetic mean of the subarrays output covariance matrices. This resulted in spatially 

smoothed covariance matrix [28-30]. 

 

6.3.2   Spatial filtering 

Spatial sampling in one dimension which can be written as: 

                                     
( , ) ( ) ( )
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

 

  
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
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If we can design w so that we have a spatial filter for direction j  

  (0)o o

j iw w     
v v

 

for i j   

Aperture is a spatial region that transmits or receives propagating waves. For space-time field 

through aperture: 

       ( , ) ( ) ( , )z x k x f x k
v v v

                                             

Spatial domain multiplication is a convolution in wavenumber domain  

                                          
3

1
( , ) ( ) ( , )

(2 )
z k W k l F l dl 






 

v v v v v
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Figure 6.7.   Beam pattern array aperture and their corresponding angles. 
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where ( )W k l
v v

 is the spatial FT of w, 

          ( , )F l 
v

 is the spatiotemporal FT of f,  ( ) ( )exp .W k w k jk x dx 

v v v v v
 

             ( )W k
v

=aperture smoothing and ⊗ =Mathematician’s FT 

 

For plane wave,  

                                  
( , ) ( )
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Smoothed in wavenumber space: 

                    3
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One of the elements that determines the performances of an array is beampattern [79]. 

Here we have developed the beam patterns for a uniformly weighted linear array. 

 

6.4  Delay-Sum-Beamforming Technique 

Delay-and-sum beamforming method [129] is a conventional methods for DOA 

estimation of array of antenna signals also known as classical beamformer, having equal 

magnitudes in weights [30]. The ideology behind delay and sum beamformer is that if a 

uniform linear array is being used, then each sensor output will be the same, with the exception 

of each one delaying by a different amount. So, if there is appropriate delay in output of each 

sensor, then we add all the outputs together the signal that was propagating through the array 

will reinforce, while noise will tend to cancel.   

The selected array phases are steered in a specified direction, called the look direction or 

the main lobe [60]. In the look direction, the source power is equivalent to the mean output 

power of classical beamformer driven in the look direction. Consider a sensors of M positioning 

at 1Mx x o

r r
K . If the phase center is put at the origin, the proposed model can be expressed as 

[36]: 

1

0

0
M

m

m

x





vv

 

Its delay-and-sum beamforming can be found as: 
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wm: weight on signal, m ⇒ shading = apodization 

Delay-and-sum on vector form 
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Delayed signal: 

( ) ( ) mj

m m my t y t e
 

   

Let us consider the Monochromatic plane waves, 

                     0( , ) exp ( . )of x k j k x  
rr r

                                   

                   ( )os k x  
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where ( ) exp( )os k j k  

For a plane wave, the delay-and-sum beamformer response is 

1
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Where the discrete aperture smoothing function is  

                                     

1

( ) exp( . )
M

m m

m o

W k w jk x





r r r

 

From Equation (3.18) using the array factor, this can be applied to delay-and-sum 

beamformer. Assuming we have J as our space, the beam pattern can be: 
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  . Assuming we have an M equally spaced of linear antenna array units of omni-

directional antenna, and the inter-element spacing along the x-direction is d. The spatial 

aliasing exist if x is relative to λ. If the plane wave for a uniform linear array is changed from 

the plane wave considered before to a monochromatic plane, its response delay-and-sum 

beamformer tuned to 
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 can be expressed as: 
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The beam patterns for the uniform array are illustrated in Figure 6.8. 



125 
 

 

 
 

(a) 

 

 

 
(b) 

 

 

 



126 
 

 

 
(c) 

 

 

 
(d) 

 

 



127 
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(f) 

Figure 6.8.   Beam patterns and the uniform linear array. Beam pattern evolution for 10-

element non-uniform linear array and -25 dB sidelobes. (a) first iteration; (b) third iteration; 

(c) fifth iteration; (d) seventh iteration; (e) ninth iteration; (f) tenth iteration. 
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6.5  Direction Of Arrival (DOA) Approximation 

Some optimum beamformers need the DOA information to control the optimum weight 

vector. Smart antennas performance and optimization depends on the idea that the DOA of 

desired signal is recognized to the system. The DOA of signals must match the phase delay 

variances of signals at the outputs of receiving antenna array elements to avoid loss of signals. 

The level of uncertainty in determining DOA depends on array geometry, parameters, and 

characteristics of the array sensors. 

The array of interest is presumed to comprise of N isotropic elements that receive 

directional signals from the far field. All propagating signals are modelled as narrowband. The 

DOA of a signal is mainly calculated by using sensors or arrays of antenna [36]. The DOA 

estimation process are described in detail for uncorrelated signal sources. In Figure 6.3, the 

direction of signal from the received signals can be estimated using the following description: 

the set of incoming signal direction is θ1, the elements N of the antenna array are in a linear 

equispaced. Here, the number of incoming signals are unknown, likewise the direction and the 

amplitude. The signals are normally corrupted by noise. Let the number of the unknown signals 

be M, M<N, and with the assumption of white Gaussian noise, 

( )x v n   

where x is the length of N vector of the received signals, 
1, ,

T

p     K is the set of 

parameters, and v is a known function of parameters, 
1var( )p ppJ   
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 


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where J is known as the Fischer Information Matrix. Single signal corrupted is written as: 

𝑥 = 𝛼𝒔(𝜃) + 𝒏                   

where s is the direction-finding vector of the signal, n is zero mean Gaussian with covariance 
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Therefore, CRB estimation problem for the DOA is: 
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                2

2 2 2 2

6

( 1)( ) sinN N kd



 




 

Equation (6.40) gives the derivation for the estimation of some optimum beamformers 

that need the Direction of Arrival (DOA) information to control the optimum weight vector. 

The performance and optimization depends on the idea that the DOA of desired signal is 

recognized to the system. 

 

6.6 Deterministic Beamformer 

Adaptive algorithms proposed for beamforming are the Howells-Applebaum adaptive 

loop. If an array consist of M as odd antenna elements evenly spaced along the x-axis, centered 

at the origin, with spacing d. The twist here is that each element, instead of being a point, is 

actually a small linear segment of length L along the x-axis (where L<d, so the segments don’t 

overlap), centered at the element locations. The wave number-frequency response of the 

resulting filter and sum beamformer can be found if the sensor delays are adjusted to steer the 

beam to look for plane waves propagating with a slowness vector
v

. We have observed a 

space-time field mth sensor position, . ( , )m mx f x k
v v

, our sensors can only gather energy over a 

finite area, indicated by the (spatial) aperture function ( ). ( , ),x f x k
v v

is the field values. 

Therefore, 

0 inside aperture
ω(x) =

= 0outsideaperture





v
 

where ym(t) is the sensors output. If sensor is perfect, m my = κf(x ,k)   

Directional sensors have significant spatial extent. They spatially integrate energy over 

the aperture, i.e. they focus a particular propagation direction. e.g. parabolic dish. They are 

described by the aperture function, ( )x
v

, which describes: (a) spatial extent reflects size and 
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shape, (b) aperture weighting: relative weighting of the field within the aperture (also known 

as shading, tapering, apodization). For places where ( ) 0x 
v

, we sometimes get to pick ( )x
v

 

called aperture weighting, or apodization, shading, or tapering. 

 

6.7 Uncorrelated Signal Sources Estimation 

The DOAs estimation of the uncorrelated signal sources must be estimated in the first 

instance. Let us consider a group of coherent sources equivalent to a virtual source. The Eigen 

decomposition can be expressed as [79, 148] 

H H H

s s s n ns n
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The Eigen vector matrix (Q) can be partitioned into noise subspace (Qn) and signal matrix 

(Qs), columns M of Qs » signal Eigen values of M, N-M columns of Qn » noise Eigen values 

The m-th signal Eigen value is written as 

22 2

m mN       

By orthogonality, Q and Qs is ⊥ (perpendicular) to Qn. Hence, noise Eigen vectors are ⊥ 

to the steering signal vectors. The Eigen values for the uncorrelated sources is shown in Figure 

6.9. 
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Figure 6.9.   Eigen values for uncorrelated sources. 

An array of ten omnidirectional sensors/antennas that involves three linear subarrays are 

used. The first subarray involves of four sensors that has an inter-element spacing of: (i) 0.42λ, 

(ii) 0.53λ, and (iii) 0.32λ, where λ is the signal wavelength. The plot shown indicates that the 

beamformer can be steered to the desired direction of the main beam. The plot also shown the 

simulation results when the interference signals are coming from different directions. 

 

6.8 Adaptive Beamforming: An Excellent Performance for Smart 

Antennas in Wireless Communication Systems 

A smart antenna arrays system geometry Figure 6.10 comprises of uniform linear antenna 

array M at the cellular sites.  The adaptive beamforming algorithms of the array adjust the 

amplitudes current by the complex weights. The array output beam pattern is optimized by the 

algorithm so as to produce the radiated power in the directions of signals of interest and put 

nulls in the direction of co-channel interference. With beamforming algorithms, antenna arrays’ 

weight are adjusted to generate adaptive beam so as to locate corresponding users dynamically 

and concurrently reduce any interference coming from other consumers by putting nulls in their 

respective directions [14]. In this work, the LMS and RLS algorithms results have been 

evaluated for their convergence rate and beamforming. The performance of null steering such 

as: beamwidth, null depths and maximum sidelobe level has been examined and computed. 

Here, m1, m2, and m3 are the number of antenna array elements used for the analysis 

respectively. While w1, w2, and w3 are the weights of the beamforming antenna array elements. 

Also, the α is the direction of arrival of signals on the antenna arrays. 
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Figure 6.10.   Uniform linear array (M) geometry. 

 

6.8.1   Adaptive beamforming algorithm 

Adaptive beamforming is a process by which an adaptive spatial signal processing are 

performed on array of antennas. By the addition of the signals weights constructively in the 

preferred direction of signal, adaptive beamforming technique creates radiation pattern on 

antenna array thereby nulling pattern in the unwanted direction that is interference [25]. These 

arrays are antennas in the smart antenna context. Adaptive beamforming are normally used to 

achieve spatial selectivity at transmitting and receiving ends.  

The adaptive beamforming is a combination of several antenna elements inputs from the 

antennas array using the signal processing capacity to produce a narrow beams so as to allow 

certain frequency range for separate users within the cell at a particular point in time. To 

improve a system capacity, one of the factors to consider is to suppress the co-channel 

interference. This can be achieved through the implementation of adaptive beamforming. 

Hence, system immunity to multipath fading is improved. To achieve a better SNR through 

adaptive beamforming, each antennas weights are varied in the array.  
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Adaptive beamformer is a device that has the capacity to filter out signals that are located 

in the frequency band but separated in the spatial domain; separating a desired signal from 

interfering signals. 

Adaptive beamforming algorithm can be used to track non-stationary channels, and smart 

antennas users in a wide angle spread environment when there are random variations in both 

eigenvalues of the autocorrelation matrix of the received signal [57]. It has the capacity to 

operate in any of the block mode or recursive mode approximation. In block approximation 

mode, the input data stream is arranged in the form of blocks of the same length (duration), and 

the current weight vector G(i) is in sync on a block-by-block basis. In recursive approximation 

mode, conversely, the tap weights of spatial processor are updated on a sample-by-sample basis 

[25], [44], [52-53]. An adaptive solution which minimizes the cost function is 

1 ( )
2

i i iG G j G


     

where μ is the convergence factor which controls the rate of adaptation, and 𝛻𝑗(𝐺𝑖) is the 

gradient of a function H(ρ) which is  given as 

2
( ) ( )H B   

 
 

where τ(ρ) is the a priori estimation error defined by  

𝜏(𝜌) = 𝑑(𝜌) − 𝑮𝐻(𝜌 − 1)𝒓(𝑘) 

The function H(G) is the cost function which describes the error performance surface. 

 

6.9 Signal Modelling Formulation for the Adaptive Beamforming 

Figure 6.10 comprises of linear array of M antennas (uniform), Sm(u) signal source with 

k narrowband from signal of interest directions (α1, α2, …, αk,), and interferers from directions 

(α1, α2, …, αI) as it receives source signals Si(u) of narrowband I. At specific time, u = 1, 2, …, 

J, where J is the sum of time taken. Mathematically, the desired users signal vector Xn(v) can 

be written as [15].  

                                           𝐗n(u) = ∑ 𝐪

N

n=1

(αn)Sn(v)                                                                       

αk (array response) can be written as:  

𝐪(αn) = e[i(k−1)φn]v
                               

𝜑𝑛 (electrical phase shift) is: 
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                                        2 sin( )n n
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From Equation (1), Xn(v)  

                                        Xn(v) = An S(v)                   

Xn(v) direction vectors 

                                         An = [q(α1), q(α2),…, q(αk)]       

S(v) waveform vector is written as 

                                         S(v) =[s1(v) s2(v) ..   ..  sk(v)]V                                                                  

The interference users signal vector XI(v) is 

                                         XI(v) = AIi(v)    

                                         AI = [q(α1), q(α2), … , q(αI)]      

The interference users’ source waveform vector defined is 

                                        I(v) =[i1(v)  i2(v) ..  .. iI(v)]V                                                                       

Combining XI(v), AI, and I(v) from above, we have 

𝐱(v) = qo𝐒(v)[q1 q2  ⋯ qN] ∙ [

𝐈1(v)

𝐈2(v)
⋮

𝐈N(v)

] + 𝐧(v) 

Where [

𝐈1(v)

𝐈2(v)
⋮

𝐈N(v)

] is our reference correlation vector and 𝐈N(v) is the Lx1 correlation for the nth 

antenna element [103]. Hence, 

  X(v) = Xk(v) + n(v) + XI(v)                                                                         

Its covariance matrix is expressed as 

                                                    𝐑 𝑘+1 = E{𝐗𝐾+1(v)𝐗𝑘+1
H (v)}                                          (6.41) 

To approximate Equation (6.41), averaging process over D snapshots taken from signals 

that are incident on the antenna array leads to form a spatial correlation matrix 𝐑 𝑘+1 given by 

[149]: 

                                 𝐑 𝑘+1 = 𝑫−𝟏 ∑ 𝐗(d)𝐗𝑘+1
H (d)

𝐉

d=1

                                                                

                                   𝐑 = 𝐀k𝐑ss𝐀k
H + 𝐧(k) + 𝐀I𝐑ii𝐀I

H                                                          

The summation of the array antenna in direction α, Figure 6.10 is given as: 

(2 )
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M
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The output of the narrowband beamforming is [152]: 

                                      Y(v) = 𝐖H𝐗(v)                                                         

The defined SINR is [24, 103, 149]: 

 

H

s

H

i n

W R W
SINR =

W R + R W
 

H

s

H

i+n

W R W
=

W R W
 

Smart antenna power comes from the fact that it can steer and reshape its radiation pattern 

to maximize signal to interference and noise ratio (SINR) [4]. Hence to achieve optimum 

(SINR), the optimal weight vector W is needed. Hence optimal weight vector W can be 

expressed as: 

-1

i+n
opt H -1

i+n

R A
W =

A R A
 

At this time the corresponding SINRopt is: 

                                                  
2 H -1

opt s i+nSINR = P A R A                                                       (6.42) 

 

6.10 Least Mean Square (LMS) Algorithm Formulation 

The Least Mean Square (LMS) algorithm [10, 91] is the simplest and most robust for 

adaptive signal processing technique adopted in many applications especially adaptive 

beamformers [4, 87]. This estimate the covariance matrix of the desired signal from the 

measurements of the received signal. For the adaptive algorithm, the minimization of mean-

square error (MSE) by (LMS) algorithm is now utilized as an example to introduce the digital 

adaptive beamforming [44]. LMS is based on the cost function minimization which is defined 

as the error between the reference signal and the received signal. The algorithm is based on 

maximization of SNR at the array output and least mean squares errors. The LMS algorithm 

generates better main lobes in desired user direction but do not nullify co-channel interference. 

The LMS algorithms are used in adaptive filters to find the filter coefficients that relate to 

producing the least mean squares of the error signal (e) (difference between the desired and the 

actual signal). It is a stochastic gradient descent method in that the filter is only adapted based 

on the error at the current time. The idea behind LMS filters is to use the methods of steepest 

descent to find a coefficient vector h(n) which minimizes a cost function.  
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The LMS algorithm updates its weights at each iteration by computing nearly the 

quadratic MSE gradient at the instant time. The updated weights are moved in the negative 

direction of the gradient by the step size parameter [10, 91]. Let the weights for the 

mathematical analysis be equal to G.  

Consider the output of the beamformer at time u, y(u) is specified through a linear summation 

of the numbers of M antennas [X1, X2, X3, …, XN-1] , with c(u) as input vector and G(u) as weight 

vector. Adaptive techniques are frequently used by means of iterative technique which gives 

an updated weight vector w, after each calculation. The output response for the array can be 

expressed as 

y(u) = GHC(u),                                                                                       

       e(u) = d(u)-GHc(u)                                                                                  

To avoid matrix inverse operation for the LMS algorithm, the gradient vector ∇𝑱(𝑡) for 

weight vector upgradation can be used. The weight vector at time (u+1) can be expressed as 

[91, 93] 

                          𝑮(𝑢 + 1) = 𝑮(𝑢) +
1

2
𝜇[−∇𝑱(𝑢)]          

where μ operates on the adoption rate and is being referred to as the step-size parameter, 

correlation matrix, and determines how close the weights are moving. Its value is in the range 

of 0 and 1. For small values of step-wise parameter, there will be slow convergence. Hence, 

cost function are approximately in a good sense. However, large values of step-wise parameter 

leads to a faster convergence but the stability could be lost at the lowest value. When LMS 

algorithm is started with random weight vector, it converges and stable in the range of 

max

1
0 


   [10]. For slow convergence values, it means the eigenvalues of the correlation 

matrix is widespread. From Equation (6.42), to estimate the instantaneous gradient vector 

∇𝑱(𝑢). Covariance matrix X and cross-correlation vector Y previous information is required. 

The LMS algorithm conversely simplifies this with the help of instantaneous values of 

covariance matrices X and Y in preference to their actual values. 

( )
( )

( ( )

J u
u

G u

 
   

 
 

J(u) is a squared error [93]: 

Hence, 

    ∇𝐉(u) = −2𝐘(u) + 2𝐗(u)𝐆(u)    

The weight vector update is found to be  
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                                 𝐆(u + 1) = 𝐆(u) + μ[𝐘(u) − 𝐗(u)𝐆(u)]                                                 (6.43) 

       = 𝐆(u) + μ𝐜(u)[𝐝∗(u)(u) − 𝐜H(u)𝐆(u)] 

                                                  = 𝐆(u) + μ𝐜(u)𝐞∗(u)                                                                   (6.44) 

Equation (6.43) and (6.44) are the estimated weight vector and reference signal used for 

weights update at individual iteration [6]. This weight vector correction gives the minimum 

value of the mean square error. Stability is determined by [10]:
max

1
0 μ

2λ
  . 

In practice, X is normally used as optimal beamformer above for the estimation of the 

array optimal weights [90, 152]. y(t) = 𝐰H𝐱(t) minimize output power subject to look-

direction constraint μ = 𝐰H𝐜(θ) . For the least squares solution, minimize: 

                                                E(n) = ∑|e(t)|2

n

t=1

= 𝐰H𝐌(n)𝐰                                                (6.44𝑎) 

Subject to μ = 𝐰H𝐜(θ)                                            

Least squares solution (Gauss normal equations): 

                                           𝐌(n)𝐰(n, θ) = λ𝐜(θ)                                                                        (6.44𝑏) 

where 

                                       

n
*

ij i j

t=1

M (n) = x (t)x (t)                                                                   (6.44c) 

For the LMS algorithm, Minimize: 

 2
E e(t)  

                                                       e(t) = 𝐰H𝐱(t) + y(t)                                                            (6.44d) 

Stochastic gradient updates 

                                                      𝐰(t + 1) = 𝐰(t) − μe∗(t)𝐱(t)                                             (6.44e) 

Iterative process defined by the LMS [27, 93] 

                            𝐰(n + 1) = 𝐰(n) − 2μ𝐰(n + 1)ε∗(𝐱(t))                                                   (6.44f) 

                           ε(𝐰(n)) = 𝐰H(n)𝐱(n + 1) − r(n + 1)                                                        (6.44g) 

By the quadratic characteristics of the mean square-error function 𝜀{|𝑒(𝑘)|2} that has 

only one minimum, the steepest descent is guaranteed to converge. At adaptation index k, given 

a Mean-Square Error (MSE) function 𝜀{|𝑒(𝑘)|2} =  𝜀{|𝑑(𝑘) − 𝒘𝐻𝒙(𝑘)|2}, the LMS 

algorithm updates the weight vector according to 

𝐰(k + 1) = 𝐰(k) −
μ

2

δJ𝐰,𝐰∗

δ𝐰∗
 



138 
 

                                                                             = 𝐰(k) + μe∗(k)𝐱(k)                                      (6.44h) 

where 𝐽𝒘,𝒘∗ is the rate of change of the objective function, and is equal to |e(k)|2 and μ is a 

scalar constant which controls the rate of convergence and stability of the algorithm. In order 

to guarantee the stability in the mean-squared sense, the step size μ should be restricted in the 

interval [10, 93] 

                                                              0 < 𝜇 <
2

𝜆𝑚𝑎𝑥
                                                                    (6.44i) 

where 𝜆𝑚𝑎𝑥 is the maximum eigenvalue of Rxx. On the other hand, in terms of the total power 

of the vector x [10]: 

                                                                 𝜆𝑚𝑎𝑥 ≤ 𝑡𝑟𝑎𝑐𝑒{𝑹𝑥𝑥}                                                       (6.44j) 

where 

                                                    𝑡𝑟𝑎𝑐𝑒{𝑹𝑥𝑥} = ∑ 𝜀{𝑥𝑖
2}

𝑁

𝑖=1

                                                          (6.44k) 

is the total input power. Therefore, a condition for satisfactory Wiener solution convergence 

of the mean of the LMS weight vector is [10] 

                                                 
N

-1
2

i

i=1

0 < μ < 2 ε x                                                             (6.44l) 

6.10.1   Simulation results for the proposed LMS algorithm 

LMS and RLS nearly show equal dependence on SNR and SIR. The weights of the 

estimated system is nearly identical with the real one. 

 

Table 6.1.   LMS and RLS Algorithms Results 

Beamforming 

Algorithm 

Analysis 

M Beamwidth 
Sidelobe 

Level 

Null depth 

 ( -180 ) 

Null depth 

(350 ) 

 

LMS 

10 140 -9.5dB -32dB -38dB 

15 60 -9.8dB -28dB -32dB 

20 70 -13dB -29dB -27dB 

RLS 

10 13.570 -5.3dB -21.37dB -38.25dB 

15 60 -5.5dB -25.23dB -36.73dB 

20 70 -10.7dB -16.31dB -48.37dB 
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(a) LMS adaptive algorithm simulated curve. 

 

    

(b) LMS adaptive algorithm filtering curve. 

 

Figure 6.11.   LMS adaptive algorithm and filtering curve. 
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We have observed in Figure (6.11a) that equal number of antenna elements inputs (N 

and mu), the Desired Signal (DS) and the Adaptive Desired Output (ADO) starts from the 

origin and takes the same shape i.e. a straight line curve. If N > mu, all the shapes takes zig-

zag curve. If mu > N, only the desired signal takes a straight line curve. 

To minimize the error signal, we need adaptive filtering. This process is referred to as 

convergence. It is observed in Figure (6.11b) that adaptive filter takes a short time to calculate 

the error signal. 

 

6.11 Recursive Least Square (RLS) Algorithm for the Proposed Model 

The RLS is one of the greatest adaptive filter algorithms. It computes the requisite 

correlation matrix and vector repeatedly to lessen the computational intricacy with fast 

conversion rate [7]. For the tap input vector c(u) the autocorrelation of the order M x M is given 

by [91] 

                                  𝛝 = ∑ λn−1

u

k=1

𝐜(b)𝐜H(b) + δλn𝐈                        

where λ and δ are forgetting factor (positive constant) and the regularizing term. The tap input 

vector autocorrelation matrix and desire response can be expressed as 

                                    𝐘(u) = ∑
1

λ
∙ [𝐜(b)d∗(b)]

u

b=1

                                       

For RLS tricky, tap weight vector G(u) could be approached as 

                                     𝛝(u) =
𝐘(u)

𝐆(u)
                                                                  

Matrix inversion Lemma is applied to avoid computationally inefficient calculations of 

𝛝−1(𝑛) [13]. Hence, 

           𝛝−1(u) = λ−1
𝐆(u)

𝐘(u)
(u − 1) −

λ−2 𝐆(u)
𝐘(u)

(u − 1)𝐜(u)𝐜H(u)
𝐆(u)
𝐘(u)

(u − 1)

1 + λ−1𝐜H(u)
𝐆(u)
𝐘(u)

(u − 1)𝐜(u)
    

Let b(u) represents M x 1 vector defined by the tap input vector as c(u). This can also 

be referred to as gain vector. The transformed inverse of the correlation matrix of  
𝐆(u)

𝐘(u)
(u) 

results in  

                                           𝐛(u) = 𝛝−1(𝑢)𝒖(𝑢)                                                        

The weight upgradation equation in RLS is obtained [13]: 
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Figure 6.12.   RLS adaptive algorithm curve for the proposed model. 

 

𝐆(u) =
𝐆(u)

∑
1
λ

∙ [𝐜(b)d∗(b)]u
b=1

(u)𝐳(u − 1) 

+
𝐆(u)

∑
1
λ

∙ [𝐜(b)d∗(b)]u
b=1

(u)𝐜(u)d∗(u) − 𝐛(u)𝐜H(u)
𝐆(u)

∑
1
λ

∙ [𝐜(b)d∗(b)]u
b=1

(u − 1)𝐳(u − 1)  

 

Figure 6.12 shows the estimated weights convergence of the weights value and samples 

for the (RLS) algorithm. The RLS algorithm takes less number of iteration to achieve a steady 

state error with mean square error. 

 

6.11.1   Recursive Least Square Algorithm with Adaptive Memory 

The recursive least square algorithm with adaptive memory defined gradient can be 

expressed as [91]: 

                                                           

                                                           
δG(x)

φ(x) =
δτ

                                                         (6.45) 

Differentiating the cost function B(x) in regard to 𝜏 gives  

             H * H

τ

δB(x) 1
Ñ = = - C τ (x -1)p(x)ξ (x) + p (x)φ(x -1)ξ(x)

δτ 2
  

                                  (6.46) 

The updated weight vector for time x is given by gain vector Q(x) = T(x) p(x) 
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*G(x) = G(x -1) + (x)ξ (x)Q                                                              (6.47) 

 

where Q(x) is gain vector  

                                     

-1

-1 H

τ T(x -1)p(x)
=

1+ τ p (x)T(x -1)p(x)
Q                                                           (6.48) 

and  

                                      
-1 -1 H(x) = τ (x -1) - τ (x) (x) (x -1)T T Q p T                                         (6.49) 

Let O(x) denote the derivative of the inverse correlation matrix T(x) with respect to 𝜏: 

                                                  
δT(x)

(x) =
δτ

O                                                                      (6.50) 

Differentiating Equation (6.49) with respect to 𝜏 

-1 H H -1 H -1(x) = τ - (x) (x) (x -1) (x) (x) + τ (x) (x) - τ (x)      O K Q p O K p Q Q Q T  

Then using Equations (6.47) and (6.50) in Equation (6.45) yields  

                      H H *φ(x) = - (x) (x) φ(x -1) + (x) (x)ξ (x)  K Q p O p                                        (6.51) 

According to Equation (6.46) , the forgetting factor 𝜏(𝑥) is adaptively computed  

H *τ(x) = τ(x -1) +ωRe τ (x -1) (x)ξ (x)  p  

where ω is a small positive learning – rate parameter. The applicability of the RLS algorithm 

requires that we initialize the recursion of the equation (6.49) by choosing a starting value T(0)  

that assures the non-singularity of the correlation matrix [91]. To meet this requirement we 

may choose the initial value of T(x) with T(0)= τ−1K, where δ is the small positive constant 

and the initial value of weight vector is set to G(0) =  0, where 0 is the N x 1 null vector. 

 

6.12 Conventional and Optimum Adaptive Beamforming Schemes for the 

Proposed Model 

 Several beamforming approaches exist, with varying degrees of complexity. A 

conventional beamformer, has equal weights and equal magnitudes [67]. Its algorithms depend 

on the notion of decreasing the output power of the array subject to a distortionless constriction.

 For conventional beamformer, all the weights are given a magnitude of 1/N but the 

individual weight has different phase [90, 91], i.e. 

T
-jω -j2ω -j(N-1)ω1 1

= (ω) = 1,e ,e …,e
N N

  w a  
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where a(ω) is the steering vector. 

For a uniform linear array (Figure 6.1), the relationship between θ and ω is given by 

N-1
-jnω

o n

n=0

1
w(θ ) = w e

N
  

where w(θ) is known as the array factor or beampattern, and ω = 2πdsinθ. The beampattern 

can be written in vector notation as follows: 

N-1
-jnω H

o n

n=0

1
w(θ ) = w e w (θ)

N
 a  

In a situation whereby only one signal is present and ignoring noise, the beamformer 

output with the conventional beamformer can be expressed as: 

     H H H

k k o o o

1
y = = s k (θ) s k (θ) (θ) s k

N

 
  

 
w x w a a a  

The beamformer output is said to be phase-aligned with the signal of interest and this 

seems undistorted at the output. The Signal to Noise Ratio (SNR) gain of the conventional 

beamformer can be computed by comparing the SNR at the output of a single element with the 

overall beamformer output. Assuming  
2 2

nE v k = σ  and knowing  
2

na θ =1, the SNR of 

the signal received by the kth element can be computed by first considering the signal model 

for element k: 

       k k o kx k = a θ s k +v n  

The signal power is given by: 

   
2 2

s k o oE = E a (θ)s k = E s k   
   

 

and the noise power is: 

 
2 2

n nE = E v k = σ 
 

 

Assuming H 2

k kE = σ  v v I  and knowing 
H(θ) (θ) = Na a , the SNR of the signal at the 

beamformer output can be computed by first examining the beamformer output, i.e., 

    H H

k k ky = (θ) =o os k s k w a v w v  

The signal power is given by, 

 
2

s oE = E s k 
 

 

And the noise power is given by, 
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2
2

H H H

n k k k2 2

1 Nσ
E = E = E (θ) (θ) =

N N
      

w v a v v a  

Hence, the SNR for the overall beamformer output is s s

2

n

E NE
=

E σ

   
   

  
. The SNR has 

increased by a factor of N over the SNR at the output of a single element. 

In optimum beamforming, the knowledge of directions and power levels of interferences 

source is neither required nor the level of the background noise power, but requires the 

knowledge of the directions of the desired signal characteristic [44]. This can be based on either 

its statistics of; (a) Maximum SNR, and (b) Reference signal method. If the knowledge of the 

desired signal required is inaccurate, the desired signal will be attenuated by the optimum 

beamformer as if it were interference. Optimal beamformer is also referred to as the Minimum 

Variance Distortionless Response (MVDR) beamformer [14]. For optimum beamformer array, 

the outputs sensor are joined by a weight vector in order to receive desired signal without 

distortion, while simultaneously rejecting interfering signals to the barest minimum. A 

satisfactory quality of service at economical rate is always delivered by the optimum 

beamforming system. This continually serve numerous users. Whenever the broadband signals 

is of reference point, beamforming can be implemented in the frequency domain. 

From Figure 6.1, let L-dimensional complex vector w represents the weights of the 

beamformer shown that maximizes the output SNR. The unconstrained array, w can be 

expressed as: 

                                                      
-1

0 N oŵ = μ R S                                                                    (6.52) 

The array correlation matrix R can be expressed as 

H H -1 2

s o o I I N nR = P P R σ I S S S  

For the processor, the mean output power can be expressed as 

Hˆ ˆ ˆp = w Rw  

                         
H H H 2 H

s o o I I I n
ˆ ˆ ˆ ˆ ˆ ˆp = P S S w + P w S S w +σ w w  

so, 
H H

s s o o
ˆ ˆ ˆp = P w S S w  

         
H H

I I I I
ˆ ˆ ˆp = P w S S w  

2 H

n
ˆ ˆ= σ w w  

Substituting for w: 

 
2

2 H -1

s s o o N op̂ = Pμ S R S  
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2 H -1 -1

I o o N I N op̂ = μ S R R R S                                                    (6.53) 

                                                         
2

s 2 H -1

n n o o N o
ˆp̂ = σ βμ S R S                                                 (6.54) 

where RI is the correlation matrix of interference and 

 

H -1 -1

o N N o

2
H -1

o N o

S R R S
β =

S R S
 

The total noise at the output is given by N I n
ˆ ˆ ˆP = P + P  

Substituting from (6.53) and (6.54), total noise becomes: 

                                  

 

 

2 H -1 -1 2 H -1 -1

N o o N I N o n o N N o

2 H -1 2 -1

o o N I n N o

2 H -1 -1

o o N N N o

2 H -1

o o N o

P̂ = μ S R R R S +σ S R R S

= μ S R R +σ I R S

= μ S R R R S

= μ S R S

 

For two identical processor without errors, the processor has the same performance in 

both cases. This fact can be proved as follows. The matrix inversion lemma states that 

-1 -1 -1 -1 -1 -1 -1( + ) = - ( + )A XYZ A A X ZA X Y ZA  

An important special case is where X is an Mx1 column vector X, K is a scalar c, and Z 

= XH: 

-1 H -1
H -1 -1

-1 H -1
( + k ) = -

k +

A XX A
A XX A

X A X
 

Therefore, for Matrix Inversion Lemma for an invertible matrix A or Woodbury’s 

identity is obtained by setting k =1 such that 

H -1
H -1 -1

H -1
( + ) = -

1+

A XX A
A XX A

X A X
 

since 
H

s o o NR = P + RS S  

-1 H -1
1 -1 s N o o N

N H -1

o N o s

P R R
R = R -

1 R P





S S

S S
 

and 

-1 H -1
1 -1 s N o o N o

o N o H -1

o N o s

P R R
R = R -

1 R P





S S S
S S

S S
 

-1 H -1 -1 H -1

N o o N o s s N o o N o

H -1

o N o s

R (1 R P ) P R R
=

1 R P

 



S S S S S S

S S
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-1

N o

H -1

o N o s

R S
=

1+S R S P
                                                                          (6.55) 

Ps and 𝑅𝑁
−1 are scalar, So and 𝑺𝑜

𝐻 are vector matrix. 

and 

                                            
H -1

H -1 o N o
o N o H -1

o N o s

S R S
S R S =

1+S R S P
                                                          (6.56) 

Ps and 𝑅𝑁
−1 are scalar, So and 𝑺𝑜

𝐻 are vector matrix. 

Equations (6.51), (6.55), and (6.56) imply 

            
-1

N o

H -1

o N o

R S
ŵ =

1+S R S
    

Thus, 

ˆ ˆw = w  

 

6.13 Conclusions 

The closed-form expression for the smart antennas adaptive beamforming algorithms has 

been derived in this chapter. The adaptive beamforming are used as a technique to create the 

radiation pattern on antenna array by the addition of the signals weights constructively in the 

preferred direction of signal and nulling pattern in the interference direction. The following are 

the observation as the antenna element spacing are increasing; narrower main lobe, grating 

lobes, reduction in beamwidth thus making the array more directional, and reduction in 

sidelobe level, thus improving beamforming. It is also observed that there is no grating lobe 

when d/λ = 0.5, which we considered as the optimal design spacing for the array antenna 

elements in the smart antenna. The LMS and RLS algorithms results were evaluated for their 

convergence rate and beamforming. 
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CHAPTER 7 

Conclusions and Future Scope 
 

This chapter presents a succinct of this thesis and possible future research works has been 

suggested. 

 

7.1 Conclusions 

Various methods and approaches by which smart antenna arrays could be analysed and 

design has been highlighted in this research work. Circular pin-fed linearly polarized patch 

antenna and waveguide-fed pyramidal horn antenna are used as antenna elements. The design 

of smart antenna using waveguide-fed pyramidal horn antenna gives a better system 

performance of directional radiation beam pattern with a high gain and wide impedance 

bandwidth. The mathematical model for uniform and circular array radiation synthesis has been 

established. The analysis and design of smart antenna system with directivity that operates at 

frequency range from 0.3 THz to 3 THz has been considered. Dolph-Chebyshev has been 

applied for the synthesis of antenna array radiation pattern model. 

 Also, smart antenna system using an 8 x 8 planar phased-array antenna has been 

considered in this research work. Therefore, it offers the synthesis of a needed beam pattern 

which is not obtainable with a single patch antenna element. Using a planar phased array 

antenna yields various, concurrent readily obtainable beams. These beams have high gain 

directivity, optimum side lobe suppression, and beam width controlled. However, Planar 

phased array antenna can automatically adjust the array pattern to optimize some typical 

features of the received signal i.e. phases and amplitudes. 

 The adaptive beamforming has been used as a technique to create the radiation pattern 

on antenna array by the addition of the signals weights constructively in the preferred direction 

of signal and nulling pattern in the interference direction. The closed-form expression for the 

smart antennas adaptive beamforming algorithms has been derived. 

With the model developed in this research, smart antenna arrays has been able to improve 

radiation in one direction and null out interference in other direction through its distinctive 

increase in directivity, which leads to gain in a specific direction. This research work has been 

applied in the RF security systems for security purpose. Higher degree of freedom has been 

achieved in the smart antenna arrays using a spatial signal processing, which improved system 
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performance. The derived smart antenna power has been able to steer and reshape its radiation 

pattern to maximize Signal to Interference and Noise Ratio (SINR). With the adaptive 

beamforming model developed in this research work, co-channel interference has been 

suppressed. Hence, system immunity to multipath has been improved. 

 

7.2 Recommendations for Future Research Works 

It will be of optimum interest if the geometries and weights of different antenna elements 

could be optimized. Antenna array are normally performed with identical elements, and it will 

be a research break-through provided gains could be made through exploiting of radiation 

pattern with different elements.  

Moreover, when a smart antenna is being implemented on the wireless communication 

area, some new areas of concentration that may be considered for future works are: 

 Modeling of the nonlinearities at the receiving and transmitting end in order to 

incorporate instabilities and mutual antenna coupling of the antenna arrays. To convert 

noise in some of the nonlinear devices for multicarrier applications is worrisome and 

call for research. 

 Spatial-temporal multiuse algorithms to significantly improve the signal processing 

power at affordable cost at the user ends. 

 Reduction in size for terminal applications is another issue that must be well care for in 

design. 

 Fabrication and implementation factors were not considered for smart antennas security 

in chapter two of this thesis, it will be of optimum interest if this could be considered 

for commercial purpose. 

 In order to evaluate the validity of the developed theoretical model, extensive 

measurements need to be carried out. Furthermore, the effect user's hand and head on 

the performance of handheld smart antenna arrays is a topic of interest. Use of phantom 

heads and hands in theoretical and experimental work results in gain imbalance between 

antenna elements in the array as one of more antennas could be covered by the user's 

head or hand. This will provide the important design information for smart antenna 

arrays such as the use of different antenna elements and positioning of antenna elements 

on the handset so that the radiation pattern of the element can be directed away from 

user's head and hand. 
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 In multiple user and multiple Base Station (BS) investigations, effort can also be given 

to the consideration on how spatial interference cancellation techniques can be used in 

compact smart antenna arrays. Such investigation is vital in interference limited 

scenarios particularly on the cell edges where there is strong interference from adjacent 

cells. 
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