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ABSTRACT  

Because of the ever-growing demand for electrical energy and environmental 

challenges of fossil fuel consumption, a priority has been given to the development of wind 

energy systems, among which, currently, permanent magnet synchronous generator 

(PMSG)-based wind power is receiving much attention from researchers, engineers, and 

turbine manufacturers. However, high PMSG-based wind power integration into a power 

system brings several challenges to transmission system operators. One of the challenges is 

its impacts on the dynamic performances of a power system due to the presence of stochastic 

wind disturbances. Thus, for a thorough investigation of the influences of stochastic wind 

speed disturbances, a proper wind speed model should be adopted. Therefore, this thesis 

proposes the use of Markov chain model for modelling wind speed series in dynamic 

simulations of wind turbines. In this regard, comparison of statistical quantities of measured 

wind speed data from Durban and Markov model generated ones confirms the accuracy of 

the model adopted.   

The results have shown that the dynamic performances of a power system deteriorate 

with the presence of stochastic wind speed disturbances, and thus the need for improving 

poor dynamic performances. Wind gusts cause stress, over currents, over voltages and 

instability in a power system. This thesis, therefore, introduces novel mitigation techniques 

based on virtual controls stemming from real resistors, compensators, and damper windings, 

and supplementary controllers to enhance the dynamic performances of a wind turbine 

directdriven PMSG, the main component of a PMSG-based wind farm. In the proposed 

schemes, the virtual controllers adjust the terminal d- and q-axis reference voltages in the 

generator side converter controller and their influences on the dynamic performances of the 

wind turbine are investigated. MATLAB/Simulink simulations on a wind turbine connected 

to an infinite bus show that virtual controls are effective in enhancing the dynamic 

performances of the PMSG. Local oscillations caused by wind disturbances are efficiently 

suppressed. Overall, the proposed mitigation techniques smooth the rotor speed and power 

of a PMSG, and hence reducing the influences of the stochastic wind speed disturbances.   
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Furthermore, the results have demonstrated that stochastic wind speed disturbances 

affect the dynamic performances of a power system containing a PMSG-based wind farm as 

the dynamics of synchronous machines within the system depend on power balance, which 

is influenced by the power response of the wind farm. Finally, investigations in this thesis 

have confirmed that virtual controls and FACTS devices such as STATCOM and SVC are 

efficient in improving the dynamic performances of a power system containing PMSG-based 

wind farms under stochastic wind disturbances.  
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CHAPTER 1  

 1  GENERAL INTRODUCTION  

The fuel in the earth will be 
exhausted in a thousand or more 
years, and its mineral wealth, but 
man will find substitutes for these in 
the winds, the waves, the sun’s heat, 
and so forth.  

John Burroughs (1837 – 1921)  

1.1 Introduction  

Modern life is unthinkable without electricity— over the last 136 years, since the 

operation of the first power system [1], there have been astonishing developments in the 

civilization of mankind because of incredible achievements in the electric industry. The 

information and communication technology, entertainment industry, works, transportation, 

lighting, food processing and storages, and industrial processes, from which humans have 

tremendously benefited, are all geared by electrical energy. Today, electric power systems 

have become complex systems ever made by man, with major concerns of serving customers 

through seamless, cost-effective, and dynamically stable systems. They have become large, 

sophisticated and span throughout a continent; even there are plans for connecting continental 

power systems, and thus making them further complex.  Practically, the cost-effectiveness 

and dynamic performances of power systems depend on the technologies and energy sources 

employed in the systems. Thus, much attention has been given to cutting-edge technologies 

and less polluting energy sources to achieve cost-effective, magnificent, and reliable power 

systems.  

Conventionally, the world heavily depends on fossil fuels and radioactive minerals to 

meet its ever-growing energy requirements. The same fuels are vastly employed in electrical 

energy production in conventional power plants. However, this approach is facing alarming 

challenges, including depletion of reserves, global warming because of carbon emissions, 

security concerns related to the disposal of radioactive waste materials, and rising cost of 

fossil fuels [2]. In tackling these challenges, the world is giving much attention to the 

development of renewable energy resources, among which harnessing wind energy is one of 

the cheapest alternatives [3].   
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Wind is a renewable source of energy, which provides electrical energy with low 

environmental pollution, and thus receiving much attention during the last three decades. In 

the wind industry, fixed and variable speed wind turbines are used. Fixed speed wind turbines 

use squirrel-cage induction generators (SCIG) whereas the latter employ either doubly-fed 

induction generators (DFIG) or synchronous generators. Variable speed wind turbines are 

advantageous over the fixed speed ones as they can capture more wind energy and operate at 

a maximum power point possible [4, 5]. Moreover, they are efficient and have improved 

power quality.  Currently, the most popular variable speed wind turbines used in large-scale 

wind farms are DFIG-based wind turbines [6].   

Nevertheless, recently, wind turbine direct-driven permanent magnet synchronous 

generators (PMSGs) are gaining momentum among researchers, engineers and turbine 

manufacturers due to their high-efficiency, low power loss and relatively small size [7—12]. 

However, transmission system operators (TSOs) face several challenges as the level of 

penetration of this type of wind power rises in a power system. One of the challenges is the 

impact on the dynamic stability of the power system, caused by the stochastic nature of wind, 

control technology and power electronic converters [13]. Indeed, a power system should be 

stable when subjected to disturbances. Otherwise, synchronous machines will fall out of step, 

causing disastrous power interruptions or even blackouts [14, 15].  The dynamic stability 

problems of wind power plants invariably affect the dynamics of a power system. Moreover, 

the concomitant problems become worse when the wind power plants operate in areas having 

high wind disturbances with a potential capacity of disturbing the whole power system.  

In view of this, this thesis will investigate the impacts of stochastic wind disturbances, 

control technology and power converters on a power system having high PMSG-based wind 

power penetration. When wind power takes much portion of the generation, the influences 

of the stochastic wind disturbances on the dynamic performances of a power system can no 

more be neglected. Thus, the random behaviour of wind and its impacts on system dynamics, 

and possible mitigation techniques are the subject of discussions in this thesis, especially 

from the perspective of stochastic wind speed series.  

1.2 Problem Formulation  

Different factors influence the dynamic performances of a power system. In this 

regard, wind power integration has become one of the critical factors as its level of 
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penetration is steadily growing in today’s power systems. Hence, several authors have 

investigated the impacts of the integration of wind power, especially wind power generated 

by variable speed wind turbines, on the dynamic performances of a power system. As a result, 

it is found that high wind power penetration has both negative and positive impacts 

depending on the level of wind power penetration, location of wind farms, level of loading, 

frequency of system oscillation, operating point of wind farm, generator technology, grid 

configuration, unit commitment of conventional units, amount of conventional generation 

replaced by wind power, stress level of a power system, and contingency [16—27]. 

Especially, PMSG-based wind power integration hardly affects the dynamic performances 

of a power system directly because of the decoupling effect of back-to-back converters. Yet, 

it indirectly affects the dynamic performances of a power system through replacing 

conventional generators, changes in power flow, displacement of synchronous generators 

with power system stabilizers (PSS) and wind power controllers [28—30].   

Nevertheless, hitherto, the impacts of stochastic wind speed series, which determine 

the output power of a PMSG-based wind farm affecting the dynamic performances of a 

power system, and the characteristics of wind turbines on the dynamic performances of a 

power system have been overlooked by authors for two reasons: (1) when the level of wind 

power generation in the concerned power system is low, it hardly affects the corresponding 

dynamic performances and (2) the total output power of large number of wind turbines is 

smoothed by the variation in wind speed series over the geographical location [28].   

However, with increasing penetration and steady growing of the capacities of wind 

turbines, the impacts of PMSG-based wind power on the dynamic performances of a power 

system become significantly evident. Naturally, wind is a random process that exhibits 

variations over the geographical location of a wind farm. A typical distribution may not 

necessarily represent the cumulative wind behaviour of all locations in a region [31]. Hence, 

the wind speed series of a farm site should be appropriately characterised for the investigation 

of the dynamic performances of a power system with high penetration of wind power [31— 

33]. Traditionally, Weibull distribution is used to represent wind speed series at a given site 

[33—35]. However, the main disadvantage of the Weibull distribution is that it does not 

retain chronology [33]. Nevertheless, naturally, wind speed series show chronology. 

Different from existing efforts, therefore, this thesis adopts a Markov chain model, which 

retains chronology and consumes less computation time [36—39], in synthesizing wind 

speed time series for the investigation of the influences of stochastic wind speed disturbances 



 

4  
  

on the dynamic performances of a power system. Thus, the Markov chain model is developed 

based on the wind speed data in Durban.  

In this thesis, wind speed series generated by a Markov chain model have been 

considered, and therefore, the study of the impacts of PMSG-based wind power on the 

dynamics of a power system is extended one step further. The influences of the stochastic 

wind speed disturbances on the dynamic performances of a power system containing PMSG-

based wind farms can be observed from two perspectives: (1) dynamic stability problems 

within wind turbine direct-driven PMSGs and (2) system-wide stability problems. 

Undeniably, these problems should be addressed employing some mitigation techniques that 

enhance the dynamic performances of the system.   

In view of this, various efforts have been made to enhance the dynamic performances 

of a wind turbine direct-driven PMSG through active power control [29, 40—45] and reactive 

power control [7, 29, 45—49]. For instance, in [41], a mechanical method, using springs and 

dampers, has been used to give the PMSG a damping capacity. It is obvious to an electrical 

engineer that real compensators and resistors can also damp oscillations and enhance the 

dynamic performances of a wind turbine direct-driven PMSG. However, in addition to 

making a bulky system, this approach incurs extra cost and power loss. It also requires extra 

space. Moreover, in conventional generators, damper windings are proven to be effective in 

damping oscillations [14]. However, a multi-pole PMSG, by its very nature, has no damper 

windings. In enhancing the dynamic performances of a PMSG, the concept of fictitious stator 

damper windings is not yet investigated. Therefore, this thesis proposes the use of virtual 

control, a novel approach, stemming from compensators, resistors and damper windings to 

enhance the dynamic performances of a wind turbine direct-driven PMSG. This work 

virtually extends the traditional effectiveness of real components to a wind turbine direct-

driven PMSG and illustrates the comprehensive benefits obtained by employing their 

fictitious cousins. The fictitious ones do not incur extra cost and power loss and do not make 

a bulky system. In addition, supplementary controllers, which improve the dynamic 

performances of a PMSG further, are also proposed.  

Furthermore, this thesis investigates the use of FACTS devices along with virtual 

control techniques in tackling system-wide stability problems associated with stochastic 

wind speed disturbances.  

In general, this research tries to give answers to the following questions:  
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• What are the appropriate wind speed models for dynamic simulation of a wind 

turbine direct-driven PMSG?  

• How do stochastic wind speed disturbances affect the dynamic performances 

of a wind turbine direct-driven PMSG?  

• How are the negative effects of stochastic wind speed disturbances on a PMSG 

dynamics improved?  

• What are the effects of stochastic wind speed disturbances, characteristics of 

a wind turbine direct-driven PMSG and power converters on the dynamics of 

a power system having PMSG-based wind farms?  

• How are the dynamic problems associated with stochastic wind speed 

disturbances tackled?  

The research assists in expanding the knowledge of the influences of stochastic wind 

speed disturbances on the dynamic performances of a power system and possible mitigation 

techniques thereof.   

1.3 Scope of the Thesis  

This research focuses on:  

• Developing a localized wind speed series model using Markov Chain, where 

intermediate wind speeds between hours and minutes are considered as 

Weibull and Gaussian distributions respectively, for dynamic simulation of a 

wind turbine direct-driven PMSG based on wind speed data from Durban  

• Investigating the impacts of stochastic wind speed disturbances on the 

dynamic performances of a wind turbine direct-driven PMSG  

• Proposing mitigation models that enhance the dynamic performances of a 

wind turbine direct-driven PMSG under stochastic wind disturbances  

• Investigating the impacts of PMSG-based wind power on the dynamic 

performances of a power system under stochastic wind speed disturbances  

• Proposing mitigation methods for poor dynamic performances in a power 

system with a PMSG-based wind power  

• Comparing different dynamic performance mitigation techniques  
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1.4 Contributions to Knowledge  

The contributions of this work to the existing literature are given as follows:  

• Wind speed series retain chronology, and thus the conventional wind speed 

modelling used in dynamic simulation of wind turbines, Weibull distribution, 

lacks this capability. The results in this thesis have demonstrated that the 

characteristics of stochastic wind speed disturbances over a wind farm 

geographical location can be reasonably preserved using a Markov chain 

model. Therefore, in this work, the Markov model for the wind speed series 

are developed using wind speed data from Durban and are used in the dynamic 

analysis of the impacts of PMSG-based power on the dynamic performances 

of a power system.  

• The influences of stochastic wind speed disturbances modelled by a Markov 

chain model on the dynamic performances of a wind turbine direct-driven 

PMSG and a power system have been analysed and discussed in this thesis.  

• Development of virtual controls stemming from resistors, real compensators 

and damper windings for tackling poor dynamic performances caused by 

stochastic wind disturbances in a power system has been established in this 

thesis. These approaches are novel and advance the virtual control concept, 

which is currently confined to virtual inertia control in wind power, one step 

further.  

• The use of a supplementary control based on rotor speed deviation and DC-

link voltage deviation, which enhances the dynamic performances of a wind 

turbine direct-driven PMSG, is another contribution of this work.  

• Furthermore, to reduce the negative impacts of stochastic wind speed 

disturbances, the virtual controls can be employed along with FACTS devices. 

This thesis has demonstrated that the dynamic performances of a power system 

encompassing PMSG-based wind power under stochastic wind speed 

disturbances can significantly be enhanced by using virtual controls along with 

FACTS devices.  
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1.5 Thesis Overview  

Overall, this thesis has been organized in seven chapters. This chapter deals with the 

background of the thesis, problem formulation, scope of the research, and the contribution of 

the research. Whereas, chapter two is totally dedicated to the review of related works. 

Therefore, chapter two presents a brief review of power system dynamics, power system 

disturbances and the wind process. It also addresses the review of the impacts of wind power 

integration, especially PMSG-based power in detail, on the dynamic performances of a power 

system. Moreover, it reviews mitigation techniques for tackling the negative impacts of wind 

power.  

Subsequently, Chapter three presents the results of modelling of wind speed series and 

wind power in Durban employing Markov chain, Weibull and Gaussian distributions. The 

results will be used in the subsequent chapters for the dynamic simulations of a wind turbine 

direct-driven PMSG and a power system having a PMSG-based wind farm.  

The modelling and analysis of a wind turbine direct-driven PMSG are discussed in 

Chapter four. Furthermore, the chapter presents modelling and analysis of a virtual mitigation 

technique stemming from real RLC compensators. Time domain analysis results are also 

presented in detail.  

Chapter five extends the investigations of novel mitigation techniques involving virtual 

control to enhance the dynamic performances of a wind turbine direct-driven PMSG. Virtual 

control techniques emulating resistors and damper windings are modelled and analysed. 

Moreover, a supplementary control method based on rotor speed deviation and DC-link 

voltage deviation is proposed in this chapter.  

Chapter six presents the modelling, analysis and investigation of the impacts of high 

penetration of PMSG-based wind power on the dynamic performances of a power system 

based on the IEEE 14-bus test system. The chapter also suggests mitigation techniques to 

improve the dynamics of the test system.  

Finally, Chapter seven presents conclusions and recommendations arising from the 

research undertaken. In the chapter, the conclusions are organised chapter wise and possible 

future research works emanating from this thesis are suggested.  
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CHAPTER 2  

 2  LITERATURE REVIEW  

2.1 Introduction  

Several disturbances contribute to the dynamic instability of wind farms, which may, 

in fact, lead an interconnected power system to a stability problem. Among them are short 

circuits, open circuits, loss of permanent magnetic fields and wind disturbances. The 

continuous disturbance occurring in the wind speed series is one of the major challenges in 

controlling and operating a power system with high penetration of wind farms [50, 51]. 

Indeed, wind gusts contribute to large disturbances in power systems consisting of large wind 

power penetration. On the other hand, the loss of wind speed for few seconds leads to much 

part of generation loss, which significantly affects the dynamic stability of the system. Wind 

is also responsible for continuous small-signal disturbances because of its stochastic nature 

[52—54]. Transmission system operators are concerned with the dynamic stability of power 

plants connected to their power systems [51]. Unless controlled, a dynamic stability problem 

in the wind farm may lead to load shedding or even blackout. Analysis of wind power 

integration using different models has demonstrated that the dynamic performances of a 

power system depend on the degree of wind power penetration [13, 55—57].  

So far the influences of wind speed disturbances and the characteristics of the 

corresponding wind turbines on the dynamic stability of a power system have been 

overlooked for two reasons: (1) when the level of wind power generation in the concerned 

power system is low, its influence on the dynamic performances of a power system is 

negligible and (2) in large wind farms there are a number of wind turbines and the total output 

power is smoothed because of the variation in wind speed series over the geographical 

location of the wind farms [28]. However, today, technological development has further 

pushed the capacity of wind turbines. For instance, the capacity of a single wind turbine 

direct-driven PMSG has reached 8 MW [58, 59]. Nevertheless, a limited number of wind 

turbines in a wind farm leads to fluctuations in the power output of the farm due to the 

stochastic wind speed series. For this reason, with the ever-growing technology in the wind 
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industry, the dynamic stability problems associated with wind speed series and the dynamic 

characteristics of wind turbines can no longer be neglected, and therefore, mitigation 

techniques should be sought to enhance the dynamic performances of a power system 

consisting of high penetration of wind power.  

This chapter reviews power system dynamics, sources of disturbances in power 

systems, wind process, challenges of wind power integration, and the impacts of large-scale 

wind farms, especially PMSG-based wind farms, on power system dynamic stability. 

Additionally, mitigation techniques for improving the local and system-wide dynamic 

performances of a wind turbine direct-driven PMSG connected to a power system are 

reviewed.  

2.2 Power System Dynamics  

An interconnected power system is the most complex dynamic system ever made by 

man. Its dynamic performances depend on the dynamics of components such as synchronous 

machines, controllers, dynamic loads, and wind power controllers. Traditionally, power 

system stability is defined as the ability to return to stable operation after being subjected to 

disturbances. In contrast, instability shows loss of synchronism of synchronous generators. 

Stability analysis is a crucial step in power system planning. Renewable power integration, 

continuous growth of the power system itself, vast extension over wide geographical regions, 

and the inclusion of new technologies such as FACTS devices have made maintaining 

synchronism between different parts of an interconnected system increasingly difficult [14, 

15, 60].  

Power system dynamics are characterised by the following features [60]:  

(1) In a power system, real power cannot be transferred indefinitely without a limit; 

in fact, there is a limit beyond which the system becomes unstable.  

(2) A power system acts like a spring-inertia oscillatory system, where the 

mechanical power into the system corresponds to the inertia and the output 

electrical power transfer, which is proportional to the sin of the power angle, 

corresponds to the spring. This relationship is expressed by the swing equation.  

(3) As expressed by the swing equation, the equation deciding the power system 

dynamics is nonlinear for disturbances causing changes in the power angles 



 

10  
  

(rotor angles) of synchronous machines. Power system dynamic stability 

depends on the size of the power system disturbance.  

Power system stability problems can be categorised into steady-state, dynamic and 

transient problems [14, 61]. Steady-state stability study determines the maximum loading of 

a machine through gradually increasing the load.  Small disturbances such as wind speed 

disturbances continuously occur in a power system. These disturbances are not large enough 

to cause abrupt changes so that the machines in the system lose synchronism. However, they 

do excite the system into a state of natural oscillation. If these natural oscillations do not go 

beyond certain limits and die out quickly, then the system is said to be dynamically stable; 

otherwise, the system is dynamically unstable. In power systems having wind power, 

dynamic instability occurs more often than steady-state instability. In a dynamically unstable 

system, the amplitudes of the natural oscillations are large and persist for a long duration. 

Undeniably, this kind of instability behaviour brings a serious security issue and creates a 

challenging operating condition. And these kinds of problems should be mitigated using 

power system stabilisers. To investigate the dynamics of a power system, dynamic stability 

studies should be done for 5 to 10 seconds and rarely up to 30 seconds using digital 

computers. Indeed, digital computer simulation is the effective way of dynamic stability 

study. The same simulation software can be used for transient stability study [60].   

In stability studies, the boundary between small and large disturbances is not bold [14, 

15, 60]. The severity of a disturbance is determined by changes it brings to the rotor speeds 

or the power angles of synchronous machines. If the disturbance is sufficiently small and 

doesn’t disturb the rotor speeds of the synchronous machines, the power system can be 

linearized around an operating point, and eigenvalue analysis can be applied to analyse the 

dynamic stability of the system [14, 15]. If the disturbance brings significant changes in the 

rotor speeds and the power angles, it is considered to be a large disturbance [60], and time 

domain analysis is the best option in analysing the dynamic stability of the system. Large and 

sudden disturbances cause transient stability problems, which are fast and usually occur 

within a second.   

Wind speed disturbances, the focus of this thesis, cause both small-signal and transient 

stability problems depending on the degree of wind power penetration in a power system. 

Usually, the changes due to wind speed disturbance are not sufficiently small to linearize the 

system around an operating point. In this work, dynamic stability includes stability issues 
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related to a range of wind speed disturbances including gusts, i.e. it includes both small-

signal and transient stability problems due to wind speed disturbances. As the penetration 

grows high, it is a bare fact that wind disturbances will be responsible for disastrous 

instability problems, and hence the need for the investigation of such problems and the 

corresponding mitigation techniques. Due to the vague demarcation between small and large 

disturbances and the stochastic nature of the wind, as suggested by [60] time domain 

simulation is the best option in analysing the impacts of wind speed disturbances on the 

dynamic performances of a wind turbine direct-driven PMSG.  

2.3 Power System Disturbances  

The aim of any power system is to ensure the supply of electric power to customers 

with unwavering voltage, excellent power quality and without interruptions. However, this 

cannot be achieved with 100% efficiency as disturbances impair the quality of power by 

distorting the voltage and even leading to instability and power shedding through changing 

the rotor speeds and angles of synchronous generators. A power system is fully exposed and 

can never be shielded from disturbances.   

In general, power system disturbances can be classified into two groups: natural 

disturbances and manmade (or artificial) power system disturbances, which are commonly 

known as cyber-attacks [62, 63]. In this digital era, cyber-attacks on power systems are 

becoming common. However, this thesis focuses on natural power system disturbances. 

There is a range of natural disturbances which occur in power systems and are responsible 

for the deterioration of power quality. A disturbance can be modelled as [64]:  

 [ ] = [ ] + [ ] + [ ] + [ ] + [ ] + [ ] 
(2.1)  

 + [ ]              = 0, 1, 2,3, … ,   

where N is number of samples,  is the power supply signal (or fundamental 

component),  is transient component of the disturbance,  represents waveform variations 

(including sag, swell and momentary interruption components),   ,  and  denote waveform 

distortions (including DC-offset, harmonics, inter-harmonics, notching and spike 

components). And w[n] represents the background noise.  

The IEC categorises electromagnetic disturbances as shown in Table 2.1 [65]. Most 

disturbances causing dynamic stability problems in a power system such as faults, generation 
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tripping, load shedding, wind speed disturbances, line trip and oscillation lie under the first 

(low frequency) category. Naturally, the wind is a low frequency stochastic phenomenon 

which affects the dynamic performances of a power system and its disturbance is expressed 

as shown in (2.1). The intermittent wind speed can also cause generation loss and leading to 

load shedding through controller actions. Therefore, the dynamic performances of a power 

system having large wind power penetration can be severely affected by wind disturbances, 

which are not sufficiently addressed in the existing academic literature.  

  
Table 2.1. Sources of electromagnetic disturbances as classified by the IEC 

[65]  
Group  Examples  

low-frequencies through conductance  Harmonic, interharmonic  
Signal system  
Voltage fluctuation  
Voltage dip and interruption  
Voltage imbalance  
Power-frequency variation  
Induced low-frequency voltage  
DC in AC network  

low-frequencies through radiance  Magnetic field  
Electric field  

high-frequencies through 
conductance  

Induced continuous wave (CW) voltage or 
current  
Unidirectional transient  
Oscillatory transient  

high-frequencies through radiance  Magnetic field  
Electric field  
Electromagnetic field  
Continuous wave  
Transient  

2.4 Wind Process  

2.4.1 General  

The origin of any form of renewable energy on this planet is the sun. The uneven 

heating of the surface of the earth by solar radiation results in pressure differences in the 

lower atmosphere, which in turn results in the movement of large mass of air, wind, as hot 

air rises and cold air falls. In fact, air moves from high pressure to low pressure. Besides, the 
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rotation of the earth around its own axis highly influences this movement of air [66]. 

Moreover, seasonal variations in the distribution of solar energy give rise to variations in the 

wind. Usually, the wind blows in a horizontal plane because of horizontal pressure gradient 

as the earth’s gravitational force counterbalances the vertical wind component.  

Winds can be either global or regional. Orographic conditions such as the surface of 

the area and global phenomena have their own influences on regional winds. The wind close 

to the ground, which wind power plants exploit, is known as boundary layer [28]. This wind 

is turbulent due to the roughness of the earth. Wind speed varies continuously with time and 

height because of gusts, time of the day and weather condition. Consequently, unless 

controlled, the power output of a wind power plant continuously fluctuates, resulting in poor 

power quality.   

The kinetic energy of wind flowing at a speed v is given by [28]:  

 =    (2.2)  

where  m is mass of air. The mass is the product of the density of the air, , and its 

volume, which is in turn the product of the area, A, through which the air is flowing and the 

length, l, the air travels in a second. Hence, equation (2.2) can be rewritten as shown in (2.3).  

 =      [ ]  (2.3)  

The power of the wind is the rate of its kinetic energy and is given by [66, 67]:  

 =      [ ]  (2.4)  

In (2.4), the rate of the length is the same as the speed of the wind.  

The surrounding temperature (T) and pressure (p) affect the density of air. Indeed, both 

temperature and pressure vary with height. Hence, the density of dry air is approximately 

given by [66]:  

 = 3.4837   (2.5)  
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Pressure is measured in kPa, temperature in K and density in kg/m3. In general, 

pressure decreases with elevation. Up to 5,000 m elevation, the surrounding pressure can 

approximately be given by [66]:  

 = 101.29 − 0.01183 + 4.793(10 )   (2.6)  

where z is elevation in meters. In wind farms, the wind turbines convert the power in 

(2.4) into electrical power.  

2.4.2 Review of Wind Speed Modelling  

Challenges such as depletion of reserves, global warming, security concerns, and rising 

cost are pushing the world to go green. Currently, much attention is given to the development 

of renewable energy, among which harnessing wind energy is the cheapest alternative [2, 3, 

68]. Feasibility studies related to wind power require an appropriate wind speed model of a 

site [33]. These models are also important in planning and operating wind turbines. Hence, 

the wind speed series of a specified site should be appropriately characterized to determine 

wind energy potential and attain comprehensive results in the investigations of the dynamics 

of wind turbines [31—33]. Moreover, a good characterization of wind speed series helps 

transmission system operators (TSOs) in scheduling their power dispatch [33].  

Wind is a random stochastic process whose dynamic behaviour can be represented by 

a stochastic model [53]. Naturally, it depends on pressure gradient, waves, jet streams, and 

local weather conditions [69]. Its stochastic modelling is a complicated task because of its 

strong variability in time and land terrains. Over a year, wind speed is periodic, showing 

seasonal variations; however, hourly average wind speed is a stochastic process with a 

Weibull probability density function; whereas within minutes, it follows a Gaussian random 

process [36].   

Different methods have been employed for time series characterization of wind 

processes. Conventionally, for dynamic simulation of wind turbines, Weibull distribution is 

used to represent wind speed series at a given site [33—35]. Normal, Gamma, Lognormal or 

combination of these distributions with Weibull distribution [31, 70—71] can also be used 

to model wind speed series in metrological wind forecasting. Kernel density method is used 

in [73]. A typical distribution may not necessarily represent the cumulative wind behaviour 

of all locations in a region [31]. Thus, the wind speeds for a location need to be modelled. 
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However, the above distributions cannot be used when chronology is considered [33]. In 

reality, the current wind speed depends on the previous wind speed indicating chronology 

should be considered in modelling wind speed series. Evolutionary algorithms such as 

genetic algorithm and local search technique are also used in wind speed modelling [74]. 

However, these algorithms are time consuming during simulations [33].  

Therefore, the Markov chain model, which retains chronology and consumes less 

computation time, could be employed to synthesize wind speed time series [36—39] for 

dynamic simulation and wind power forecasting. This model is not adopted for dynamic 

simulation of wind turbines in the existing literature. The accuracy of a Markov model 

increases with its order [37]. The first-order model is often adopted for its simplicity and 

computing time [39]. A modified Markov model [75] may show better performances than 

the corresponding normal model in preserving the properties of wind speed series. 

Particularly, the second order semi-Markov process is more suitable for processes including 

state and duration [36].  

Few efforts have been done to characterize wind speed series and power for electric 

generation in South Africa using computer algorithms and frequency distribution methods 

[76—78]; however, the Markov model has never been used, particularly, in Durban, South 

Africa. As wind speed model series strongly depend on location, an investigation into the 

wind speed series in each site is vital. Therefore, in Chapter 3, the Markov chain model is 

employed to characterize the wind speed series in Durban, South Africa. The model is also 

compared with the corresponding Weibull distribution. The comparison shows that the 

Markov Model is more effective than the Weibull distribution. Finally, Weibull and Gaussian 

probability density functions, along with the Markov model, are employed to produce 

synthetic wind speed series over minute and second intervals respectively. Generation of 

artificial wind speed series is crucial for dynamic simulations of wind turbines.  

2.5 Review of Wind Power Integration  

2.5.1 Wind Turbines  

A wind turbine, a machine designed to capture wind energy, converts the kinetic 

energy of wind into electrical energy by slowing down the stream of air flowing past it [79]. 

In practice, a wind turbine transforms the kinetic energy into mechanical energy first, and 
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then, a generator in the nacelle converts the mechanical energy into electrical energy, which 

can be supplied to either a power grid or customers.   

There are two types of wind turbines based on the direction of their rotor axes: namely, 

vertical axis and horizontal axis wind turbines. A horizontal axis wind turbine catches more 

wind energy than a vertical one. Nevertheless, it is complex as it requires long tower and 

complex blade design. In addition, a yaw control system is required in these types of turbines. 

Maintenance is also difficult. However, it offers a better performance than the vertical axis 

one. Since the 1990s, in large-scale wind farms, which are the core of this study, horizontal 

axis wind turbines have been widely employed [28, 66]. Figure 2.1 shows a typical horizontal 

axis wind turbine.  

Commercial horizontal axis wind turbines have a wide range of sizes. For instance, 

there are small standalone turbines with capacities less than or equal to 10 kW [66]. On the 

other hand, utility-grade turbines capable of generating up to 5 MW [80] power are joining 

the wind energy market in the USA, Europe and China; even huge ones with capacities up to 

8 MW [81] are under investigation.  

  

Figure 2.1. Horizontal axis wind turbine [79]  

2.5.2 Principle of Operation  

A wind turbine cannot completely extract the power from the wind. According to [28], 

equation (2.7) gives the power that can be extracted.  

 =   (2.7)  
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 CP is the power coefficient. The theoretical maximum value of the power coefficient 

is 0.59 [79].   

The principle of operation of a wind turbine is similar to that of an aircraft. The wind 

flowing past a turbine exerts a force on the blades as shown in Figure 2.2. The resultant wind 

force has vertical and horizontal components. The vertical component, which is known as 

aerodynamic lift force, drives the rotor. Thus, wind turbine designers usually try to maximize 

the lift force. In contrast, they want to reduce the drag force, which is the result of air friction.  

In fact, it is impossible to eliminate this force [82].   

  

Figure 2.2. Forces on the blade of a wind turbine  

The aerodynamic lift force depends on the angle of attack, , of the wind velocity. There 

is an optimum angle of attack which creates the maximum lift to drag force ratio. Tip-speed 

ratio is a common term in wind turbine design and is given by [82]:  

 =   (2.8)  

 where R is the radius of the wind turbine in metre,  is wind speed, and  is the angular 

speed of the rotor of the wind turbine in radians per second. Usually, a wind turbine has 

twisted blades to optimize the angle of attack. As given in [28, 79], the power coefficient 

varies with tip-speed ratio as shown in Figure 2.3.  
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Figure 2.3. Power coefficient vs. tip-speed ratio curve for a typical wind turbine  

Horizontal axis wind turbines with two and three blades have become famous in the 

wind industry because of design considerations of aerodynamic efficiency, component costs, 

system reliability and aesthetics. Aerodynamic efficiency increases as the number of blades 

increases, but manufacturing cost also increases. Consequently, optimization is binding. And 

thus, the current trend is to use wind turbines with three-blades [28].  

Wind turbines cannot be operational for the whole range of wind speeds. If the wind 

speed is too low for generating power, the rotor will be locked. The minimum operational 

wind speed is called cut-in speed, whereas the maximum is known as cut-out speed. At rated 

speed, the turbine generates its rated power [79].  

Figure 2.4 shows the power curve of a typical wind turbine, which is obtained at a 

pitch angle of 5 degrees. In the figure, the cut-in wind speed is around 2.5 m/s, while the cut-

out speed is 18 m/s. From 12 to 18 m/s, the machine operates at its rated power. Usually, 

manufacturers offer power curves for their wind turbines.   

  

  

Figure 2.4. Typical wind turbine power curve  

2.5.3 Classification of Wind Turbines  

For synchronization with a power system, like conventional synchronous generators, 

a wind turbine generator should have the same voltage amplitude, phase angle and frequency 

as that of the power system. Since the 1980s, the rotor diameter of wind turbines has 

increased dramatically. Today, it is common to see rotors having blades longer than 50 m. In 

fact, an astonishing development has also taken place on the electrical side of grid-connected 

wind turbines. Earlier the rotational speeds of wind turbines were directly coupled to the 
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speed of the power system. However, now, the rapid development of power electronics has 

solved this problem, and the speeds of the wind turbine and the power system should not 

necessarily be the same [83]. Wind farms and grids are decoupled by power converters and 

are controlled separately.  

The major configurations of grid-connected wind turbines based on their ability to 

control speed are [28]:  

1. Squirrel Cage Induction Generator (SCIG)-Based Wind Turbine  

2. Wound Rotor Induction Generator (WRIG)-Based Wind Turbine  

3. Doubly Fed Induction Generator (DFIG)-Based Wind Turbine and  

4. Wind Turbine Direct-Driven PMSG  

Though there are different types of wind turbine configurations based on different 

criteria, only the above standard types of wind turbines are commonly employed in modern 

wind farms. Currently, wind turbine manufacturers are highly interested in wind turbine 

directdriven PMSG, which is the core of this thesis, for its higher generation efficiency, 

gearless structure, lower maintenance cost and higher operation and reliability [7—12]. This 

would be the future wind turbine. The next subsection deals with the discussion of a wind 

turbine directdriven PMSG.  

2.5.4 Wind Turbine Direct-Driven PMSG  

In this configuration, the wind turbine employs a PMSG instead of an induction 

generator as shown in Figure 2.5. The PMSG is connected to the utility grid through a 

fullscale power converter (back-to-back converter), a low pass filter and a transformer. The 

power converter converts the variable frequency output voltage of the generator into a 

voltage having a fixed frequency. Essentially, the fixed frequency should be the same as the 

grid frequency. The low pass filter filters out the harmonics created by the power electronic 

converter, while the transformer steps up the output voltage to the grid voltage level [28, 84, 

85].   
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Figure 2.5. A wind turbine driven PMSG connected to a grid [83]  

The back-to-back converters can control the reactive power, which is locally 

generated, and smooth grid connection from cut-in to cut-out wind speeds [84]. Some multi-

pole wind turbine driven PMSGs do not have gearboxes, resulting in direct-driven PMSGs 

and hence reducing maintenance costs and efforts. This also makes the wind turbines more 

efficient [28].  

The major advantages of wind turbine direct-driven PMSGs over the other types are 

[28, 84—86]:  

• As the power converters decouple the wind turbine from the grid, grid codes, such 

as fault ride through, are easier to be accomplished.  

• A wind turbine direct-driven PMSG is more efficient as there are less losses.  

• A wind turbine direct-driven PMSG is robust and cost effective. Besides, it has less 

weight, reduced noise and improved voltage stability and power quality. 

Additionally, it requires less maintenance.  

• There is no DC excitation system in a wind turbine direct-driven PMSG.  

• It offers full controllability of the system for maximum wind power extraction and 

grid interface.  

Furthermore, currently, as wind power penetration increases, these wind turbines are 

receiving more attention than DFIG-based wind turbines because of intensified grid code 

requirements among TSOs [84, 86].   

Wind turbine direct-driven PMSGs can employ two types of power converters, which 

are characterized as grid-commutated and self-commutated power electronic converters. The 

formers usually use thyristors because of their cost and reliability. However, thyristors 

consume reactive power. Self-commutated converters can use GTOs, thyristors or power 
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transistors [28]. On the other hand, self-commutated converters can be either voltage or 

current source converters.  

2.6 General Overview  

The swing equation of a synchronous machine is a second order nonlinear equation of 

the rotor angle which shows oscillatory behaviour [14]. Since small power system 

disturbances in rotor speed hardly lead to any change in the rotor angle, they are not likely to 

influence the electrical torque developed in the synchronous generator [28]. Thus, the 

damping of rotor speed oscillations should come from damper windings, exciters and the rest 

of the power system. However, large disturbances affect the rotor speed, and protection 

systems should engage themselves into isolating the system from the sources of the 

disturbances.   

Poorly damped or undamped oscillations are mainly the results of weak links and high 

concentration of synchronous generators [14].  When a generator is weakly coupled with a 

grid, the contribution of the rest of the grid to the damping torque decreases and hence the 

damping of oscillation deteriorates. Unfortunately, damper windings are not effective for 

oscillations with frequencies less than 1 Hz [28].  

Unlike synchronous generators, wind turbine generators are not connected to a power 

system synchronously. Consequently, they do not directly participate in electromechanical 

oscillations [16, 30, 87]. Furthermore, a low-level penetration of wind power does not 

significantly affect the dynamic stability of a power system [28]. However, as the level of 

penetration increases, the authors of [16, 17, 30, 87] claim that the dynamic stability of the 

power system is affected for the following reasons:  

• replacing synchronous generators, and thus reducing the total inertia of the 
system  

• changing power flow, and hence affecting synchronizing torques  

displacing synchronous generators with power system stabilizers  

• wind power controllers bring their own dynamic stability problems  

Squirrel-cage induction generators hardly engage themselves in electromechanical 

oscillations as their electromagnetic torques depend on rotor slips rather than speed 

differences between rotor and stator fluxes. Thus, unlike that of a synchronous generator, the 

mechanical part of a squirrel-cage induction generator is of the first order and does not show 
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oscillatory behaviour.  Although oscillations are observed while including rotor transients in 

the model, which increases the model order, these oscillations are small and well damped. In 

principle, SCIGs are better damped than synchronous generators [28]. Hence, SCIG-based 

wind turbines have insignificant direct effects on the dynamic performances of a power 

system.  

Several researchers investigated the impact of large-scale penetration of fixed-speed 

wind turbines on the dynamic stability of power systems. An agreement has been reached 

that high penetration of fixed-speed wind farm improves the damping performances of power 

systems [18, 30, 87—89] where conventional synchronous generators are replaced by 

equivalent SCIG-based wind farms.  

Conversely, there is no consensus among researchers about the impacts of high 

penetration of variable-speed wind power on dynamic stability [30]. For instance, R.D. 

Fernandez et al. [88] have demonstrated that large-scale integration of DFIG-based wind 

farms into a power system significantly increases dynamic stability. Moreover, works in 

[89—91] have shown positive impacts of wind power integration.  

On the other hand, L. José et al. [19] have shown that large-scale integration of 

DFIGbased wind farms may have both detrimental and beneficial impacts based on the status 

of controllers and a power system. References [16—26] also conclude high DFIG-based 

wind power penetration has both negative and positive impacts. In these efforts, factors such 

as level of wind power penetration, location of wind farms, level of loading, frequency of 

system oscillation, operating point of wind farm, generator technology, grid configuration, 

unit commitment of conventional units, amount of conventional generation replaced by wind 

power, stress level of the power system, and contingency were taken into consideration.  

A. Mendonca and J. P. Lopes [27] illustrate changes in the operational structures of 

power systems with high wind power penetration may lead to considerable reduction of the 

damping capability of a power system. Similarly, damping can be reduced when wind power 

penetration increases and contributes to congest weak interconnection. And the authors 

conclude that interarea modes are more sensitive to high wind power penetration.  

Reference [87] asserts that the damping performances of the New Zealand System are 

degraded to an unacceptable extent due to the introduction of wind farms. Thus, there would 

be a need for improving the damping performances of the system by fitting well-tuned power 
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system stabilizers to appropriate synchronous generators in the future. Further, a negative 

impact of high wind power penetration is also reported in [92].  

Considering previously done investigations, variable-speed wind farms have both 

negative and positive influences on the dynamic performances of a power system depending 

on the status quo of the system. Factors that resulted in these various results are types of 

electromechanical oscillations, locations, manners and levels of wind power penetration, the 

load level of the power system, and different control modes of the wind turbines [30]. It is a 

bare fact that a further research on the impacts of high penetration of variable-speed wind 

farms on the dynamic stability of power systems is timely and crucial. Especially, the 

influences of stochastic wind disturbances are hardly investigated in the existing literature. 

Moreover, further investigations on control mechanisms that enhance damping performances 

are required.  

2.7 Impacts of Wind Turbine Direct-Driven PMSGs: Review  

As back-to-back converters decouple the PMSG from a power system, oscillation 

problems arising from a wind turbine direct-driven PMSG cannot directly affect the dynamic 

performances of the power system [28, 29]. However, the dynamic performances of the 

power system are indirectly influenced by replacing conventional generators, change in 

power flow, displacement of synchronous generators with a power system stabilizer (PSS) 

and wind power controllers [30]. The wind turbine has its own dynamic stability issues into 

the bargain. For the last six and seven years, research efforts have been devoted to analysing 

the impacts of large-scale PMSG wind power penetration on the dynamic stability of a power 

system. Due to the various dynamic characteristics of the wind turbine and the power system 

taken into consideration during the investigations, views vary. Generally, the views could be 

seen from two aspects— dynamic stability of the wind turbine direct-driven PMSG itself and 

systemwide dynamic stability.   

2.7.1 Dynamic Stability of Wind Turbine Direct-Driven PMSG  

Dynamic oscillations arise from the interaction of various rotating parts within a wind 

turbine direct-driven PMSG. Though the oscillations do not directly instigate instabilities in 

the rest of the power system by themselves, as the wind turbine and the power system are 

decoupled, they may result in local dynamic instabilities [28], which lead to the 
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disconnection of the PMSG from the power system. The disconnection, in turn, affects the 

power system in its own way, which may be a cause for load shedding or a total collapse of 

the system, depending on the degree of wind power penetration and available spinning 

reserve. In a wind turbine direct-driven PMSG, the drive train and converters are the main 

sources of oscillations [29, 93]. As the number of pole pairs of the PMSG increases, the 

drive-train shaft becomes soft and vulnerable to oscillations. Consequently, the torsional 

twist of the shaft may significantly affect the operation of the wind turbine. Therefore, drive-

train oscillations should be cautiously handled [94].   

Wind power controllers have the upper hand on the dynamic performances of a wind 

turbine direct-driven PMSG. The interaction between dynamic oscillations and wind power 

controllers could be analysed using the model shown in Figure 2.6 [93]. For example, a 

voltage control loop results in a poorly damped and sustained drive train oscillations unless 

parameters are appropriately selected [29, 95].  

  

Figure 2.6. A wind turbine direct-drive PMSG connected to an infinite bus  

On the other hand, it has been observed that inappropriate selection of parameters of 

wind power controllers leads to dynamic instabilities in a wind turbine direct-driven PMSG 

[96]. Indeed, proportional-integral (PI) controllers are widely used in wind power controllers, 

and appropriate tuning is essential. Otherwise, dynamic oscillations may lead the PMSG to 

instability [44, 93]. Furthermore, it will be very helpful indeed if advanced controllers that 

enhance the dynamic performances of such a PMSG are investigated.  

2.7.2 System-Wide Dynamic Stability   

The response of a power system to a disturbance depends on the magnitude of the 

disturbance. Naturally, a power system is nonlinear, and its response to small disturbances, 

where the disturbances are sufficiently small for linearization, depends on the operating point 
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[14, 15]. In fact, the distribution of the eigenvalues of the whole power system depends on 

this operating point; anything that alters the operating point unquestionably affects the 

eigenvalues [28]. In principle, as the level of penetration of the wind power increases, the 

power flow changes; and thus, the operating point.  Consequently, the dynamic stability, 

which depends on the eigenvalues, will be affected. Thus, level of wind power penetration is 

a major factor that affects the dynamic stability of a power system. The eigenvalue approach 

is not adopted in the current work as stochastic wind speed disturbances span from small to 

large disturbances.  

The IEEE 3-generator 9-bus test system, shown in Figure 2.7, is widely used in the 

investigation of the influences of large-scale PMSG-based wind power penetration on 

dynamic stability of a power system [97]. It is shown that increasing wind power penetration 

has positive impacts on system-wide dynamic stability of a power system depending on the 

operating point of the system before the occurrence of a disturbance [13, 29, 56, 93, 98].   

Conversely, high PMSG-based wind farm penetration reduces the stability limits of a 

power system when a power factor controller is employed [9]. Power factor and voltage 

controls in a wind turbine have negative impacts on system-wide dynamic stability of a power 

system [8, 99]. In another research, it is observed that wind farm contributes little to the 

oscillatory modes of a test system [57].  

 

Figure 2.7. IEEE 3-generator 9-bus test system with a wind farm  

System-wide dynamic stability also depends on the location and connection point of a 

PMSG-based wind farm in a power system [98]. Therefore, high PMSG-based wind power 
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penetration has both negative and positive impacts, depending on the way of grid-connection 

and type of connection point [100].  

Other factors that affect the dynamic stability of a power system with high PMSG-

based wind power penetration are friction coefficients of wind turbines and power factor 

control. Friction coefficients have a linear relationship with stability margin, whereas power 

factor control reduces the contribution of grid current in an oscillatory mode [57]. On the 

other hand, the wake effect has a negative impact on dynamic stability. Besides, wake effect 

changes the strong correlation between generators with oscillation [97].   

Weak coupling between a PMSG-based wind farm and a power system affects the 

dynamic stability of the system. Such a scenario is investigated in [101, 102], and it is 

illustrated that grid coupling strength significantly affects the dynamic performances of a 

power system. Wind generation uncertainty and volatility have also their own impacts on 

electromagnetic oscillatory modes [7]. Wind shear and tower shadow are other factors which 

affect the dynamic stability of a power system with large-scale PMSG-based wind power 

integration. Time-domain simulations have shown that power system oscillations due to wind 

shear and tower shadow influences are pronounced in medium wind speeds [103]. The other 

point is that wind power controller parameters affect the dynamic stability of a power system 

[98, 104]. Wind farm capacity changes and type of transmission line between a wind farm 

and a common connection point can affect the dynamic stability of a power system [105]. 

Moreover, using cables in place of overhead transmission lines for power transfer can 

improve dynamic stability [105].  

In general, considering research works reviewed in this section, the impacts of 

largescale PMSG-based wind power penetration on the system-wide dynamic stability of a 

power system are divergent. Different factors are considered under the investigations leading 

to four categories of results:  beneficial, detrimental, indifferent, and both beneficial and 

detrimental impacts. Indeed, factors considered in one investigation may not necessarily be 

considered in another, i.e. the factors and scenarios considered have influenced the outcomes 

of the investigations. In contrast, the influence of stochastic wind speed series, which is the 

pillar of this work, has not been considered in any of the investigations. Contingency is not 

also addressed. Moreover, in most of the works, disturbances are assumed to be sufficiently 

small so that linearization of mathematical models is allowed, and disturbances affecting 
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rotor speeds of synchronous machines are not sufficiently addressed. Strikingly, this area 

requires a further research.   

2.8 Review of Mitigation Techniques for Dynamic Performances  

As reviewed in the previous section, a high penetration of PMSG-based wind power 

has negative effects on the dynamic performances of a power system though it may also have 

positive impacts. Consequently, for negative impacts, mitigation techniques that enhance the 

dynamic performances of not only the wind farm but also the concerned power system are 

required. As a progressing research area, unlike that of DFIG-based wind power, few authors 

have considered mitigation techniques to enhance the dynamic performances of a wind 

turbine direct-driven PMSG and its impacts on a power system. In the existing literature, 

generally, three mitigation and control approaches are observed— real power control, 

reactive power control, and FACTS-based approaches [30, 106, 107]. However, compared 

to that of DFIGbased wind turbines, the three approaches are not sufficiently investigated for 

wind turbine direct-driven PMSGs.  

2.8.1 Active Power Control  

In wind turbine direct-driven PMSGs, real and reactive powers are controlled 

separately, the basis for real power and reactive power based mitigation approaches [40]. 

And the control system is realized using classical vector control. The dynamic performances 

of a wind turbine direct-driven PMSG can be enhanced using this approach. Elimination of 

the gear results in torsional oscillations, which may lead to dynamic stability problems. 

However, active power control using mechanical methods such as springs and dampers can 

be used to overcome such problems [41]. Otherwise, the dynamic oscillations can be damped 

through pitch angle or speed controllers. Nevertheless, in all these cases, the responses 

achieved are slow [29]. In [49], a PID pitch angle controller is used for an SCIG-based wind 

turbine to enhance its stability as shown in Figure 2.8, where  is reference rotor speed,  actual 

rotor speed, 1/R droop, Pref  reference power, P measured output power of the generator, and  

pitch angle. This approach can easily be adapted for a wind turbine direct-driven PMSG.  

Alternatively, the PID controller in Figure 2.8 can be replaced by a fuzzy logic 

controller to achieve a better damping performance in a wind turbine direct-driven PMSG 

[42]. This implies that, though they haven’t been yet tested, advanced controllers can also be 
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applied to pitch angle controllers for wind turbine direct-driven PMSGs. In Figure 2.8, ∆P is 

error power due to governor speed characteristics.  

  

Figure 2.8. Pitch angle control  

The other alternative of active power control is achieved through the back-to-back 

converters. The response of this approach is fast, and hence it is advantageous. Different 

alternatives are being investigated. For example, in [43], an active-damping strategy based 

on DC-link current estimation to damp torsional oscillations is proposed as shown in Figure 

2.9, where PI is a proportional-integral controller,  compensating torque, ∗ reference torque,  

generator torque,  first order transfer function,  rotor torque and  wind turbine model.  In 

addition, this controller reduces speed oscillations.  

  

Figure 2.9. Active power damping scheme  

An active power control approach based on torque compensation to improve the 

dynamic stability of a wind turbine direct-driven PMSG is proposed in [44]. The strategy 

contains a feed-forward loop based on DC current injected into a DC-link. Oscillatory modes 

are effectively suppressed and the stability of the PMSG is improved. Effective control of a 

wind turbine direct-driven PMSG can support the dynamic frequency of a power system. In 

this case, a supplementary loop added in the active power control loop modifies the controller 

to achieve effective network inertia response and can significantly improve dynamic stability 

[45] as shown in Figure 2.10. In this figure, ∗ is reference AC voltage,  AC voltage of the 
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PMSG, ∗  reference d-axis current,   d-axis current, ∗ d-axis reference voltage, 

  d- 

axis voltage,   electrical speed of the PMSG,   q-axis inductance and   q-axis current.  

  

Figure 2.10.  Active power supplementary loop  

Finally, a conventional PSS can also be adapted to improve the dynamic performances 

of a wind turbine direct-driven PMSG [96]. Though active power control improves the 

dynamic stability of a wind turbine, it has its own drawbacks. One of the drawbacks is it may 

negatively affect drive train oscillations [108].     

2.8.2 Reactive Power Control  

Few authors explored the effectiveness of reactive power control in enhancing wind 

turbine dynamic performances. In [45], a supplementary reactive power controller is used to 

improve the damping performances of a power system as shown in Figure 2.11, where  is 

grid-quadrature axis voltage, ∗ grid q-axis reference voltage,  grid q-axis current, ∗ grid q-

axis reference current,  reactive power, ∗ reference reactive power,  grid angular frequency,  

grid inductance and  grid d-axis current. In this study, the results illustrate that the dynamic 

stability problem is mitigated.   

  

Figure 2.11. Reactive power supplementary loop  

Moreover, Silvio Rodrigues et al., in [46], use multi-objective genetic algorithm to 

tune a PI controller that enhances the dynamic stability of a wind turbine direct-driven 

PMSG. Modulation of reactive power at the point of connection of the wind farm and a power 

system contributes to low-frequency oscillation damping [47]. A reactive power-damping 
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controller can be used to damp power system oscillations at steady state, and thus, the system 

damping performance is further improved [48]. Usually, reactive power control is 

implemented in the grid-side converter. It is also shown that in DFIG-based wind turbines, 

this approach does not affect drive train oscillations as the controller acts like an SVC and is 

on the grid-side of the back-to-back converters [109, 110]. Therefore, more research in this 

approach for wind turbine direct-driven PMSGs is crucial.  

2.8.3 FACTS Devices  

The two approaches discussed earlier are widely used to damp inner oscillations of a 

wind turbine direct-drive PMSG or PMSG-based wind farm. System-wide dynamic 

oscillations can be damped using FACTS devices. For instance, in [106, 107], a static 

compensator (STATCOM) is used to improve the stability of four parallel-operated 

PMSGbased offshore wind turbine generators feeding a power system. The proposed 

STATCOM joined with the designed damping controller effectively improves the dynamic 

stability of the power system under various disturbance conditions. The other FACTS devices 

such as static var compensators, thyristor controlled series capacitors (TCSC), series 

compensators (SSSC) and unified power flow controllers (UPFC) have not yet widely been 

investigated for wind turbine direct-driven PMSGs. Thus, a further research in this area is 

also important. Generally, compared to that of DFIG-based wind power penetration, 

mitigation of the dynamic stability of a power system with high PMSG-based wind power 

penetration is not sufficiently investigated. As the recent trend of the wind industry is tilted 

towards wind turbine directdriven PMSGs [46], a further research in this sector is decisive.  

2.8.4 Virtual Control  

The dynamic performances of a wind turbine direct-driven PMSG and a power system 

containing it can be enhanced by employing virtual controls which emulate conventional 

approaches.  Currently, the widely-used virtual control is virtual inertia control, applied to 

wind farms to support dynamic frequency control in a power system [111, 112]. Different 

schemes are used to realize virtual inertia control. The Conventional method is based on 

frequency deviation in a power system and is implemented as an appropriate supplementary 

frequency control loop in the generator-side converter controller [113, 114]. The other 

approach is based on optimal power tracking [115]. The third approach uses advanced control 

algorithm where self-tuning capacity and robustness are considered [116]. The fourth and 
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last approach uses the concept of emulating conventional synchronous machines and is 

named virtual synchronous machine approach [117]. The concept of virtual control is a new 

research area and can be extended to emulating other parameters of conventional power 

system components.   

Therefore, in summary, the primary objective of this research is to investigate the 

impacts of stochastic wind speed disturbances on the dynamic performances of a wind 

turbine direct-driven PMSG, and influencing the dynamics of a power system containing a 

PMSGbased wind farm. In the light of the existence of negative effects, this thesis extends 

the concept of virtual control to emulating resistors, compensators and damper windings, in 

deriving virtual control mechanisms, to enhance the dynamic performances of PMSG-based 

wind farms, and thus the dynamic stability of a power system. Moreover, the thesis 

investigates the use of a virtual control alongside FACTS devices to improve the dynamic 

performances of a power system further.  

2.9 Conclusion  

This chapter has presented the review of power system dynamics, power system 

disturbances, wind speed modelling, and influences of wind power integration on power 

system dynamics.  The impacts of large-scale PMSG-based wind power penetration on the 

dynamic stability of a power system have also been reviewed. Depending on factors taken 

into consideration during investigations, divergent results varying from positive to negative 

impacts are observed in the prevailing research works.   

Several mitigation techniques to improve the dynamic performances of a wind turbine 

direct-driven PMSG and the power system containing it under different power system 

disturbances are proposed. The techniques are based on real power control, reactive power 

control and FACTS devices. In most studies, factors considered are divergent and the authors 

employ proportional-integral controllers. A new research area called virtual control has 

appeared, particularly, related to inertia control in wind farms. This thesis extends the concept 

of virtual control to enhance the dynamic performances of a wind turbine direct-driven 

PMSG by emulating resistors, compensators and damper windings.   

The review has also depicted that wind speed disturbances are neglected in the 

investigations of the dynamic performances of a power system having wind power plants. As 

the penetration level grows further, the impacts of the stochastic wind speed disturbances on 
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the power system dynamics become significant. Chapter 3 presents characterization of wind 

speed time series for dynamic simulation of wind turbines using raw wind speed data 

obtained from Durban. The results will be used in Chapters 4, 5 and 6.  

CHAPTER 3  

3  MODELLING AND ANALYSIS OF WIND SPEED SERIES  

3.1 Introduction  

Modelling, analysis, and simulation of the dynamic behaviour of a wind turbine 

directdriven PMSG require an appropriate wind speed model; hence, the wind speed series 

of a specific site where the wind turbine is planned to be erected should be appropriately 

modelled and analysed to attain comprehensive results. One of the main advantages of having 

the wind speed model compared to measured wind speed series is that the user can freely 

generate the required wind speed series for dynamic simulations. For that reason, this chapter 

deals with modelling and analysis of wind speed series, which are inputs to the models of the 

wind turbine direct-driven PMSGs in the next chapters of this thesis.   

There are various types of wind speed models in the existing literature. Different 

methods have been employed for time series characterization of wind processes. 

Traditionally, Weibull distribution is used to represent wind speed series at a given site [33—

35]. Normal,  

Gamma, Lognormal or combination of these distributions with Weibull distribution [31, 

70— 72] can also be used to model wind speed series. Kernel density method is used in [72]. 

A typical distribution may not necessarily represent the cumulative wind behaviour of all 

locations in a region [31]. Thus, the wind speed series for a particular location needs to be 

modelled. The above distributions cannot be used when chronology is vital [33]. In reality, 

the current wind speed depends on the previous one indicating chronology should be 

considered in the modelling. Evolutionary algorithms such as genetic algorithm and local 

search techniques are also used in wind speed modelling [74]. However, these algorithms are 

time consuming [33]. A Markov chain wind speed model which retains chronology and 

consumes less computing time can also be employed. In this work, this model along with 

Weibull and Gaussian distributions is used to generate synthetic wind speed data for dynamic 

simulations of wind turbines and validation of proposed dynamic performance mitigation 
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methods. Composite and Fourier Series models can also be used in the investigation of the 

dynamic performances of the PMSG.  

3.2 Markov Chain Wind Speed Model   

3.2.1 Introduction  

Wind is a random stochastic process whose dynamic behaviour can be represented by 

a stochastic model [53]. Naturally, wind depends on pressure gradient, waves, jet streams, 

and local weather conditions [69]. The stochastic modelling of wind is a complicated task 

because of its strong variability in time and land terrains. Over a year, wind speed is periodic, 

showing seasonal variations; however, hourly average wind speed is a stochastic process with 

a Weibull probability density function; whereas within minutes, it follows a Gaussian random 

process [36].   

Therefore, the Markov chain model, which retains chronology and consumes less 

computing time, could be employed to synthesize wind speed time series [36—39] for 

dynamic simulation and wind power forecasting. The accuracy of a Markov model increases 

with its order [37]. The first-order model is often adopted for its simplicity and less 

computing time [39]. A modified Markov model [75] illustrates better performances than the 

corresponding normal model in preserving the properties of wind speed series. Particularly, 

the second order semi-Markov process is more suitable for processes having states with time 

varying durations [36].  

Few efforts have been done to characterize wind speeds and power for generation of 

electricity in South Africa using computer algorithms and frequency distribution methods 

[76—78]; however, the Markov model has never been used, particularly, in Durban, South 

Africa. As wind speed models strongly depend on location, an investigation into the wind 

speed series in the site is crucial. Therefore, in this work, a Markov chain model is employed 

to characterize the wind speed series in Durban. The model is also compared with Weibull 

distribution. The comparison shows the Markov Model is more effective than the Weibull 

distribution. Finally, Weibull and Gaussian probability density functions, along with the 

Markov model, are employed to produce synthetic wind speed series over minute and second 

intervals respectively. Generation of artificial wind speed series is crucial for dynamic 

simulation of wind turbines.  
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3.2.2 Data Analysis and Markov Chain Model (MCM)  

3.2.2.1  Wind Speed Data  

The data used in this work have been obtained from South African Weather Services 

(SAWS). Hourly wind speed measurements were taken at Durban South Merebank (DSM) 

(29.9560°S, 30.9730°E) from January 2014 to December 2015. At the station, the 

anemometers were installed at 8 m hub height.  

3.2.2.2 Data Analysis  

Wind speed directions are not considered in this thesis as wind energy density mainly 

depends on the speed. The wind speed data from the weather station at DSM were measured 

at a hub height of 8 m. However, the height of the tower of a wind turbine is far longer than 

8 m. Thus, these wind speed data are converted to the corresponding higher hub height data 

by the power law wind speed profile [118] defined as:  

 =    (3.1)  

 where  - wind speed at hub height 2  

- wind speed at hub height 1 ℎ - hub height 1 ℎ - 

hub height 2  

- Hellman Exponent     

  

Figure 3.1. Observed wind speed series at DSM  

Figure 3.1 shows the two years’ distribution of wind speed series at DSM. These hourly 

wind speed data are statistically analysed to generate monthly hourly mean wind speed data. 
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The resulting data are used to sketch the wind speed contour maps for Durban. Figures 3.2 

and 3.3 show the wind speed contour maps for 8 and 70 metre hub heights at DSM weather 

station respectively. The hourly wind speed values shown in Table 3.1 are obtained at a hub 

height of 70 m and range from 0 to 23 m/s. However, monthly hourly mean wind speeds at 

the same hub height range from 1.5 to 12 m/s.  

  

Figure 3.2. Monthly hourly mean wind speeds at DSM at 8 m hub height  

  

Figure 3.3. Monthly hourly mean wind speeds at DSM at 70 m hub height  
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Figure 3.4. Annual mean wind speeds at different hub heights  

Figure 3.4 shows the relationship between annual mean wind speed and hub height in 

Durban. As expressed in (3.1), the mean wind speed value increases with the increase in hub 

height. Figure 3.4 is plotted using (3.1). The Hellman exponent ranges from 0.27 to 0.33 

[118].  

3.2.3 Developing MCM  

Markov chain is a stochastic process, satisfying the Markov property and characterized 

by memorylessness [119]. Indeed, the chain is a series of transitions between states (or 

values) of the process where the future state relies on the current state and not on how the 

process arrives at this particular state [36]. This model primarily takes into account the state, 

time index and statistical dependency of the random process [36, 119]. Moreover, the states 

may be finite or infinite. Thus, in this work, a finite number of states is considered.  

Furthermore, the dimension of the state space considered has a significant effect on the 

accuracy of the MCM [120]. The accuracy of the model increases with the dimension of the 

state space and the statistical characteristics of the wind speed series are satisfactorily 

preserved.  

In this section, the relationship between the stochastic properties of wind speed 

processes and the MCM are investigated. Initially, hourly wind speed measurements from 

DSM (29.9560°S, 30.9730°E) are classified into sixteen distinct states with 1 m/s intervals 

as shown in Table 3.1. Subsequently, a transition probability matrix (TPM) describing these 

states is determined using the Markov chain approach. Based on this matrix, an attempt is 

made to develop an algorithm which is implemented in MATLAB® to generate wind speeds 
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from the principal elements of the model. The wind speed series generated from the proposed 

model are then compared with the actual measurements via statistical tools and error analysis.  

The probability density functions of the observed, generated and the Weibull distribution, 

whose scale shape parameters are obtained from observed data in section 3.2.5, are 

compared.  

3.2.3.1  TPM and Limiting Probabilities  

TPM is the base for any MCM. In developing this model, first, the states of the model 

should be decided. Hence, the wind speed states are classified in the interval of 1 m/s as 

shown in Table 3.1, except the first state which ranges from 0 to 2 m/s.   

Table 3.1. Wind speed states and corresponding frequencies at 70 m hub height  
State  Wind speed boundaries (m/s)  Observed Frequency  Expected Frequency  

1  0—2  1848  1847.488  
2  2—3  966  966.1512  
3  3—4  1139  1138.239  
4  4—5  1249  1248.867  
5  5—6  1044  1043.591  
6  6—7  843  842.002  
7  7—8  932  931.7336  
8  8—9  890  888.7116  
9  9—10  638  637.9548  
10  10—11  718  717.8528  
11  11—12  561  560.5152  
12  12—13  387  387.198  
13  13—14  340  340.4884  
14  14—15  266  265.5072  
15  15—16  141  141.358  
16  >16  328  328.1964  
Total  16  12290  12290  
The elements of the TPM shown in (3.2) are calculated as follows: for N states at each 

time step, there may be N moves between two consecutive time steps. Thus, the transition 

probability from state i at time t to another state j at time t+1, denoted by pij, is calculated 

from measured wind speeds at DSM.  
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The elements of the TPM are bounded within 0 ≤ ≤ 1 such that, ∀ , ∈ 1, … , . The 

element  denotes the probability of switching from state i to state j or remain in the same 

state. All elements of the matrix are greater than or equal to zero. The general state TPM is 

given by:  

… 
… 

 =   (3.2)  
 . . . . 

… 

As sixteen states are considered in the state space, the size of the transition matrix will 

become 16*16, where N is 16. The state TPM should fulfil the constraints given in (3.3) and 

(3.4).  

0 < < 1  (3.3) = 1  (3.4)  

The elements of P in (3.2) are calculated as:  

 =   (3.5)  
∑ 

where  is the number of jumps from state i to state j. The elements of matrix P represent 

the frequency of the observed wind speed states, which come to the jth state from the ith state 

at the previous time step.  

The data shown in Figure 3.1 are modelled using the Markov model.  The elements of 

the matrix in (3.2) are calculated using (3.5), and Table 3.2 shows the elements of the TPM 

obtained.  

In the MCM, another important factor is the limiting probability matrix (or steady state 

vector), , which shows the total percentage occurrence of a state in a chain. This vector is 

equivalent to the mth power of P i.e., → . The steady-state behaviour of a Markov chain  

is given as [121]:                              

 [ … ] = [ … ]  (3.6)  

where πi is the steady state probability for the ith state.  



 

 

Table 3.2. TPM  
   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  

1  0.73377  0.14881  0.07143  0.02273  0.0119  0  0  0  0  0  0  0.00054  0.00162  0  0  0  
2  0.30745  0.30021  0.22774  0.09938  0.0352  0.01346  0  0  0  0.00207  0.00311  0  0  0.00104  0  0  

3  0.10975  0.21071  0.32924  0.19315  0.08692  0.03336  0.01932  0  0  0.00439  0.00176  0.00176  0.00176  0  0.00088  0  

4  0.04484  0.08006  0.21137  0.34988  0.16813  0.07526  0.03122  0.01922  0  0.004  0.0032  0  0.0016  0  0.0016  0.0008  

5  0.01245  0.03736  0.0795  0.23659  0.2682  0.1705  0.11303  0.03831  0.02011  0.01149  0.00287  0.00287  0.00287  0.00192  0  0.00192  

6  0  0  0.04508  0.13998  0.22657  0.21352  0.19336  0.09371  0.03559  0.01779  0.00356  0.00474  0.00356  0.00356  0  0.00474  

7  0.00107  0  0.01931  0.05365  0.13841  0.21567  0.25966  0.16845  0.07296  0.04077  0.0118  0.00215  0.00215  0.00322  0  0.00215  
8  0  0  0  0.03034  0.05843  0.08764  0.20899  0.2764  0.13933  0.10787  0.05618  0.01573  0.00899  0  0.00337  0.00225  

9  0  0  0  0  0.02669  0.04867  0.12559  0.24176  0.21978  0.18838  0.07849  0.02983  0.01256  0.00314  0.00314  0.00628  

10  0  0  0  0  0  0.02228  0.06267  0.15877  0.17688  0.27994  0.16156  0.06825  0.03203  0.01253  0.00418  0.00836  

11  0  0  0  0  0  0  0.0303  0.06952  0.11765  0.22282  0.26025  0.16221  0.06595  0.03387  0.01426  0.00357  

12  0  0  0  0  0  0  0  0  0.05685  0.13953  0.24289  0.19897  0.17829  0.08527  0.03618  0.02326  

13  0  0  0  0  0  0  0  0  0.03824  0.07647  0.12941  0.20882  0.23235  0.16765  0.03824  0.05882  

14  0  0  0  0  0  0  0  0  0.02256  0.04887  0.07895  0.12782  0.18421  0.2406  0.15789  0.12406  

15  0  0  0  0  0  0.00709  0  0  0.02128  0.01418  0.03546  0.08511  0.20567  0.2766  0.14184  0.20567  
16  0  0.00305  0  0  0  0  0  0  0.00305  0.0122  0.02744  0.02439  0.07012  0.10366  0.10061  0.65244  
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The sum of the elements within the limiting probability vector at steady state is given 

by:  

 = 1  (3.7)  

Table 3.3 shows the limiting vector, which is expressed as the fraction of the time the 

system in a state, is given by the 82nd (m = 82) power of the transition probability matrix, P. 

Moreover, the expected frequency column in Table 3.1 is obtained using this limiting 

vector. For example, if there are T hours in a given time interval, 0.0927*T of the intervals 

will have wind speeds in the range 3 to 4 m/s, and 0.0456*T will have wind speeds between 

11 and 12 m/s. The limiting vector of the Markov chain model is close to the real wind 

speed series, as depicted in Table 3.1.  

Table 3.3. The limiting vector  
States  1  2  3  4  5  6  7  8  

  0.1504  0.0786  0.0927  0.1016  0.0849  0.0686  0.0758  0.0723  
States  9  10  11  12  13  14  15  16  

  0.0519  0.0584  0.0456  0.0315  0.0276  0.0216  0.0115  0.0267  
3.2.3.2 Generation of Wind Speed Series Using MCM  

At this point in this work, the TPM representing wind speed series, limiting state 

probabilities and expected frequencies have been determined from wind speed measurements 

at DSM. Reasonably, the application of the Markov chain concept to wind speed series could 

assist in the synthesis of the random behaviour of wind speed series. Consequently, in this 

section, wind speed series are generated in MATLAB®. Finally, the accuracy of the proposed 

MCM is compared with the measurements from the DSM weather station.  

The generation of synthetic wind speeds is based on the elements of the TPM, which 

lie between 0 and 1, in Table 3.2. In fact, the cumulative TPM (CTPM) whose elements are 

obtained from the TPM as shown in (3.8) is the basis for wind speed series generation using 

the MCM.   

 =   (3.8)  
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Pik is the transition probability in row i at state k. Table 3.4 shows the corresponding 

CTPM obtained from Table 3.2.  

In the synthesis of the wind speed time series, MATLAB® random number generators 

are used to generate numbers based on the arranged states in Table 3.1. Subsequently, the 

randomly generated numbers are distributed among the different wind speed states according 

to the CTPM. Generally, the following algorithm is adopted in the synthesis of the wind 

speed data:  

1. An initial state is taken randomly.  

2. A set of uniformly distributed random numbers between 0 and 1 are generated.  

3. A new wind speed state is determined when the upper boundary of the interval in 

which the random value generated in step 2 is greater than the element of the CTPM 

of the previous state and less than or equal to the element of the CTPM of the next 

state.  

4. The intermediate wind speed values are obtained from a random number generator 

based on Weibull and Gaussian distributions for minute and second wise time 

intervals using the data obtained in step 3.   

Therefore, this algorithm can be used to generate any desired number of wind speeds. 

A sample generated wind speed time series which are generated using this algorithm are 

shown in Figure 3.5.  

  

Figure 3.5. Synthetic wind speed data  



 

 

Table 3.4. CTPM  
States  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  

1  0.733766  0.882576  0.954004  0.976732  0.988636  0.994046  0.996206  0.997286  0.997827  0.997827  0.997827  0.998368  0.999992  0.999992  0.999992  0.999992  
2  0.307453  0.60766  0.835404  0.934783  0.969979  0.983437  0.988617  0.992757  0.993797  0.995867  0.998973  0.998973  0.998973  1.000008  1.000008  1.000008  
3  0.109745  0.320457  0.649693  0.842845  0.929763  0.963126  0.982441  0.985951  0.989461  0.993851  0.995606  0.997362  0.999118  0.999118  0.999996  0.999996  
4  0.044836  0.1249  0.336269  0.686149  0.854283  0.929544  0.960769  0.979984  0.988794  0.992797  0.996  0.996  0.997601  0.997601  0.999202  1.000003  
5  0.012452  0.049808  0.12931  0.3659  0.6341  0.804598  0.917625  0.955939  0.976054  0.987548  0.990421  0.993295  0.996169  0.998084  0.998084  1  
6  0  0.0142  0.059277  0.199253  0.425825  0.639348  0.832705  0.926418  0.962005  0.979799  0.983358  0.988103  0.991661  0.99522  0.99522  0.999965  
7  0.001073  0.009653  0.028966  0.082614  0.221026  0.436692  0.696348  0.864803  0.937765  0.978537  0.99034  0.992486  0.994632  0.99785  0.99785  0.999996  
8  0  0.00112  0.00449  0.034827  0.093254  0.180894  0.389883  0.666288  0.805614  0.913479  0.969659  0.985389  0.994378  0.994378  0.997748  0.999996  
9  0  0  0.00471  0.01571  0.042398  0.091063  0.216652  0.45841  0.67819  0.866573  0.945066  0.974894  0.987453  0.990592  0.993732  1.000011  

10  0  0  0.00139  0.00696  0.01253  0.034814  0.097488  0.256263  0.433143  0.713087  0.874647  0.942892  0.974926  0.98746  0.991639  0.999995  
11  0  0  0.00357  0.00535  0.01426  0.01961  0.049913  0.119432  0.237079  0.459895  0.720145  0.882355  0.948309  0.982177  0.996437  1.000002  
12  0  0  0  0  0.00258  0.00258  0.01288  0.03868  0.095528  0.235062  0.477956  0.676923  0.855217  0.940489  0.976664  0.99992  
13  0  0  0  0  0  0  0.0206  0.05  0.088235  0.164706  0.294118  0.502941  0.735294  0.902941  0.941176  1  
14  0  0  0  0  0  0  0  0.015  0.037556  0.086429  0.165376  0.293195  0.477406  0.718008  0.875902  0.999962  
15  0  0  0  0  0  0.007092  0.007092  0.014182  0.035459  0.049643  0.085104  0.170211  0.375884  0.65248  0.794324  0.999998  
16  0  0.003049  0.003049  0.003049  0.003049  0.003049  0.003049  0.006099  0.009148  0.021343  0.048782  0.073172  0.143294  0.246952  0.347562  1.000001  

41  
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3.2.4 Validation of the Markov Model  

To validate the MCM, the statistical characteristics of the synthetic wind speed series are 

compared with that of the measured ones as shown in Table 3.5.   

Table 3.5. Comparison of measured and generated wind speeds  
  Measured wind speeds  Synthetic wind speeds  Error (%)  

Median  5.9800  5.8357  2.4  
Mean  6.46  6.42  0.62  
Standard deviation  4.48  4.41  1.56  

Another metric used to validate the MCM is probability density function (PDF). The 

PDF of any stochastic model provides adequate information rooted in the data by assessing 

the frequency distribution and general statistical parameters such as mean and standard 

deviation. Accordingly, the PDF of the wind speed series measured at DSM for a period of 

two years (at 1 hour time interval) is compared with that of synthetic wind speeds, generated 

by the developed MCM for model validation.   

  

Figure 3.6. PDFs of measured, generated wind speeds and Weibull distribution  

The Root-Mean-Square Error (RMSE) given by (3.9) can also be used to evaluate the 

performance of the MCM. This statistical tool measures the average distance between the 

observed and generated data in Figure 3.6.  

 = )  (3.9)  

Ei  is the dataset from measurement and Fi  is the proposed model dataset for the number 

of sample size, T. N is the size of the data set and i is a counter in (3.9).  
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The RMSE value of the PDF distributions for the measured and the MCM generated 

wind speed series is 0.0021, and that of the PDF distributions for the measured and the 

Weibull is 0.0160.  

3.2.5 Weibull Distribution  

Currently, the Weibull distribution is widely employed in modelling wind speed series in 

dynamic simulations of wind turbines. Its PDF is given as [122]:  

(  ) 
 ( ) =      ≥ 0, , > 0  (3.10)  

where , a and b represent the wind speed, the scale and shape parameters of the Weibull 

distribution respectively. a and b are calculated using the maximum likelihood estimation 

method [123] from the observed wind speed data and are found to be 6.75 and 1.11 

respectively. Figure 3.6 shows the plot of the Weibull distribution PDF.  

3.2.6 Intermediate Wind Speeds  

Although the MCM generates hourly mean wind speed series, it is not capable of 

generating wind speed series in between hours and minutes because the wind speed series 

obtained from DSM were hourly mean wind speeds. This is one limitation of this work. For 

this reason, Weibull and Gaussian (3.11) [122] distributions are employed to predict wind 

speeds between successive hours and minutes using parameters obtained from the Markov 

model.  

   (3.11)  

   and   represent the wind speed and the mean of the wind speeds, and  is the  

corresponding standard deviation.  

Thus, the codes for the Weibull and Gaussian distributions are incorporated in the main 

MATLAB® code. The mean and the standard deviation of the Gaussian distribution are 6.24 

and 4.36 respectively. Figures 3.7 and 3.8 show the intermediate wind speed series where 
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linear interpolation is adopted to obtain continuous wind speed. Flat interval wind speeds in 

between minutes and seconds can also be employed.  

  

Figure 3.7. Wind speeds generated using a Weibull distribution based on MCM data  

  

Figure 3.8. Wind speeds generated using Gaussian distribution  

3.2.7  Wind Power Density (WPD) Distribution  

The WPD distribution indicates the wind power available at different wind speeds.  

Generally, it is given as [124]:  

 =  ( )  (3.12)  

where ( ) is the frequency of wind speeds and  is air density which is 1.225 kgm-3 for 

standard conditions. The cumulative density probability of wind speeds and power in Durban 

is shown in Figure 3.9.  
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(a)  

  
(b)  

Figure 3.9. Cumulative density probability for (a) wind speeds (b) wind power density  

in Durban  

3.2.8 Results and Discussion  

3.2.8.1 Wind Speed Analysis  

Figure 3.1 showed the hourly mean wind speed series from January 2014 to December 

2015 in Durban. These data were obtained from SAWS. The wind speed, which is very 

stochastic, highly depends on temperature variations as shown in Figure 3.2, contour map for 

hourly monthly wind speeds. Wind speed increases with solar radiation. In fact, wind is 

created by differential heating of the earth’s surface by the sun. The daily maximum wind 

speed is observed from 13h00 to 16h00 where maximum temperature is also observed, 

whereas the minimum speed occurs after midnight. Wind speed density is high during 

working hours, which is crucial for wind turbine operators. Furthermore, Figure 3.2 showed 

the dependence of wind speed series on seasonal variations. From December to March, 
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relatively hot months, the wind speeds are relatively high (2.5 – 5.5 m/s monthly average 

wind speed). On the other hand, from April to August, corresponding to the dry season, 

usually, low wind speeds (1.5 – 3 m/s monthly average wind speed) are expected. September, 

October and November see monthly average wind speeds ranging from 2 to 4.5 m/s. Wind 

speed also increases with hub height as shown in Figures 3.3 and 3.4.   

3.2.8.2 MCM and Weibull Wind Speed Distributions  

The MCM was developed. The main component of this model is the TPM, shown in 

Table 3.2. Observing this matrix, the highest probabilities are around the main diagonal of 

the matrix. This indicates that if the current state is given, there will be a high probability 

that the next wind speed will remain in the same state. For instance, if the present wind speed 

is in the range 5 to 6 m/s, there will be a probability of 0.27 that the subsequent wind speed 

will stay the same. This shows wind speed retains chronology.  

Another characteristic of the transition matrix is that the transition probability of a state 

to a higher state is less than the probability of transition to a corresponding lower state. For 

example, if the current state is state 5 (5–6 m/s), the probability of transition from state 5 to 

state 6 (6–7 m/s) is 0.17 whereas the transition probability from state 5 to state 4 (4–5 m/s) 

is 0.24. In general, the transition probability matrix shows that the probability of transition 

from a state to a far higher or lower state is less probable. For instance, if the current state is 

2 (2–3 m/s), the probability of switching to state 15 (15–16 m/s) is 0. Similarly, the 

probability of switching from state 14 (14–15 m/s) to state 3 (3–4 m/s) is 0.  

Table 3.5 gave the statistical comparison between the measured and synthetic wind 

speeds, shown in Figure 3.5, generated by the MCM. The medians are close to each other 

(5.98 m/s vs. 5.84 m/s respectively). Similarly, the difference between the means (6.46 m/s 

vs. 6.42 m/s respectively) is insignificant. Moreover, there is no pronounced difference 

between the standard deviations (4.48 m/s vs. 4.41 m/s respectively). Hence, statistically, the 

three statistical tools of the synthetic wind speeds are very close to that of the measured ones, 

showing the suitability of the MCM for modelling wind speed series in Durban.  

The traditional way of representing wind speed series is using the Weibull distribution, 

discussed in section 3.2.5. The PDFs of the measured, the MCM wind speed series and the 

Weibull distribution were compared in Figure 3.6. The Markov model has a better 

goodnessof-fit than the Weibull distribution as it takes chronology into consideration. This 
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validates the accuracy of the MCM, which gives a fair representation of the wind speed 

measurements.  

Figure 3.6 showed PDFs of the measured wind speeds, generated wind speeds and 

Weibull distributions. The RMSE value of the PDF distributions of the measured data and 

the Markov model is 0.0021, but the RMSE value of the PDFs of the measured data and the  

Weibull distribution is 0.0160. The RMSE of the MCM is within the acceptable range (≤ 

0.05) and by far better than that of the Weibull distribution. Therefore, the Markov model 

gives an excellent representation of the measured wind speed series at the DSM weather 

station.  

3.2.8.3 Intermediate Wind Speed Series  

Figure 3.7 showed the wind speed series generated using the Weibull distribution. In 

this distribution, the minimum and maximum wind speeds are 0.1795 and 18.5 m/s. In Figure 

3.8, the Gaussian wind speed distribution was shown and the corresponding minimum and 

maximum wind speeds are 0.0754 and 22.9 m/s respectively. These wind speeds are close to 

the ones observed in the measurement.  

3.2.8.4  Power Density Distribution  

Figure 3.9 showed the wind speed and wind power density distributions in Durban. 

Large wind turbines require a cut-in wind speed of 3.5 m/s [125]. From the figure, it can be 

observed that there is a 50% probability of obtaining wind speeds greater than this threshold 

at 70 m hub height. In fact, increasing the hub height increases the chance of obtaining wind 

speeds greater than the cut-in speed as shown in Figure 3.4, but this action also increases the 

initial capital cost of the wind turbine. For a good performance of a wind turbine, the mean 

wind speed at this height should be about 10 m/s [126]. Figure 3.3 showed that the monthly 

mean wind speeds in December, January, February and March were suitable for wind farms. 

On the other hand, Figure 3.10 showed the power density distribution over a year for 

twentyfour hours for 70 m hub height. For effective operation of a large wind turbine, 

potential sites are considered to have wind power densities ranging from 300 to 550 Wm-2 at 

70 m hub height [127]. It can be observed, according to this requirement, all months except 

May and June were in the domain of suitable months for wind farms. This domain can be 

further extended by taking higher hub heights as in Figure 3.11. The optimum hub height in 
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Durban is expected to be around 85 m as shown in Figure 3.12. Therefore, compared to other 

windy areas, wind power installation in Durban might be more expensive.  

  
Figure 3.10. Wind power density over a year at 70 m hub height  

  
Figure 3.11. Wind power density at 100 m hub height  
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Figure 3.12. Mean wind power density at different hub heights  

3.3 Composite Wind Speed Model  

Wind speed components such as the spatial effect of wind behaviour, gust, ramp 

changes and background noise affect the dynamic performances of a wind turbine 

directdriven PMSG. Hence, one of the wind speed models employed in the existing literature 

takes these components into consideration [6]. Thus, the model is given as:  

 ( ) = + ( ) + ( ) + ( )  (3.13)  

 where  , , , and   are the base, ramp, gust and noise components respectively.  

The base wind speed is a constant, generally taken as the average of the wind speeds over 

a certain period.  

 =   (3.14)  

  is a constant.  

Gust represents the sudden change in wind speed. In the simulation of the dynamic 

performances of a wind turbine direct-driven PMSG, it can be used for the investigation of 

the system performances under large disturbances in the wind speed. It is given as [128]:  

    < ≤   (3.15)  

where  represents the maximum gust.  and  are starting and end time of the gust wind.  
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The ramp component depicts the gradual change in the character of the wind speed and 

is given by:  

 0    ≤ 
− 

 =    < ≤   (3.16)  
− 

 0    ≥ 

where  represents the maximum ramp wind.  and  are starting and end time of the ramp 

wind.  

The noise component can be assumed to be Gaussian noise, having a probability 

density function given in (3.11); however, in the noise case, the mean and standard deviations 

are the average and standard deviations of the noise component of the wind speed. A typical 

composite wind speed is shown in Figure 3.13. In the figure, large wind speed disturbances 

are observed around the 20th, 30th and 58th seconds while small wind speed disturbances are 

observed throughout the simulation time.  

  

Figure 3.13. Typical composite wind speed series  

3.4 Fourier Series Wind Speed Model  

Wind speed is a random variable and relies on the climate and geographic location of 

the wind farm. The instantaneous value of the wind can be modelled by superimposing a 

constant term, deterministic shape functions of time representing gusts and other wind 

events, and a noise with an adequate spectrum, the latter representing turbulence. For control 
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purposes, a Fourier series [6] can approximate such behaviour of the wind. Consequently, 

(3.17) represents a simple wind speed model.  

 ( ) = +  ( ) +  ( )  (3.17)  

 is the hub wind speed,  refers to the base component of the wind speed,  and  are 

sine and cosine coefficients respectively,  is the angular frequency of the  harmonics, and  is 

the number of harmonics. Appropriate selection of the harmonics can approximate the gust, 

ramp and background noise components of the wind speed. The harmonics are important to 

study the dynamic performances of the wind turbine direct-driven PMSG in relation to wind 

speed disturbances. A typical wind speed represented by Fourier series method is shown in 

Figure 3.14. There is a step jump at the seventh second, which will be used in Chapter 4 for 

dynamic performance analysis of a wind turbine direct-driven PMSG.  

  

Figure 3.14. Wind speed series represented by a Fourier series method  

3.5 Conclusion  

This chapter presented the modelling and analysis of wind speed series for power 

system dynamic simulations. Mainly, three types of wind speed models based on stochastic 

and conventional approaches, namely Markov chain, composite and Fourier series models, 

had been taken into consideration. The results would be used in Chapters 4, 5 and 6 for 

validation of proposed mitigation models for enhancing the dynamic performances of a wind 

turbine direct-driven PMSG and analysis of the impacts of PMSG-based wind farm 

penetration in a power system. In section 3.2, wind speed measurements from DSM were 

categorized into sixteen states and used in developing a MCM to generate synthetic wind 
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speed time series. Metrics like median, mean, standard deviation and probability density 

function had shown that the developed model represented the measured wind speed series 

reasonably. Intermediate wind speeds between hours and minutes were generated using 

Weibull and Gaussian distributions, respectively based on the synthetic, wind speed time 

series generated by the Markov model. Secondly, in section 3.3, a composite wind speed 

model consisting of base, gust, ramp and noise components was presented and discussed. 

Finally, in section 3.4, a wind speed model employing a Fourier series method was discussed 

and the results from this model will be used in Chapter 4 for analysis and mitigation of the 

dynamic performances of a wind turbine direct-driven PMSG. Chapter 4 will present the 

modelling and analysis of a wind turbine direct-driven PMSG for dynamic simulations.  

  
CHAPTER 4  

4  MODELLING A WIND TURBINE DIRECT-DRIVEN PMSG FOR 
DYNAMIC SIMULATIONS  

4.1 Introduction  

A wind turbine direct-driven PMSG, which is one of the major renewable energy 

sources in modern power systems, is a complex system. Investigating the dynamic models 

and mitigation methods for enhancing the dynamic performances of this PMSG is, therefore, 

crucial in power systems consisting of PMSG-based wind farms. The common disturbances 

in a wind power plant are wind speed variations, disconnection from the grid, and short 

circuits on the transmission line connecting the wind turbine to the grid. These disturbances, 

if not properly controlled, may lead to the instability of the PMSG, which in turn may be the 

cause of instability of the grid itself. Since wind variations are the prevalent phenomena, this 

work focuses on the effects of stochastic wind disturbances. The stochastic nature of wind, 

indeed, severely affects the dynamic performances of the PMSG. For that reason, taking the 

wind speed models presented in Chapter 3 into account, this chapter models and analyses a 

wind turbine direct-driven PMSG.   

The chapter begins by modelling the different components of the wind turbine 

directdriven PMSG and a power grid considered as infinite bus. Subsequently, a novel 

mitigation method based on compensators is proposed to enhance the dynamic performances 

of the PMSG. Indeed, this method employing virtual control has not been addressed in the 
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existing literature. After that, the system is simulated using MATLAB/Simulink. Simulations 

and analysis of the dynamic responses of the PMSG to different scales of wind speed 

disturbances are presented.   

4.2 Wind Turbine Direct-Driven PMSG  

Figure 4.1 shows the configuration of a wind turbine direct-driven PMSG connected 

to a power grid through back-to-back converters, a filter, and a transformer. The converters 

convert the low frequency (10 – 15 Hz) voltage of the generator into a 50 or 60 Hz voltage, 

while the filter filters harmonics created by the converters out. The transformer steps up the 

output voltage of the filter to the grid voltage level [28, 66, 93, 129]. The next sub-sections 

discuss the dynamic models of the major components of this system.  

  

Figure 4.1. A wind turbine direct-driven PMSG connected to a grid  

4.2.1 Drive Train  

In Figure 4.1, the power electronic converters decouple the wind turbine direct-driven 

PMSG from the power grid. Thus, disturbances occurring beyond the back-to-back 

converters have no direct influences on the dynamic performances of the PMSG [93]. 

Consequently, a one-mass model shown in (4.1) gives the model of the drive train.  

 1 (4.1)  
 = ( − )  
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    = +   (4.2)  

In (4.1) and (4.2), ,   and   are the moments of inertia of the whole drive train, the wind 

turbine, and the PMSG respectively.   is the rotor speed, and    and   refer to the  

 mechanical and electromagnetic torques respectively.     is given as in (4.3).  

 =   (4.3)  
The density of air, , tip to wind speed ratio, , blade pitch angle,  , area swept by the 

blades of the wind turbine,  , and the wind speed ( ) determine the mechanical power, 

 , of the wind turbine. It is given as:  

 =  ( , )   (4.4)  

where  is the power coefficient of the turbine depending on  and  as given in (4.5) and (4.6) 

[28].  

 116  
 = 0.5  − 0.4 − 5   (4.5)  

Where  

 1 0.035 
 = [  − ]  
 (4.6)  
 + 0.08 + 1 

4.2.2  Pitch Angle and Speed Controllers  

The pitch angle controller tries to keep the PMSG at its rated power for wind speeds 

exceeding the nominal value. Various pitch angle controllers have been tested and 

implemented in wind turbines [130, 131]. In this thesis, a proportional controller, as shown 

in (4.7), is employed. For the wind turbine used in this work, (4.5) and (4.6) give the 

maximum power coefficient. Figure 4.2 shows the Cp-TSR-pitch curves of this turbine at the 

rated wind speed. In this figure, the minimum and maximum pitch angles are approximately 

0 and 25 degrees respectively. In (4.7),  is a proportional constant, and  is a reference rotor 
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speed. The rotor reference speed is the rotor speed at the rated wind speed. For wind speed 

values which are less than the rated value,  is assumed to be zero.  

  
Figure 4.2. Cp-TSR-pitch curves of the wind turbine at 11 m/s wind speed  

 = ( − )  (4.7)  

The wind turbine power depends on the wind speed and the pitch angle as shown in 

(4.5) and (4.6). For a particular wind speed and pitch angle, there is an optimum rotor speed 

at which the output power is also optimum. The controller tries to keep the generator at this 

optimum power. Equation (4.8) governs the speed regulator [132]. Reference [130] gives a 

more explanation and a good analysis of the problem of regulation trajectory design.  

                 > , 
 =   (4.8a)  
             ≤ , 

  is the reference wind turbine power, whereas    is the rated power.   refers  

to the power constant of the corresponding wind turbine and depends on the optimum tipspeed 

ratio ( ) and maximum power coefficient of the wind turbine.  is given as:  

 =  , ( )  (4.8b)  

where R is the length of the blade of the wind turbine.  

4.2.3 DC-Link Model  

In Figure 4.1, as the active power flow through the back-to-back converters and the DClink 

is balanced, the net power is nil as shown in (4.9).  



 

57  
  

 + + = 0  (4.9)  

In (4.9), ,  and   are the output power of the PMSG, the DC-link power and the real 

power supplied to the grid respectively. Expressions for these powers are given in (4.10), 

(4.11) and (4.12). Inflow power is assumed to be positive.  

 = = −   (4.10)  

 = +   (4.11)  
 = +   (4.12)  

 is the voltage across the capacitor,  is the current through the capacitor,  and  refer 

to the D- and Q-axis voltages at the grid side converter terminal. As the wind turbine direct-

driven PMSG and the grid are decoupled, they may operate at different frequencies and the 

d- and q- axes are not necessarily the same as the D- and Q- axes.  and  are grid currents. 

Finally, the model of the DC-link is given as:  

  = + + +   (4.13)  

4.2.4 Grid Side Converter Controller  

In Figure 4.1, the D- and Q-axis voltages at the terminal of the grid side converter are 

expressed as in (4.14) and (4.15) respectively [132]. The speed voltages are the results of 

Park’s transformation.  

 = + +  −   (4.14)  

 = + +  +   (4.15)  

 and  refer to the D- and Q-axis voltages at the right end of the filter. , , and  are 

resistance, inductance and frequency of the filter shown in Figure 4.1.   
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In Figure 4.3, the grid side controller has four PI controllers, which control the DC 

voltage, the D- and Q-axis currents, and the reactive power [132]. All quantities with the 

superscript * are reference inputs.  is reactive power. , , , , , , ,  and  are  

the gains of the controllers. For unity power factor, the reference reactive power is kept at zero.   

  

Figure 4.3. Grid-side controller structure  

4.3 Power Grid Model  

Part of the configuration in Figure 4.1 is shown again in Figure 4.4 in the form of a 

oneline diagram. In the diagram,  and  refer to the transformer and transmission line 

impedances respectively, where the respective resistances are neglected, and  is the grid 

voltage, which leads the terminal voltage of the filter, , by . The grid is considered as an 

infinite bus whose voltage magnitude and phase angle are constants.   

  

Figure 4.4. One-line diagram of the grid, transmission line and transformer  

The current,  , which flows from the wind turbine to the grid, in Figure 4.4, is given as:  

 ∠0 − ∠ (4.16a)  
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=   
 ( + ) 

where j is a complex operator. Simplifying (4.16a) gives:  

 0 − | | − 0 +| | (4.16b)  
 = +   
 + + 

For unity power factor, as  is in phase with , its real and imaginary parts can be expressed 

as:  

 −| | 
 =   (4.17)  

+ 

 − + | | 
 =   (4.18)  

+ 

In Figure 4.4, the net real power flows in the same direction as the grid current from the 

wind turbine direct-driven PMSG to the power grid.  

4.4 Proposed Mitigation Method (Using Compensators)  

4.4.1 PMSG Model with Compensators  

In filters, oscillations and harmonics are damped using active damping techniques, 

which employ lead, lag or lead-lag compensators [129]. In this work, the same trend is 

adopted to enhance the dynamic performances of a wind turbine direct-driven PMSG.   
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Figure 4.5. (a) d-axis and (b) q-axis equivalent circuits of a PMSG with proposed  

compensator  

The proposed virtual resistive-inductive-capacitive (RLC) circuit, shown in Figures 

4.5 (a) and (b), acts as a compensator and supports the stator resistance in damping local 

oscillations. In practice, this compensator can be realized in the generator side converter 

controller.  

Applying Kirchhoff’s voltage law to the equivalent circuits, shown in Figures 4.5(a) 

and (b), the corresponding new d- and q-axis voltages, which will be considered as references 

in the controller, are given as in (4.19) and (4.20).  

 ∗ = +  − +   (4.19)  

 ∗ = +  + ( + ) +   (4.20)  

 and  are the voltage drops across the respective virtual RLC circuits.  and  refer 

to the d- and q-axis inductances,   is the rotor speed in electrical radians,  and  are the d- and 

q-axis currents, and  is the permanent magnet flux.  

Analysing (4.19) and (4.20) gives the block diagrams in Figures 4.6(a) and (b) 

respectively, which are used to model the dynamic behaviour of the PMSG. In both diagrams, 

the inner loops represent the generator, whereas the outer feedback loops are components 

appearing due to the virtual compensators. The voltage compensator H(s) can be a lead, lag 
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or lead-lag compensator depending on the values of the elements of the virtual RLC circuit 

as given in (4.21a).  

  
Figure 4.6. Block diagram of the PMSG (a) d-axis and (b) q-axis equivalent circuits with  

H(s)  

for lag or lead  
 ( ) = ( + )( + )   (4.21a)  

  for lead − lag 
 ( + )( + ) 

  and   are gains;  ,   and   are the zeroes, whereas ,   and   are the poles of  

the compensator H(s).   

The virtual RLC circuits only appear as compensators in the generator-side controller, 

and the gains, zeroes and poles of the compensators can be obtained using Simulink 

Compensator Design tool (root locus method) or any controller design method. The values 

of the resistors and inductors can be calculated from the parameters of the compensators 

depending on the configuration of the R, L and C elements. For example, for two virtual lead 

or lag RL circuits, with impedances in s-domain Z1(s) = R1+sL1 and Z2(s) = R2+sL2, 

connected in parallel, where the capacitive element is zero, H(s) becomes:  

 ( ) =   (4.21b)  

In (4.21b), one of the inductances can be assumed to be zero, for example L1 = 0.  This 

turns H(s) into a lead or lag compensator depending on the values of R1, R2 and L2. The R 
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and L components of the virtual circuit are related to the zero, pole and gain of the 

compensator as:  

   (4.21c)  
= 

= 

 where R1 and R2 are resistances and L1 and L2 are inductances.    

The electromagnetic torque developed in the PMSG is given as [6]:  

 =  ( + − )  (4.22)  

where  is the number of poles of the PMSG.  

4.4.2 Modified Generator Side Converter Controller (MGSCC)  

This controller controls the real power of the PMSG through the q-axis voltage, , 

aiming at minimizing power loss. The d-axis current is maintained at zero to decrease the 

nonlinearity of (4.22) and minimize current coupling. The d-axis voltage is obtained through 

controlling the d-axis current and compensating the output of the current controller by H(s), 

as shown in Figure 4.7(a).   
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Figure 4.7. Generator side controller with virtual compensators (a) id controller (b) iq  

controller  

The dynamic processes of the converters can be ignored because of the fact that they 

are by far faster than the electromagnetic and mechanical dynamic processes, and it can be 

assumed that  and  in Figure 4.7 are the same as the d- and q-axis voltages of the generator 

side converter.  

In this control structure, a proportional and two proportional-integral (PI) controllers are 

used, as shown in Figure 4.7. , , ,  and  are the corresponding gains, and the  

superscript * shows that the variable is a reference.  The PI controllers in Figures 4.7(a) and 4.7(b) 

control  and  respectively.  

The negative forward loops, with the transfer function shown in (4.21a), are the results 

of the proposed virtual compensators. In general, the controller can be interfaced with the 

generator side converter through a dq-abc axis transformer and a PWM generator as shown in 

Figure 4.1.  

4.5 Simulation Results and Discussion  

In this section, the validity of the proposed method is verified by implementing the 

models in MATLAB/Simulink. The dynamic performances of the wind turbine direct-driven 

PMSG depend on the system characteristics, the stochastic nature of the wind and local load 

disturbances in the wind turbine. Particularly, the nature of wind makes the evaluation of 

these performances challenging, and in this thesis, load and stochastic wind speed 

disturbances are considered.  

The disturbances that may occur in the wind turbine direct-driven PMSG are wind 

speed variations, disconnection from the grid and short circuits on the line connecting the 

wind turbine with the power grid. Since wind speed variations are the most frequent 

disturbances, this work focuses on wind speed disturbances.  

The thesis aims to illustrate the effectiveness of virtual compensators in enhancing the 

dynamic performances (both transient and small-signal stabilities) of a wind turbine 

directdriven PMSG under stochastic wind speed disturbances. Focusing on this, standard PI 
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controllers are employed as they are simpler in construction, easier to implement, widely 

used and provide satisfactory performances under various operating conditions of a system.  

This work tested standard methods such as Ziegler-Nichols’ method and Simulink 

Compensator Design tool using root locus method to tune various PI controllers used, and it 

has been observed that the best performances of the system is obtained when the gains for 

the PI controllers, obtained from Simulink Compensator Design tool, were used. For 

instance, Table 4.1 compares the performances of the rotor speed when the PI controllers are 

tuned with the standard and Simulink methods. In the test, a constant wind speed of 

magnitude 12 m/s was applied to the wind turbine and the rotor was initially running at 1.0 

per unit speed and the PMSG was supplying no load. Thus, in this thesis, the systematic 

selection of controller parameters was done using Simulink Compensator Design tool which 

employed the root locus method [133].  

In general, the performance indices employed are rise time for assessing the speed of 

response, settling time for measuring the stability and speed of response, and maximum 

percent overshoot for determining the relative stability of the wind turbine. The procedures 

in [133, 134] are used in calculating maximum percent overshoot and damping ratio. The 

damping ratio shows the damping capability of the PMSG.  

Table 4.1. Dynamic performances of rotor speed response  

Metrics  ZN method  Simulink design tool  
Overshoot  -63%  -56%  

Settling Time  10.5 s  8.0 s  
Rising Time  3.8 s  2.0 s  

Damping Ratio  0.14  0.18  
Sections 4.5.1, 4.5.2, and 4.5.4 present the time-domain simulation results when the 

PMSG is subjected to large load changes, wind speed disturbances and stochastic wind speed 

disturbances respectively. The simulations were carried out based on the data in Table A1, 

Table A2 and Figure 4.2, the Cp-TSR pitch curves of the wind turbine, analytically 

represented in (4.5) and (4.6).  

4.5.1 Large Load Changes  

In this section, a constant wind speed having 12 m/s was applied to the wind turbine 

direct-driven PMSG. Thereafter, the effects of virtual lag, lead and lead-lag compensators on 
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the dynamic performances of the wind turbine direct-driven PMSG were observed under 

different operating conditions.  

4.5.1.1  Effect of a Lag Compensator  

Figure 4.8 shows the speed response of the wind turbine direct-driven PMSG when a 

virtual lag compensator is employed in the generator side controller. Initially, the rotor was 

running at 1.0 per unit speed and there was no load. However, the PMSG started supplying 

power to the grid (or infinite bus) at time equals zero. The electrical power drawn has a 

breaking effect on the PMSG and its rotor speed decreases as shown in Figure 4.8. When the 

lag compensator is not employed, it is clearly seen that there are speed oscillations and the 

pitch angle, speed and PI controllers bring the generator back to the nominal speed at about 

time equals 8 seconds by regulating the mechanical power and reference voltages. The results 

in Figure 4.8 show that the virtual lag compensator has successfully damped speed 

oscillations. The maximum percent undershoot is significantly reduced, illustrating the 

system being more stable and fast with the lag compensator.   

  

Figure 4.8. Effect of a lag compensator on rotor speed  

In the same way, the rise time of the rotor speed is reduced from 2.0 to 0.0 seconds, 

and the settling time is reduced from 8.0 to 2.0 seconds, as shown in Table 4.2. Thus, the lag 

compensator is effective in damping rotor speed oscillations for large load changes and has 

significantly enhanced the speed response.  

Figure 4.9 shows the real and reactive power responses of the PMSG where oscillations 

are damped by the inclusion of the virtual lag compensator. In Table 4.2, the rise and settling 

times of the real power response are reduced from 5.0 to 3.0 seconds and 8.0 to 3.0 seconds 
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respectively while the settling time of the reactive power response is reduced from 1.4 

seconds to 0. The damping ratio of the real power response is also increased from 0.13 to 

1.0. Consequently, the stability and the damping performances of the PMSG related to real 

and reactive power are enhanced by including the virtual lag compensators.  

Table 4.2. Dynamic performances of PMSG with and without a lag compensator  
      P  Q  Te  Tm  VDC  
Overshoot (%)  WOL  -56  -95.8    163.04  -26.5  47.83  

WL  0.0  0.0    0.0  6.67  49.57  
Settling Time  

(s)  
WOL  8.0  8  1.4  6  8.4  2.0  
WL  2.0  3.0  1.0  2.0  5.0  0.02  

Rise Time (s)  WOL  2.0  5  0.0  0.12  0.02  0.001  
WL  0.0  3.0  0.0  0.74  0.01  0.001  

Damping 
Ratio  

WOL  0.18  0.13    0.15  0.39  0.23  
WL  1.0  1.0    1.0  0.65  0.22  

 WL- with lag compensator;WOL- without lag compensator; - undefined ( -rotor speed in pu, P-  
active power in pu, Q- reactive power in pu Te- electromagnetic torque in pu, Tm-mechanical torque in pu and 

Vdc- DC voltage in Volts, Vbase = 575 V and Sbase = 1.5(106) MVA, fbase = 60 Hz)  

  

Figure 4.9. Effect of a lag compensator on (a) real power (b) reactive power  

responses  
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Figure 4.10 shows the torque responses of the PMSG. The oscillations in the 

electromagnetic torque response are suppressed by the virtual lag compensator. In Table 

4.2, the settling time of the electromagnetic torque is reduced from 6.0 to 2.0 seconds while 

the corresponding damping ratio is increased from 0.15 to 1.0. Therefore, the virtual lag 

compensators are able to improve the stability and dynamic performances of the 

electromagnetic torque of the wind turbine direct-driven PMSG.  

The simulation results in Figure 4.11 show that the oscillations in DC- link and 

terminal voltages are also effectively damped.  In Table 4.2, the settling time of the DC-

link voltage is reduced from 2.0 to 0.02 seconds illustrating the improvement in the 

stability of the DC-link voltage.   

Therefore, in general, for large load changes, the dynamic performances of the wind 

turbine direct-driven PMSG can be enhanced by employing virtual lag compensators for 

the d- and q-axis terminal voltages of the generator.  

  

  

Figure 4.10. (a) Mechanical torque response (b) Electromagnetic torque response  



 

68  
  

a.   
Figure 4.11. Effect of a lag compensator on (a) DC- link voltage (b) terminal voltage  

responses  
4.5.1.2 Effects of a Lead Compensator  

In this case, the lag compensator in section 4.5.1.1 was replaced by a lead compensator 

to investigate the effects of a virtual lead compensator on the dynamic performances of a 

wind turbine direct-driven PMSG. The simulation results show that the effects of the lead 

compensator on the dynamic performances of the wind turbine direct-driven PMSG are 

positive, as shown in Figures 4.12 and 4.13.   

  

Figure 4.12. Effect of lead compensator on rotor speed  
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Figure 4.13. (a) electromagnetic torque (b) terminal voltage responses  

In all the three figures, the rise and settling times are reduced and the damping ratios 

are increased illustrating the damping capability of the virtual lead compensator. Table 4.3 

shows that when the zero comes close to the pole of the compensator, the damping ratio of 

the rotor  

speed of the wind turbine increases, and thus, the PMSG becomes relatively more stable. 

Comparing Figure 4.8 with Figure 4.12 reveals that a virtual lag compensator is more 

effective than a virtual lead compensator.  

Table 4.3. Effect of zero of a lead compensator on the damping ratio of rotor speed  
Test No.  Lead zero  Lead pole  Damping ratio  

1  -24  -25  0.189745  
2  -23  -25  0.185946  
3  -15  -25  0.160293  
4  -5  -25  0.12269  

4.5.1.3  Effect of a Lead-Lag Compensator  

In this section, the effectiveness of a virtual lead-lag compensator in enhancing the 

dynamic performances of a wind turbine direct-driven PMSG is investigated. Simulation 

results have shown that a lead-lag compensator effectively enhances the damping 

performances of a wind turbine direct-driven PMSG by reducing rise and settling times and 
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increasing the damping ratios of the PMSG responses. Overshoots/undershoots are also 

reduced. For instance, Figure 4.14 shows the effectiveness of such a compensator. In fact, 

comparing the plot in Figure 4.14 with the one in Figure 4.10(b) illustrates that the lead-lag 

compensator is totally dominated by the lag component. The performances of the lead-lag 

and lag only compensators are nearly the same. In general, the virtual compensators damp 

the local oscillations of the PMSG by emulating real RLC compensators.  

  

Figure 4.14. Effect of a lead-lag compensator on electromagnetic torque response  

4.5.2 Wind Speed Disturbances  

This thesis has considered harmonics and a sudden rise in the wind speed as shown in Figure 

3.14 to investigate the response of the wind turbine direct-driven PMSG to wind  

disturbances. At the seventh second, the base wind speed suddenly rises from 11 to 12 m/s.    

All the three virtual compensators were considered in this section.  

b.   
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Figure 4.15. Rotor speed response for small disturbances 

c.   

Figure 4.16. (a) Real power (b) electromagnetic torque responses for wind speed  

disturbances  

The results of time-domain simulation in Figure 4.15 show that rotor speed oscillations 

are well damped during wind perturbations when a lag compensator is employed. For the 

disturbance at the seventh second, the response of the wind turbine is fast and more stable 

with the lag compensator. The effect of the lead-lag compensator is mainly dominated by the 

lag component, and it is nearly as effective as the lag one.  In addition, the lead compensator  

successfully damps local oscillations, but it is less effective than the other two. From Figure 

4.16, it can be observed that the compensators are effective in suppressing real power and 

electromagnetic torque oscillations.   

Predominantly, the lag compensator damps the electromagnetic torque oscillations 

caused by the disturbance in the seventh second, as shown in Figure 4.16(b). This is due to 

the fact that the virtual compensators increase the damping ratio and reduce rise and settling 

times of the PMSG responses. The electromagnetic torque oscillation will slowly increase, 

illustrating dynamic instability in the generator, if a compensator is not employed. Moreover, 

the compensators have the capacity of filtering harmonics.  
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The local oscillations, which can be caused by wind gusts, create more stress in the 

drive-train of the wind turbine direct-driven PMSG. They can also cause over currents and 

over voltages which endanger the PMSG, DC-link capacitor and the power converters. In 

this regard, the virtual compensators are crucial in tackling these problems associated with 

wind gusts.  

4.5.3 Effectiveness of Compensators over Range of Wind Speeds  

The control dynamics of wind turbines are highly dependent on the operational region 

of the machine. Thus, the behaviour of the virtual compensators should be assessed over a 

range of wind speed disturbances, from the cut-in to cut-out wind speeds which are assumed 

to be 7 and 25 m/s respectively in this section. This test was done and the results are presented 

in Figures 4.17 and 4.18.  

  

Figure 4.17. Effects of lag and lead compensators on the damping ratio of rotor speed  

  

Figure 4.18. Effects of lag and lead compensators on the settling time of rotor speed  
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Figure 4.17 shows the effect of lag and lead compensators on the damping ratio of the 

rotor speed for different amplitudes of wind speed disturbances at the corresponding 

optimum, tip speed ratios (TSR). Both types of compensators enhance the damping ratio. It 

can also be observed that as the amplitude of wind disturbance increases, the compensators 

become less efficient. Similarly, in Figure 4.18, the compensators reduce the settling time of 

the rotor speed for different wind speed disturbances.  

In general, implementing virtual compensators in the generator side converter 

controller significantly enhances the dynamic performances of a wind turbine direct-driven 

PMSG under different operating conditions. The results show that virtual lag compensators 

outperform virtual lead compensators.  

4.5.4 Response to Stochastic Wind Speed Series  

So far, this chapter has investigated the performances of different types of 

compensators in enhancing the damping performances of a wind turbine direct-driven PMSG 

for constant wind speeds with large load changes and small variations in the wind speed, and 

the compensators have significantly improved the dynamic performances of the generator. 

However, wind is a stochastic process and its behaviour is far from a constant signal. Usually, 

large disturbances are observed in wind speed series. Therefore, in this section, the 

effectiveness of the compensators is verified using wind speed time series generated by the 

MCM developed in Chapter 3, shown in Figure 3.8. Accordingly, only the lag compensator 

is considered in the validation process to avoid redundancy.  

  

Figure 4.19. Electromagnetic torque response for stochastic wind speed series  
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Figures 4.19 and 4.20 illustrate the electromagnetic torque and power responses of 

the PMSG with wind speed series from the Markov model. It can be observed that the 

virtual compensator improves the dynamic performances of the electromagnetic torque of 

the PMSG. Particularly, it is important for suppressing oscillations in the electromagnetic 

torque created by rapid changes in the wind speed (19 to 25 seconds). The lag compensator 

has also reduced the overshoots and oscillations of the output power of the PMSG as in 

Figure 4.20. Therefore, this shows that the lag compensator significantly enhances the 

damping performances of the PMSG in highly fluctuating wind environments.  

  

Figure 4.20. Real power response for stochastic wind speed series  

In general, the results show that virtual compensators efficiently enhance the dynamic 

performances of the wind turbine direct-driven PMSG by damping local oscillations. Speed, 

power, and torque oscillations, caused by wind disturbances, are well damped. Moreover, 

they significantly improve the DC-link and the terminal voltage responses by reducing rise 

and settling times, overshoots and increasing damping ratio. Lag compensators are more 

effective than lead compensators. However, the performances of lead-lag compensators are 

mainly dominated by the lag components, and they are nearly as effective as lag 

compensators.   

The technique proposed in this work is applicable in smoothing the rotor speed and the 

output power of a wind turbine direct-driven PMSG. In addition to enhancing the dynamic 

stability of the PMSG, the virtual compensators reduce stresses in the drive-train, DC-link 

capacitor and power converters under stochastic wind disturbances. They also reduce voltage 

harmonics induced in to the power grid.  
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4.6 Conclusion  

This chapter has dealt with the modelling and analysis of the different components of 

a wind turbine direct-driven PMSG such as the drive train, generator, DC-link, generator and 

grid side controllers. It has also modelled a power grid for dynamic analysis. In Chapter 3, 

the stochastic nature of wind, which may constantly disturb the PMSG, had been discussed. 

In response to this disturbance, this chapter has proposed the model of virtual compensators 

for enhancing the dynamic performances of the PMSG.  

In this scheme, virtual compensators adjusted the terminal d- and q-axis reference 

voltages in the generator side controller to enhance the dynamic performances of the PMSG. 

MATLAB/Simulink simulation results on a PMSG connected to an infinite bus have shown 

that virtual lag compensators are able to effectively damp local oscillations. In this case, the 

results showed that lag compensators successfully reduced the rise and settling times of the 

rotor speed, electromagnetic torque, active power and reactive power. They have also 

increased the corresponding damping ratios. Similarly, the results showed that lead 

compensators damped local oscillations; however, they were less efficient as compared to 

lag compensators. On the other hand, the lag components dominated the performances of 

lead-lag compensators. Hence, the use of virtual compensators can smooth the rotor speed 

and power of a wind turbine, which in turn results in reduced power fluctuations in a power 

grid.  

Finally, simulation studies were conducted with wind speed series generated by a 

Markov model to investigate the impacts of stochastic wind speed series on the dynamic 

performances of the PMSG. The dynamic performances of the wind turbine direct-driven 

PMSG have been highly influenced by the stochastic wind speed series. However, the results 

show that the proposed scheme has added positive damping to the local oscillations caused 

by wind disturbances and is effective in enhancing the dynamic performances of the PMSG. 

Generally, the output power of the PMSG is effectively smoothed, which is helpful in 

improving the dynamic stability of the power grid. Chapter 5 will further continue exploring 

novel methods for enhancing the dynamic performances of the wind turbine direct-driven 

PMSG under stochastic wind disturbances.  
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CHAPTER 5  

5  ENHANCING THE DYNAMIC PERFORMANCES OF A WIND 
TURBINE DIRECT-DRIVEN PMSG  

5.1 Introduction  

Damping local oscillations and hence enhancing the dynamic performances of a wind 

turbine direct-driven PMSG is vital in its operation as well as integration into a power grid. 

A multi-pole PMSG, by its very nature, has no damper windings and, consequently, lacks 

intrinsic damping potential. For this reason, in a fluctuating wind environment, local 
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oscillations are amplified further. Unless the oscillations are contained, they may lead the 

generator to local instability. In such a case, the corresponding protection system will 

disconnect the PMSG from the power grid. In the worst scenario, the disconnection may 

disturb the grid at large and create cascaded instabilities as it affects the power balance in the 

system. Enhancing the dynamic performances of the PMSG is, therefore, indisputably crucial 

in steady state as well as transient operations of power systems having PMSG-based wind 

turbines.  

In Chapter 4, virtual compensators were proposed to enhance the dynamic 

performances of a wind turbine direct-driven PMSG. They have been proven to be efficient 

in mitigating the dynamic problems associated with the PMSG. Following a similar trend, 

this chapter investigates three mitigation approaches, which are not addressed in the existing 

literature.  Initially, virtual resistors (VRs) in series and parallel to stator windings are 

modelled in Section 5.2. Secondly, in Section 5.3, feedforward algorithms (FFAs), stemming 

from fictitious stator damper windings, are characterized. The fictitious damper windings are 

modelled and developed into FFAs. Furthermore, the use of supplementary damping 

controllers (SDCs), a third mitigation technique, is proposed in Section 5.4.3. The d-axis 

SDC relies on the rotor speed deviation, while the q-axis SDC depends on the DC-link 

voltage deviation. Finally, all the three mitigation techniques are implemented along with 

proportional integral controllers in the generator side converter control system, whose layout 

is given in Section 5.4.  

In effect, time domain simulation results on the mitigation schemes proposed to enhance 

the dynamic performances of the wind turbine direct-driven PMSG connected to an infinite bus 

are presented in Section 5.5. Investigations are done for large load changes and wind speed 

disturbances.  

5.2 Mitigation Using VRs  

This section models and analyses the proposed VRs for the wind turbine direct-driven 

PMSG. The VRs do not incur power loss and can be connected either series or parallel to the 

stator windings of the generator. For that reason, in this thesis, both series and parallel 

connections are modelled, analysed and realized in the generator side converter controller. 

The effectiveness of each connection in suppressing local oscillations is presented in Section 

5.5.  
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5.2.1 PMSG Model Including VRs  

In filters, oscillations and harmonics are damped using different active damping 

techniques employing VRs such that they do not incur power losses [129]. In this thesis, a 

similar trend is followed to damp the local oscillations of the PMSG, hence improving its 

damping performances. The VRs are adopted to serve as supplementary algorithms, and in 

practice, they should be realized in the generator side converter controller. The winding 

resistance of the generator can slightly damp power and speed oscillations, and contributes 

little to the damping of local oscillations, and thus, the need for the VRs.  

Figure 5.1 shows the d- and q-axis equivalent circuits of a PMSG with VRs, connected 

in series and parallel to stator windings. Though there are different ways of parallel 

connections, the ones shown in Figures 5.1(c) and (d) are chosen for not reducing the 

effective resistance of the circuit when seen from the voltage source terminals. Applying 

KVL to the circuits in Figures 5.1(a) and (b), the corresponding new d and q- a- axis voltages, 

considered as references in the control system, are given in (5.1) and (5.2).  

 ∗ = +  − +   (5.1)  

 ∗ = +  + ( + ) +   (5.2)  

 and  are armature and VR resistances respectively.  and  are d- and q-axis 

inductances,   is rotor speed in electrical radian,  and  are d- and q-axis currents, and  is 

permanent magnet flux.  

d.   
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Figure 5.1. Equivalent circuits of a PMSG with VRs (a) d-axis circuit with series VR (b) 

qaxis circuit with series VR (c) d-axis circuit with parallel VR (d) q-axis circuit with  

parallel VR  

Similarly applying the same method to Figures 5.1(c) and (d) gives,  

 ∗ = + (+ ) −  
 (5.3)  

 ∗ = + (+ ) + ( + ) 
 (5.4)  

 where    and   are d- and q-axis virtual currents.  

e.   

Figure 5.2. Block diagrams of the PMSG equivalent circuits (a) d-axis circuit with series 

VR (b) q-axis circuit with series VR (c) d-axis circuit with parallel VR (d) q-axis circuit 

with  

parallel VR  

Analysing (5.1), (5.2), (5.3) and (5.4) gives the block diagrams in Figures 5.2(a), (b), 

(c) and (d) respectively, which are used to analyse the dynamic behaviour of the PMSG. In 

all the four diagrams, the inner loops represent the model of the generator itself, whereas the 

outer negative feedback loops are components that appear due to the VRs. The actual d- and 

q-axis voltages are modelled and obtained to be the differences between the reference 

voltages and the virtually existing VR voltages.  
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5.3 Mitigation Using FFAs  

5.3.1 PMSG Model with Fictitious Damper Windings  

Figure 5.3 shows the alignment of stator windings (a, b, and c), field winding (f) and 

fictitious damper windings (e, g, and h) of the PMSG. Indeed, the concern of this thesis is 

the characterization and evaluation of the fictitious damper windings for enhancing the 

dynamic performances of the PMSG. In practice, these windings do not exist in the generator; 

as a result, they do not incur either power loss or extra cost. They do not also occupy space. 

Unlike the stator windings, the fictitious damper windings are approximately connected at 

their ends in the way that makes three-phase short-circuited windings. The two types of stator 

windings are deemed to function jointly as a virtual three-phase transformer.  

  

Figure 5.3. Windings of the PMSG and fictitious damper windings  

The permanent magnet on the rotor of the PMSG is approximated by a constant current 

source,  , and a fictitious winding. Applying KVL around the three fictitious damper circuits 

gives (5.5), where the corresponding currents are  ,  and  .  

 0   
  − = 0               

 0 (5.5)  
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 is the per phase resistance of the fictitious damper windings. Additionally, the 

corresponding flux linkages are given in (5.6).  

  
 = − + +   

(5.6)  

In short form, (5.6) can be rewritten as:  

 = − + +   (5.7)  

where  is the vector of the flux linkages of the fictitious damper windings. The diagonal 

elements of the inductance matrix  are the self-inductances, whereas its offdiagonal elements 

are mutual inductances.  denotes the mutual inductance matrix between the stator and 

fictitious damper windings, and  is the mutual inductance between the damper and fictitious 

field windings.  

Owing to the rotation of the rotor of the PMSG, the inductances of the fictitious damper 
windings are time-varying. Thus, a close analysis of the self-inductances [14] for the PMSG 
reveals that:  

= + (2 )   (5.8a)  

= + (2 +  )                       (5.8b)  

= + (2 −  )                       (5.8c)  
where  is the electrical angle of the d-axis from the a- axis in the anti-clockwise 

direction. Equation (5.8) indicates that the self-inductances have fixed and time-dependent 

parts.  is the average self-inductance and  is the amplitude of the component of the self-

inductance that oscillates with double frequency. Similarly, the mutual inductances between 

the damper windings are given in (5.9).  

 = = −0.5 + (2 − )    (5.9a)  

= = −0.5 + (2 + )    (5.9b) = = −0.5 + (2

 − )     (5.9c)  
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In the analysis of the mutual inductances between the fictitious damper and stator 
windings, the axes of the damper windings are aligned with the stator windings. 
Consequently, the mutual inductances are:   

  = +   (2 )                               (5.10a)  

 
= + 

 
(2 +  )     (5.10b)  

 
= + 

 
(2 −  )     

 
(5.10c)  

= = −0.5 + 
 

(2 −  )                       (5.10d)  

= = −0.5 + 
 

(2 +  )   (5.10e)  

= = −0.5 + 
 

(2 − )     (5.10f)  
  

where   is average mutual inductance and  the amplitude of the component of the mutual 

inductance oscillating with double frequency.  

On the other hand, (5.11) gives the inductances between the fictitious damper and field 

windings.  

 = ( )                                           (5.11a)  

 = −                                  (5.11b)  

 = +                                  (5.11c)  

 denotes the d-axis mutual inductance between the  fictitious damper and field  

windings at   equals 0.                                

Park’s transformation is widely used to transform time variant balanced three-phase 

AC quantities, into time-invariant DC quantities. The transformation matrix is indicated in 

(5.12) [14].  

 ( ) ((  

   =( ) − () − ()  
(5.12)  
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Now, applying Park’s transformation directly to (5.5) gives (5.13).  

  

 0 0 0 (5.13)  
  − 0 0 = 0  
 0 0 0 

, ,  are the d-, q- and 0- axes fictitious damper winding flux linkages respectively, 
and , , and   are the corresponding d-, q- and 0- axes fictitious damper currents. Simplifying 
(5.13) results in:  

 
+ 

0 

0 

− 
0 
0 

0 
0 
0 

− 0 
0 

0 

0 

0 
0 = 

0 
0  
0 

(5.14)  

where  is the electrical speed of the PMSG. In (5.14), for a three-phase balanced 

operation, the 0- axis component vanishes. Thus, the d- and q-axis voltage equations of the 

fictitious damper windings become:  

  − − = 0   (5.15a)  

  + − = 0                                    (5.15b)  

In the same way, applying Park’s transformation to (5.6) yields (5.16).  

 1.5( + 
 = − 0 

0 

1.5( 
+ 

 + 0 
0 

where  ,  , and ) 0 0   
 1.5( − ) 0                                   
 0   

+ ) 0 0 
0 1.5( − ) 0 (5.16)  
0 0 

0 0   
0 0 0     
0 0 0 

  are the d-, q- and 0- axis stator currents.   is the leakage  
inductance of the damper windings. In a balanced system operation, (5.16) can be reduced to (5.17).  

 = − + +   (5.17a)  

 = − +                                     (5.17b)  
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 is the constant magnetic flux of the PMSG reaching the damper windings.   and  
are the d- and q-axis inductances of the damper windings, whereas  and  are the d- and q-axis 
mutual inductances between the stator and fictitious damper windings. Now, including (5.15) 
in the model of the ordinary PMSG [86]   gives (5.18), which is a new apparent PMSG model. 
The sign difference observed between (5.1) and (5.18a) is because of the polarity of the d-
axis voltage adopted.  

 = ∗ + +                            (5.18a)  

 = ∗ + −                                     (5.18b)  

 = 
 

+                                    (5.18c)  

 = 
 

−                    (5.18d)  
∗ and ∗ are the respective new d-axis and q-axis reference voltages in the generator side 

converter controller. The d-axis and q-axis stator flux linkages are given as:  

 = − + +   (5.18e)  
 = − +                                      (5.18f)  

 respectively, where   is the constant magnetic flux linkage of the PMSG.   

Substituting (5.18e and 5.18f) and (5.17a and 5.17b) in (5.18a and 5.18b) and (5.18c and 
5.18d) respectively, and rewriting results in:  

∗ = − −  +  +  −              (5.19a)  

∗ = − −  − 
 + +  + 

                                          

(5.19b)  

 

 
=  

 
+   +                            

(5.19c)  

 
= 

 
+  

 
−  −                     (5.19d)  

 and   are the d-axis and q-axis equivalent inductances of the fictitious damper windings 

respectively. Similarly, substituting (5.19c and 5.19d) in (5.19a and 5.19b) gives:  

 ∗ = − − + + − + (5.20a)  
 −                            
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 ∗ = − −  − + +  + (5.20b)  

  −  −  +                 

Equation (5.20) can be further simplified to (5.21) if the stator and fictitious damper windings 

are assumed to form a virtual transformer having n turn’s ratio.  

− − − (  − ∗ = 
 (5.21a)  

                           

 ∗ = − −+ + +
 (5.21b)  

 + −                    − 
The actual d- and q- axis voltages of the PMSG are expressed as:  

 = ∗ −                            (5.22a)  

 = ∗ −                                           (5.22b)  

where  

 =  − ( − + )                  (5.23a)  

 =  + −  + + − (5.23b)  
                                     

Analysing (5.21) to (5.23) gives the block diagrams of the PMSG in Figures 5.4(a) and 

(b). In both diagrams, the inner loops represent the model of the PMSG, while the outer 

modified feedback loops are components appearing due to the assumed fictitious damper 

windings. Unlike the existing models in the literature, the d- and q- axis block diagrams are 

not decoupled. For this reason, the generator side control structure based on fictitious damper 

windings for efficient dynamic performances are not also decoupled. The dependence of the 
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feedbacks on the d-axis current, q-axis current and permanent magnet flux makes the 

intended control structure versatile.  

  
Figure 5.4. Block diagram of (a) d-axis and (b) q-axis of the PMSG with fictitious damper  

windings  

It is noted that the fictitious stator damper windings do not incur any power loss and 

do not involve in modifying the electromagnetic torque at both transient and steady states 

like the main windings of the PMSG.  

5.4 Modified Generator Side Converter Controllers (MGSCC)  

5.4.1 MGSCC with VRs  

Figure 5.5 shows the MGSCC with VRs employed in this section. It controls the active 

power of the generator through the quadrature axis voltage, , aiming to minimize the power 

loss [132]. On the other hand, it keeps the direct axis current at zero to decrease the 

nonlinearity of (4.22) and minimize current coupling and is achieved through the direct axis 

voltage, .  In this control structure, a proportional and two proportional-integral (PI) 

controllers are employed. The PI controller in Figure 5.5(a) controls the d-axis current, 

whereas the one in Figure 5.5(b) controls the q- axis current. , , ,  and  are the gains of the  

controllers. The superscript * denotes a reference value.  The negative forward loop, with a transfer 

function shown in (5.24), is the effect of the inclusion of the VRs.  

               for series virtual resistor 
 ( ) =   (5.24)  

  for parallel virtual resistor 
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 + / 

 is d or q, depending on the equivalent circuit.  

  

Figure 5.5. Proposed generator side controller (a) id controller (b) iq controller with VR  

scheme  

5.4.2 MGSCC with FFA  

The generator side control structure is primarily derived from Figure 5.4. This 

controller is dedicated to control the real power of the PMSG through the q- axis voltage, , 

by minimizing power loss as discussed in section 5.4.1. The d-axis current is maintained at 

zero to decrease the nonlinearity of (4.22) and minimize current coupling. The d-axis voltage 

is obtained through controlling the d-axis current and compensating it with the d-axis FFA 

(loop), which takes both d- and q-axis currents as its inputs, as shown in Figure 5.6(a). And 

the q- axis voltage is obtained by controlling the q- axis current and compensating it with the 

q- axis FFA, which takes the q-axis current, d-axis current and the permanent magnet flux as 

its inputs as shown in Figure 5.6(b). The negative FFAs are, indeed, the results of the 

proposed fictitious damper windings.  
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Figure 5.6. Proposed generator side controller (a) isd (b) isq controller with FFA  

The dynamic processes of the converters are much faster than the electromagnetic and 

mechanical dynamic processes. Thus, in this control structure and other related controllers in this 

research, the corresponding models of the converters are neglected, and  and  in Figure 5.6 are the 

same as the d- and q-axis voltages of the generator side converter.   

In this control structure, the PMSG is modelled using a proportional and two 

proportional-integral (PI) controllers as in section 5.4.1.  Generally, the controller can be 

interfaced with the generator side converter through a dq-abc axis transformer and a PWM 

generator as depicted in Figure 4.1.  

5.4.3 MGSCC with SDCs  

Figure 5.7 shows the MGSCC with the corresponding SDCs. As discussed in the  

previous sections, the objectives of this controller are controlling the real power of the PMSG 

through the q- axis voltage, , aiming at minimizing power loss, and maintaining the d-axis 
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current at zero to decrease the nonlinearity of (4.22) and to minimize current coupling. The 

daxis current control is achieved through the d-axis voltage,  [132].  

  

  
Figure 5.7. Proposed generator side controller with (a) d-axis SDC and (b) q- axis SDC  

The proposed SDCs, the contribution of this work, are implemented in this controller. 

Hd(s) and Hq(s) are the corresponding d- and q- axis SDC transfer functions. The transfer 

functions may have different forms. However, for this work, proportional-integral controllers 

have performed well in enhancing the dynamic performances of the wind turbine. The 

controllers are tuned as discussed in Chapter 4. In the main control structure, a proportional 

and two proportional-integral (PI) controllers are used as shown in Figure 5.7. The main 

controllers in Figures 5.7(a) and (b) control  and  respectively. The inputs to the SDCs should 

pass through low pass filters, LPFd and LPFq, to suppress harmonics.  

The d-axis SDC is added to the d-axis voltage control of the generator side controller 

to enhance the damping of local oscillations. The signal from d-axis SDC helps in increasing 

the damping torque by controlling the d-axis voltage vector of the PMSG with respect to the 

reference d-axis reference voltage. Similarly, the q-axis SDC is added to the q-axis voltage 

control of the generator side controller to enhance the damping of local oscillations. The 
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signal from q-axis SDC helps in increasing the damping torque by controlling the q-axis 

voltage vector of the PMSG with respect to the reference q-axis reference voltage.  

From (5.1) it can be observed that as the d-axis current is maintained at zero, the d-

axis reference voltage heavily depends on the q-axis current and the rotor speed. This voltage 

can be obtained by observing rotor speed and d-axis current deviations. Thus, the proposed 

d-axis SDC modifies the corresponding reference voltage by taking the rotor speed deviation 

as its input. The speed error passes through a low-pass filter to eliminate harmonics that affect 

the performance of the SDC. On the other hand, (4.13) shows there is a strong relationship 

between the q-axis current and the DC-link voltage. In fact, the q-axis reference voltage is 

directly affected by the q-axis current. Consequently, the q-axis SDC depends on the DC-

link voltage deviation. Similarly, the voltage deviation passes through a low pass filter to 

eliminate higher order harmonics. In general, the damping controllers act as negative forward 

loops.  

5.5 Simulation Results and Discussion  

This section implements the models of all the components of the wind turbine 

directdriven PMSG and the power grid discussed in Chapter 4 in MATLAB/Simulink for 

time domain analysis, incorporating the models of the proposed mitigation methods 

developed in this chapter. Consequently, the influences of the VRs, FFAs and SDCs on the 

dynamic performances of the PMSG are investigated and compared. The objective is to 

illustrate how the VRs, FFAs and SDCs enhance the dynamic performances of the PMSG. 

In doing so, as discussed in the previous chapter, standard PI controllers along with the 

mitigation methods are employed as they are simpler in construction, easier to implement, 

widely used and provide satisfactory performances under various operating conditions of a 

system. The same PI controller gains used in Chapter 4 are employed.  

As a rule, the performance indices employed in this chapter are rising time for 

assessing the speed of response, settling time for measuring the stability and speed of 

response, and maximum percent overshoot for determining the relative stability of the 

PMSG. The settling time is associated with steady state error. In this work, a 10% steady 

state error is considered. Maximum percent overshoot and damping ratio show damping 

capacity. The damping ratios are calculated based on the procedures given in [133, 134]. The 

time constant of a response shows stability and speed of response. Sections 5.5.1 and 5.5.2 
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present the simulation results of the PMSG with and without the proposed schemes, when 

subjected to constant wind speed and stochastic wind disturbances respectively. The 

simulations were carried out based on the data in Tables A1, A2 and A3.  

5.5.1 Response to Constant Wind Speed and Large Load Changes  

Figure 5.8 shows the speed and electromagnetic torque responses of the wind turbine 

direct-driven PMSG subjected to a 12 m/s constant wind speed. Initially, when the proposed 

schemes are not employed, the rotor was running at a speed of 1.0 and there was no load. 

The PMSG started supplying power at t = 0. The use of the series VRs, FFA and SDCs has 

significantly damped the rotor speed and electromagnetic oscillations by reducing rise and 

settling times and increasing damping ratio. As electromagnetic torque oscillations are 

responsible for drive-train stresses, they should be prevented from damaging the wind turbine 

direct-driven PMSG. The maximum percent overshoots (or undershoots) of the 

corresponding responses are significantly reduced, illustrating the system being more stable 

with the proposed damping mechanisms. Comparing to the PI only control structure, the 

significant increases in the damping ratios, as shown in Table 5.1, indicate that the system 

with all the three mitigation methods has become more stable.   

All the three schemes are efficient in enhancing the dynamic performances of the 

PMSG as shown in Figures 5.8(a) and (b). From Table 5.1, it looks difficult to choose the 

best mitigation scheme. For instance, the VR scheme is the best method in eliminating the 

rotor speed undershoot, while the FFA is the best in reducing reactive power and DC-link 

voltage oscillations. The SDCs are the most efficient techniques in reducing the DC-link 

voltage overshoot. Therefore, the choice of the mitigation method depends on the metrics 

required in planning and operation of the system. However, overall, the results show that the 

FFA outperforms in most of the metrics. Therefore, it will be advisable to implement FFAs 

in the control system of a wind turbine direct-driven PMSG.  

In Table 5.1 with the presence of the FFAs, the rising time of the rotor speed declines 

from 2.0 to 0.0 seconds, while that of the electromagnetic torque increases from 0.1 to 1.16 

seconds as oscillations are reduced. The corresponding 10% settling times are significantly 

reduced from 2.4 to 0.001 seconds and from 3.0 to 1.2 seconds respectively, indicating the 

FFAs have made the system faster. A similar trend is observed for wind turbine system 

employing VRs and SDCs.  
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(a)  

  
(b)  

Figure 5.8. (a) Rotor speed (b) electromagnetic torque for step wind speed  

The simulation results in Figures 5.9, 5.10 and Table 5.1 additionally show that the 

oscillations in real power, reactive power, electromagnetic torque, DC-link and terminal 

voltages are effectively damped by the application of the proposed mitigation methods.  

Figure 5.9(a) confirms that oscillations on the real power output of the generator are 

positively damped and this is important in standalone as well as grid integrated operations of 

the PMSG. Particularly, it can be observed that in Figure 5.9(b) that the FFAs assist the 

reactive power control of the generator successfully to maintain the reactive power of the 

generator to zero. However, the performance of the SDCs is poor in smoothing the real power 

of the PMSG out, particularly, during the first 3 to 4 seconds. Generally, with respect to real 

and reactive power control, the SDCs are less efficient than the other two.  

Table 5.1. Dynamic performance of the wind turbine direct-driven PMSG  
   Metrics    P  Q  Te  Vdc  

PI 
Only  

Overshoot (%)  -56  -95.8  200  145.55  47.83  
Settling Time (s)  2.4  5.0  1.0  3.0  1.0  

Rise Time (s)  2.0  3.44  0.02  0.1  0.001  
Damping Ratio  0.0355  0.0.033  0.175  0.15  0.055  

Time constant (s)  0.0035  0.26  0.01  0.11  0.002  
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With 
VRs  

Overshoot (%)  0.0  0.0  100  0.0  47.83  
Settling Time (s)  2.0  2.0  1.0  1.0  0.01  

Rise Time (s)  0.0  1.8  0.01  0.75  0.007  

Damping Ratio  >1.0  >1.0  0.59  >1.0  0.52  

Time constant (s)  0.001  0.36  0.12  0.4  0.0003  

With 
FFA  

Overshoot (%)  1.36  0.0  45  0.0  39.1  
Settling Time (s)  0.001  1.5  0.25  1.2  0.01  

Rise Time (s)  0.0  1.48  0.01  1.16  0.0001  
Damping Ratio  0.4  >1.0  0.17  >1.0  0.99  

Time constant (s)  0.0036  0.5  0.02  0.5  0.001  
With 
SDCs  

Overshoot (%)  2  -  100  4.47  30.43  
Settling Time (s)  1.8  5.0  0.8  2.0  0.05  

Rise Time (s)  0.0  4.65  0.01  1.18  0.008  
Damping Ratio  0.0032  -  0.59  0.23  0.47  

Time constant (s)  0.003  1.5  0.12  0.31  0.0003  
-rotor speed in pu, P- active power in pu, Q- reactive power in pu Te- electromagnetic torque in pu, and Vdc- DC voltage in Volts,  

Vbase = 575 V and Sbase = 1.5(106) MVA, fbase = 60 Hz)  
During wind gusts, the DC-link voltage may go beyond its allowable limit, 

endangering the solid-state switches of the converters and the DC-link capacitor. The results 

in Figure 5.8(b) and Figure 5.10(a) show that the overshoots in electromagnetic torque and 

DC-link voltage are reduced and the corresponding oscillations are also damped by FFAs. 

Hence, FFAs can effectively reduce overshoots and add positive damping to the oscillations 

of the wind turbine direct-driven PMSG to protect the corresponding components.  On the 

other hand, the terminal voltage is also effectively controlled, avoiding the need for extra 

reactive power compensators need in the wind turbine. Therefore, for constant wind speeds, 

the dynamic performances of the wind turbine can be enhanced by employing FFAs or the 

other mitigation methods, which adjust the d- and q-axis reference voltages.  

 

(a)  
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(b)  

Figure 5.9. (a) Real (b) reactive power responses to a step wind speed  

Simulation results, depicted in Figure 5.11, have shown that the parallel connection of 

VRs with stator windings as shown in Figure 5.1(c) and 5.1(d) destabilizes the wind turbine 

direct-driven PMSG. This is because parallel connections ultimately reduce effective 

impedances. Therefore, the results indicate that parallel VRs, which result in unrealisable 

transfer function, are not considered for enhancing the stability of a PMSG.  

  

 
(a)  
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(b)  

Figure 5.10. (a) DC-link (b) terminal voltage responses to a step wind speed  

  

Figure 5.11. Effect of parallel VRs on (a) rotor speed (b) DC- link voltage  

Overall, the simulation results have demonstrated that the wind turbine direct-driven 

PMSG has become more stable and faster when the proposed mitigation schemes are 

employed. Therefore, it can be inferred that the three mitigation methods more successfully 

enhance the dynamic performances of a wind turbine direct-driven PMSG for the case of 

constant wind. In case of high wind fluctuations, the performance of SDCs was found to be 

poor, whereas the series VRs and FFAs remain efficient. Thus, the next subsection 

investigates the performances of only VRs and FFAs during stochastic winds.  
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5.5.2 Response to Stochastic Wind Speed Series  

Naturally, one hardly finds constant wind speeds. Wind speeds are stochastic 

processes. This section, therefore, analyses and discusses the performances of the VR and 

FFA mitigation methods during stochastic wind speed series. A Markov model characterized 

in Chapter 3 generates the stochastic wind speed series as shown in Figure 5.12. Time domain 

simulations were carried out to study the effects of the two algorithms on the dynamic 

performances of a wind turbine direct-driven PMSG connected to a grid, considering the 

stochastic wind speed series.   

  

Figure 5.12. Stochastic wind speed series  

 

(a)  
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(b)  

Figure 5.13. (a) Rotor speed (b) electromagnetic torque responses for stochastic wind speed  

series  

The responses of the PMSG over 10 seconds are observed. Figures 5.13 (a) and (b) 

illustrate the rotor speed and electromagnetic torque responses of the PMSG for the stochastic 

wind speed series. The standard deviation of the wind speed series is 3.5 m/s, and from the 

results shown in Figure 5.13 it can be observed that both the VRs and FFAs provide positive 

damping to oscillations in the rotor speed and the electromagnetic torque. However, the 

response with the FFAs shows more damping being added as compared with the VRs. When 

there are wide speed variations, the algorithms become more effective in damping 

electromagnetic oscillations as shown in Figure 5.13(b). At the 3rd second, the rotor speed 

without the algorithms shoots to 1.40 p.u. which is then well compensated by the VRs and 

FFAs. Concisely, the results have shown that the algorithms have significantly reduced the 

overshoots and oscillations of the electromagnetic torque of the PMSG caused by wind speed 

spikes.  

  
(a)  
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(b)  

Figure 5.14. (a) Real (b) reactive power responses for stochastic wind speed series  

Similarly, the results in Figure 5.14 have shown that the VRs and FFAs have reduced 

real and reactive power oscillations caused by rapid wind speed variations, resulting in less 

power fluctuations. The decline in real power fluctuations is imperative among transmission 

system operators. Overshoots and undershoots caused by wind spikes and troughs are 

reduced and nearly average real power is obtained. The control system is expected to 

maintain the reactive power at zero for unity power factor, but it is severely affected by the 

stochastic wind. However, the results have shown that the VRs and FFAs provide significant 

support to the control system in eliminating the reactive power errors as shown in Figure 

5.14(b), increasing its performance. The VRs and FFAs, therefore, reduce real and reactive 

power disturbances caused by wind turbine direct-driven PMSGs in power systems.  

Figure 5.15(a) shows the comparison between DC-link voltage responses with and 

without the mitigation methods. The results have shown that the VRs and FFAs have reduced 

the fluctuations, decreasing chances of damages due to wind gusts on the solid-state switches 

and the DC-link capacitor. The terminal voltage responses shown in Figure 5.15(b) are nearly 

levelled by the VRs and FFAs. Generally, the VR and FFA algorithms reduce the fluctuations 

in DC-link and terminal voltages. Voltage spikes are also suppressed. A close observation 

reveals that the FFAs are superior to the VRs. Furthermore, comparing the results in Table 

4.2 with Table 5.1 shows that the FFAs outperform virtual compensators in most of the 

dynamic performance indices.  
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(a)  

  
(b)  

Figure 5.15. (a) DC-link (b) terminal voltage responses for stochastic wind speed series  

Transmission system operators have grid codes which newly commissioned power 

plants should meet. Damping ratios, time constant and settling times of dominant 

electromechanical modes are three frequently used as performance indices in the grid codes. 

The VRs and FFAs are found to be efficient in improving these parameters for a PMSG. It 

can, therefore, be inferred that the use of VRs and FFAs in the control system of wind turbine 

direct-driven PMSGs is crucial.  

5.6  Conclusion  

The previous two chapters presented the characterization and modelling of wind 

speeds and a wind turbine direct-driven PMSG for dynamic simulations. In taking the 

characterization, modelling and analysis further, in response to wind disturbances, this 

chapter has investigated different mitigation methods to enhance the dynamic performances 

of the PMSG. Three approaches, namely VRs, FFAs and SDCs have been adopted for 

enhancing the dynamic performances of the PMSG during wind speed fluctuations.   
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In the first scheme, the inclusion of the VRs in the control structure has resulted in 

enhancing the dynamic performances of the PMSG. Simulation results demonstrated that the 

inclusion of VRs, connected in series to stator windings, supported the damping of local 

oscillations. They significantly reduced the rise and settling times of the rotor speed, 

electromagnetic torque, active power and reactive power. Moreover, the corresponding 

damping ratios were increased. In contrast, parallel connection of VRS to stator windings, 

has shown to have a negative impact on the damping of local oscillations.  

The other scheme proposed to enhance the dynamic performances of the PMSG is the 

use of SDCs, along with proportional-integral controllers. In the proposed scheme, the d-axis 

damping controller is a supplementary controller based on the rotor speed deviation, whereas 

the q- axis controller is a supplementary controller based on the DC-link voltage deviation. 

Both SDCs were implemented in the generator side controller and their influences on the 

dynamic performances of the PMSG were investigated. Simulation results showed their 

effectiveness in damping local oscillations. In the presence of the SDCs, the rise and settling 

times of the rotor speed, electromagnetic torque, active power and reactive power were 

further reduced and the corresponding damping ratios were increased. However, SDCs are 

not effective in smoothing the rotor speed and power of the PMSG during rapid wind speed 

variations.  

The third scheme was the use of FFAs in areas having rapid wind speed fluctuations. 

Simulation results have shown that stochastic wind speeds have a negative impact on 

oscillations in the rotor speed, power and electromagnetic torque of the PMSG.  The 

corresponding settling times are also negatively affected. It is shown that the FFAs efficiently 

enhance the dynamic characteristics of the PMSG by damping local oscillations. As a result, 

speed, power, and torque oscillations, caused by wind speed disturbances, are well damped. 

The FFAs also significantly improve the DC-link and the terminal voltage responses; they 

are superior to VRs, SDCs and virtual compensators. In general, the techniques proposed in 

this work are applicable in smoothing the rotor speed and the output power of a wind turbine 

directdriven PMSG.   

In Chapter 6, the FFAs will be employed while investigating the impacts of integration 

of PMSG-based wind farms in power systems.  
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6  IMPACTS OF A PMSG-BASED WIND FARM ON POWER SYSTEM 
DYNAMICS  

6.1 Introduction  

A power system has different components such as generators, passive elements and 

controllers. The passive elements like transformers, transmission lines and passive loads 

hardly affect the dynamics of the system. In fact, the types and the interactions of generators 

and controllers determine the overall dynamic performances of the system. The behaviours 

of conventional generators and controllers and their effects on system dynamics are well 

investigated and established [14]. Conversely, the dynamic characteristics of PMSG-based 

wind farms, which are different from that of conventional generators and affect the system 

dynamics differently, are not sufficiently investigated especially considering stochastic wind 

speed series. In Chapters 4 and 5, a wind turbine direct-driven PMSG has been modelled, 

and the corresponding dynamic performances have been studied. Mitigation methods have 

also been proposed to improve the dynamic performances of the PMSG. In this chapter, the 

influences of a PMSG-based wind farm on power system dynamics are investigated. As the 

PMSGs are decoupled from the power system by the back-to-back converters, they will not 

directly affect system dynamics. However, the wind power integration brings intermittent 

power, structural changes and reduces the number of conventional generators, and hence 

indirectly affecting the dynamic behaviour of the system. The intermittent nature of the wind 

power is challenging for the system dynamics control.  

For ensuring the safety, security, and proper integration of a newly commissioned 

PMSG-based wind farm into a national grid, it should meet the technical specifications 

stipulated in the grid code of a national power system.  Generally, the code is set by a 

responsible authority. Some of the requirements with regard to power system dynamics are 

the damping ratio, time constant and settling time of a dominant electromechanical mode in 

the system. The deviations of these technical specifications caused by the wind power should 

be within acceptable ranges. The stochastic nature of wind affects the dynamics of the 

PMSGs and hence the whole system dynamics. Especially, as the penetration of wind power 

rises, the corresponding influences on the dynamic behaviour of the system become 

plausible. The impacts, therefore, should be investigated, and proper mitigation methods are 

applied to deter negative impacts.  
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Therefore, in this chapter, a modified IEEE 14-bus test system is employed to 

investigate the influences of a large-scale PMSG-based wind power penetration on the 

dynamic performances of a power system. Thus, the impacts of dynamic characteristics of 

PMSG-based wind farm, back-to-back converters and stochastic wind speed series are 

thoroughly investigated. Furthermore, mitigation techniques for negative effects employing 

FACTS devices along with virtual control are proposed.  

6.2 The Test System  

In this thesis, the IEEE 14-bus test system is used as the base for the investigation of 

the impacts of PMSG-based wind power integration on the dynamic performances of a power 

system. This test system, representing an approximation of the American Electric Power 

System and having 14 buses, 5 machines and 11 loads [135], is commonly employed in 

dynamic performance investigations [136, 137].   

  

Figure 6.1. Modified IEEE 14-bus test system  

Figure 6.1 shows the single-line diagram of the modified IEEE 14-bus test system. The 

test system accommodates the PMSG-based wind farm at bus 1. It contains a synchronous 

generator at bus 2 and three synchronous condensers at buses 3, 6 and 8. The 11 loads add 

up to 259 MW real and 81.3 MVAR reactive powers. Tables B1 and B2 in appendix B give 

the line and bus data of the IEEE 14-bus test system respectively [137].  

The reasons for adopting the IEEE 14-bus test system are:  
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• The IEEE 14-bus test system fairly represents a moderate power system which 

takes less time during simulation in MATLAB/Simulink than, for instance, the 

IEEE 39-bus test system. The simulation time of the software significantly 

increases with the increase in the number of buses.  

• The models and parameters of the test system are available in the existing 

literature. However, if practical systems are considered, it will be difficult to 

access the corresponding models and parameters as they may not be documented 

or the practical data may be confidential.  

• The models of this test system are less complicated than the practical models 

which are large and make the time domain simulation cumbersome.  

• The results obtained from the test system are more general than the ones which 

may be obtained using the models of a practical system.  

• Simulation results can be easily compared with other investigations done using 

the same test system.   

In this research, the conventional generator at bus 1 in the IEEE 14-bus test system is 

fully replaced by a PMSG-based wind farm. Excess loads which initially supplied by 

synchronous generator 1 are now taken over by the conventional generator at bus 2. A 25% 

wind power penetration level is considered.  

6.3 Modelling the Test System  

6.3.1 PMSG-Based Wind Farm Model  

In Chapters 4 and 5, an individual wind turbine direct-driven PMSG connected to an 

infinite bus was modelled and investigated. These days, the maximum power output of a 

single wind turbine of this type has reached 8 MW [58]. To achieve tens or hundreds of 

megawatts of wind power, several wind turbines should come together and be connected to 

the common coupling point (CCP), bus 1 of Figure 6.1, as shown in Figure 6.2. This parallel 

connection of wind turbines forms a wind farm. The size of wind turbines is growing with 

technology. However, as the number of wind turbines in a farm decreases, the aggregate 

power becomes more fluctuating and hence increasing influence on the power system 

dynamics. Moreover, the stochastic wind speed series aggravates the problem.  
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Figure 6.2. A typical PMSG-based wind farm  

A wind farm spans over a wide geographical area and depending on the type of the 

generators used, it may be SCIG, DFIG, PMSG-based or mixed wind farm. One of the 

challenges in modelling the wind farm is that the wind speed varies over the geographical 

location of the farm. Consequently, though all the wind turbines are identical, the power 

output of each wind turbine varies with the corresponding wind speed. On the other hand, 

modelling all the individual wind turbines demands vast memory and is time-consuming, 

which is not affordable. Therefore, a simple aggregate model, which retains the dynamic 

characteristics of the wind turbine direct-driven PMSGs, is required.  

In aggregate modelling of a PMSG-based wind farm, the rotor speed of the individual 

wind turbine should be tracked [32]. For the sake of simplification of the aggregate model, 

an aggregate wind speed model is adopted as in [138] that can fairly show the influence of 

the stochastic wind speed series in the test system dynamics. In general, the following 

assumptions are considered [139]:  

• In this work, the wind profile is assumed to be uniform over the geographical location 

of the wind farm.  

• Tower shadow and wake effects are neglected.  

• The distribution network within the wind farm is also aggregated considering voltage 

drops and power losses.  
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Overall, the total MVA rating and real power of the wind farm are given as:  

 =   (6.1)  

 =   (6.2)  

where  is the MVA rating of the wind farm,  is the real wind power and N is the number 

of wind turbine direct-driven PMSGs. The equivalent PMSG-based wind turbine of the N 

wind turbines is depicted in Figure 6.3.  

  

Figure 6.3. Equivalent wind turbine direct-driven PMSG  

Considering identical wind turbine direct-driven PMSGs, voltage drops and power 

losses, and applying source transformation technique, the equivalent impedance in the 

aggregate system is given as:  

   (6.3)  

Similarly, the equivalent transformer reactance of the wind farm is:  

   (6.4)  

where  and  are the equivalent and individual reactances of the wind turbine transformers 

respectively.  
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6.3.2 Synchronous Machine Model  

6.3.2.1 The Swing Equation  

The dynamic characteristics of the wind turbine direct-driven PMSG have influences 

on the dynamic performances of the IEEE 14-bus test system. Compared to the 

electromagnetic responses of conventional synchronous machines, the dynamic responses of 

the PMSG are slow (shown in Chapters 4 and 5) and will have no significant effects on the 

electromagnetic dynamics of the synchronous machines. For this reason, the classical model 

of a synchronous machine is sufficient to study the impacts of the PMSG-based wind farm 

on the dynamic performances of the test system. In the analysis of large disturbances, it is 

customary to use the classical model as it reduces the complexity of the system and 

computation time [14, 140].  

Figure 6.4 shows the steady state circuit model of a cylindrical rotor type synchronous 

machine. In this model, only one of the three phases is shown. Ea, Vt, Ia, ra and xd are induced 

voltage, terminal voltage, armature current, armature resistance, and direct-axis reactance of 

the synchronous machine respectively.  

  

Figure 6.4. A steady state circuit model of a synchronous machine  

According to the fundamental theorem of flux linkages, during a disturbance, the flux 

linkage of any closed circuit having finite resistance and reactance cannot change 

instantaneously [141]. Thus, as field flux cannot change instantly, one can show that the 

induced transient voltage is given as in (6.5) [14].  

 ′ = + ( + ′ )  (6.5)  

 and  are are induced transient voltage and transient direct-axis reactance of the 

synchronous machine respectively. The synchronous generator is represented by a constant 

voltage source behind transient impedance. This model is valid only when cylindrical rotor 

type and constant rotor flux linkages are assumed.   
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The total complex power transfer (in p.u.) between Generator 2 and bus 2 in Figure 6.1 can 

be given as:  

 = [ + ′( −′ + )]∗  (6.6)  

where  is the voltage at bus 2 and  is the total reactance between the generator and bus 

2. Neglecting the armature resistance and simplifying (6.6) gives the real power transfer to 

bus 2 as shown in (6.7).  

 | ′ || | 
 =    (6.7)  

 is the phase angle difference between ′ and , and commonly known as the power angle, and 

= ′ + . Equation (6.7) gives the real power transfer between any two voltage  

sources (or nodes).  

The time plot of the power angle ( ) clearly shows the dynamics of the synchronous 

machine. An ever-increasing power angle means the system is unstable. The 

electromechanical motion of the rotor of each synchronous machine in the test system is 

governed by the swing equation given in (6.8) [14].  

 2   
  = −   . .  (6.8)  

pm and pe are the input mechanical and output electrical powers of the synchronous 

generator respectively.  is the synchronous speed of the generator. H is the normalized inertia 

constant of the synchronous generator given in seconds. Practically, the inertia constant of a 

synchronous machine is calculated as:  

 =   (6.9)  
2 

where J and S are the total moment of inertia and MVA rating of the synchronous 

machine respectively.  The swing equation can also be given in terms of the rotor speed of 

the synchronous machine as shown in (6.10).  
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 2 ∆ 
  = −   . .  (6.10)  
 ∆ is the speed deviation from the synchronous speed,  .  

Generally, the rotor speed is given as:  

 = + ∆   (6.11)  

In practice, the winding resistances and the damper windings contribute to the damping 

of oscillations in the power angle and rotor speed. As a result, the model in (6.10) can be 

rewritten to accommodate the damping effect. Equation (6.12) shows the complete model of 

the dynamics of the rotor of the synchronous machine.  

 2 ∆ 
  + ∆ = −   [   ]  (6.12)  

D is damping coefficient representing the effects of the damper windings.  

6.3.2.2 Governor Model  

A first order turbine and a simplified governor model are employed to regulate the 

mechanical power input to the synchronous generator. The governor model combined with 

the corresponding turbine in s-domain is given as [32]:  

 1 1 1 + 
 =( − ∆ ) − ∆  (6.13)  
 1 + 1 + 

where R is the droop characteristic, T1 is the time constant of the turbine, T2 and T3 are  

filter time constants. In (6.13), the turbine has upper and lower limits which should be included 

in the MATLAB/Simulink model.  

6.3.2.3 Exciter Model  

The terminal voltage and reactive power output of a synchronous machine rely on its 

excitation system. In order to regulate the terminal voltage and the reactive power, the 

excitation system should be properly regulated by an exciter model. This model contains the 

excitation system and its controller. There are different types of exciter models stipulated in 
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[32, 142]. For the sake of its simplicity and ease of implementation in MATLAB/Simulink, 

the one shown in (6.14) is adopted.  

1 + 
 =( + − )  (6.14)  
 1 + 1 + 

 is the exciter voltage,   and  are the time constants of an amplifier which amplifies 

the error voltage,   is the set point reference voltage,  is the power system stabilizing signal 

and  is the terminal voltage transducer output. In (6.14), both the amplifier and the exciter 

are subjected to windup limits.  

6.3.3 Load Model  

All the 11 loads in the IEEE 14-bus test system are assumed to be static three-phase 

loads. Consequently, they are precisely implemented as series RLC loads in the 

MATLAB/Simulink load network by entering the corresponding real and reactive powers. 

Moreover, the transmission lines in the test system are modelled as short lines and 

implemented as series RLC branches in the Simulink model.  

6.4 Mitigation Techniques  

In this section, the models of the different techniques improving the dynamic 

performances of the modified IEEE 14-bus test system are explored. First, the effects of 

enhancing the dynamic performances of the PMSG on the test system dynamics are viewed. 

Subsequently, the models of conventional methods such as capacitor banks and filters are 

discussed. Finally, the models of the proposed FACTS devices are presented.  

6.4.1 Enhancing the Dynamic Performances of the PMSG  

In Chapters 4 and 5, compensators, VRs, FFAs and SDCs have been proposed to 

enhance the local damping performances of the wind turbine direct-driven PMSG, which is 

the main component of the PMSG-based wind farm. The corresponding models and 

parameters were shown in those chapters. In this chapter, the investigation is extended to the 

power system dynamics. Thus, the investigation of the effects of these proposed techniques 

on the dynamic performances of the IEEE 14-bus test system is presented in section 6.5.  
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6.4.2 Conventional Methods  

In Chapter 4, the reactive power of the wind turbine direct-driven PMSG is maintained 

at zero. This implies that the PMSG is not able to supply reactive power to the test system at 

bus 1 in Figure 6.1. As a result, there will be a voltage distortion and reactive power shortage 

at this bus unless corrected by the other generator, synchronous condensers or extra 

compensators. The voltage distortion can be overcome by connecting conventional capacitor 

banks. On the other hand, the back-to-back converters inject harmonics into the test system 

which severely affect the dynamics of the system, especially the bus voltages. To tackle this 

challenge, the inductance of the RL filter of the wind turbine can be increased; however, this 

action reduces the real power transfer of the PMSG-based wind farm. Thus, the inductance 

cannot be indefinitely increased. The other alternative is to use an appropriate three-phase 

harmonic filter to filter voltage and current harmonics.  

Synchronous condensers are flexible and effective in reactive power compensation; 

however, they are expensive. In effect, static capacitors, which are cheaper, can be connected 

to the CCP to achieve voltage and reactive power regulation. In practice, discrete static 

capacitors are used for flexibility and economic reasons. Static capacitors can be classified 

into shunt and series capacitor banks. In this thesis, shunt capacitors are adopted for the 

following reasons [143]:  

• Shunt capacitors reduce the converter currents of the PMSG and hence protecting the back-

to-back converters from over current damages.  

• They improve the voltage profile of the IEEE 14-bus test system.  

• They also reduce the real power loss of the PMSG-based wind farm.  

• They enhance the power factor of the PMSG-based wind farm.  

• They reduce the load on the PMSG-based wind farm.  

• For a practical system, they reduce capital investment per mega-watt.  
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Figure 6.5. Three-phase star-connected shunt capacitor bank  

In general, the shunt capacitor bank shown in Figure 6.5 draws a fixed amount of 

leading current superimposed on the PMSG current reducing the reactive components of the 

load and hence improving the power factor of the wind power system.  

The back-to-back converters of the wind farm generate current harmonics, which in 

turn produce voltage harmonics across low impedances causing voltage distortion and 

reducing power factor. A three-phase harmonic filter, a shunt component at the CCP, can be 

employed to decrease the voltage distortion and correct power factor. The filter is designed 

to be capacitive at the fundamental frequency in order to produce the reactive power required 

by the converters and to correct power factor [144].  

A number of filter banks may be connected in parallel at the CCP to achieve acceptable 

voltage distortion and power factor. In this thesis, band-pass filters are used to filter the 11th, 

13th and 24th order harmonics. These filters are tuned either at a single frequency (single-

tuned filter) or at two frequencies (double-tuned filter). A C-type high-pass filter is used to 

filter the 3rd order harmonics keeping zero losses at 50 Hz frequency. Figure 6.6 shows a 

combination of a shunt capacitor bank and three typical filters used in this work to tackle 

voltage distortion and power factor reduction at the CCP.  

The filters contain resistive, inductive and capacitive elements. The resistance, inductance, 

and capacitance values are determined from the following parameters [144]:  

• Reactive power at the CCP  

• Harmonic frequencies and  

• Quality factor (Qf), a measure of the sharpness of the tuning frequency. Quality factor 

is determined using the resistance value.  
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Figure 6.6. A shunt capacitor and three filter banks [144]  

In single-tuned frequency filters, where resistance, inductance and capacitance 

elements are connected in series, the harmonic order (n), quality factor (Qf) and the band 

width (B) of the three-phase harmonic filters are determined as shown in (6.15), (6.16) and 

(6.17) respectively.   

 =   (6.15)  

 = =   (6.16)  

 =   (6.17)  

 R,  , and    are the resistance, capacitive reactance, and inductive reactance of the  

filter and   is nth order harmonic frequency.  

In double-tuned filters having f1 and f2, both the series circuit and the parallel circuit 

are tuned approximately to the mean geometric frequency ( ) given in (6.18). And the 

corresponding quality factor is given in (6.19). A double-tuned frequency filter incurs less 

power loss than a single-tuned frequency filter.  

 =   (6.18)  

 =   (6.19)  
2 
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L and R are the parallel resistance and inductance elements at the mean frequency fm.  

On the other hand, a high-pass filter is a single-tuned filter where the L and R elements 

are connected in parallel. This filter has a wide-band having impedance at high frequencies 

limited by the resistance R. The corresponding quality factor is given as:  

 =   (6.20)  
2 

6.4.3 FACTS Devices  

Pragmatically, shunt FACTS devices are used to improve voltage profile and power 

factor at a bus. Therefore, in this section, the models of static var compensator (SVC) and 

static compensator (STATCOM) are discussed.  

6.4.3.1 SVC Model  

The SVC model in this work assumes a balanced fundamental frequency operation and takes 

firing angle into consideration. It is given by [145]:  

− (6.21) =   

(6.22)  
  

 =   (6.23)  

where  , , and  refer to transient regulator time constant, regulator time constant and 

measured time delay respectively. , , and  are regulator gain, integral deviation and measured 

gain respectively. α is firing angle,  is measured voltage, V is terminal voltage at the CCP,  

is firing angle time constant and  is the reactance of the SVC. QSVC is reactive power. The 

firing angle has maximum and minimum limits.  

6.4.3.2 STATCOM Model  

In this research, a voltage source converter (VSC)-based STATCOM is used to 

mitigate the negative impacts of the wind power on the dynamic performances of the IEEE 

14-bus test system. Figure 6.7 shows the single line diagram of a STATCOM connected to 
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bus 1 of the IEEE 14-bus test system. This STATCOM is used to reduce voltage distortion 

and power factor reduction at the point of common connection. It can also be connected at 

the mid-point of the line connecting buses 1 and 2. It has three major parts as shown in Figure 

6.7: the VSC which is an inverter to convert the DC voltage into an appropriate three-phase 

AC voltage, the transformer which steps up the VSC output and filters harmonics and the 

controller which is basically dedicated to control the VSC.  

In general, the model of the STATCOM is given as [146]:  

− 

  = +    (6.24)  
 3 0 

0 
0 

 where R and L are equivalent resistance and inductance between the VSC and bus 1.  ,  

, and  are the d-axis current, q-axis current and the DC voltage of the STATCOM 

respectively.   and  are the d- and q-axis control variables.  is the capacitance at the terminal 

of the VSC.  

  

Figure 6.7. A STATCOM connected to the CCP  



 

116  
  

The controller takes voltage and current measurements and compares them against 

reference voltages and currents. Based on the error signals, it adjusts the control variables 

and sends the switching signals to the VSC.    

Ideally, the output of the VSC is assumed to be in phase with the voltage at bus 1 and 

there will be no real power transfer from the STATCOM to bus 1. In this scenario, the battery 

source in the converter will be unnecessary. However, due to the power loss in the VSC, this 

cannot happen in real world. Therefore, the power source in Figure 6.7 is added to 

compensate the power loss in the VSC. Due to this fact, the output voltage of the VSC slightly 

leads the voltage at bus 1 as the STATCOM is expected to function as a capacitor bank to 

regulate the voltage and improve the power factor [146]. The STATCOM can also be placed 

at the midpoint of a transmission line for efficient operation.  

6.5 Results and Discussion  

In this section, all the models including the PMSG-based wind farm model are 

implemented in MATLAB/Simulink for time domain dynamic simulations. The influences 

of the PMSG-based wind farm on the dynamic performances of the IEEE 14-bus test system 

are thoroughly investigated. In Figure 6.1, Generator 1 of the IEEE 14-bus test system is fully 

replaced by a PMSG-based wind farm. Both the base and modified test systems are simulated 

for 10 to 13 seconds. In order to include a grid disturbance, a three-phase fault with a fault 

resistance of 1.0 milliohm is applied at bus 4 of the test system for 150 ms starting from the 

5th second. The influence of the wind power on the test system increases with the 

corresponding wind power penetration. However, in this chapter, a 25% PMSG-based wind 

power penetration is considered. Two sets of wind speed series are also considered: steady 

wind speed series having 12 m/s magnitude and stochastic wind speed series generated in 

Chapter 3.  

The aim of this section is to assess the impacts of the dynamic characteristics of the 

PMSG-based wind farm, sharp wind gusts, back-to-back converters, PMSG-based wind 

power controllers, and stochastic wind speed series on power system dynamics with possible 

power system faults. Moreover, possible mitigation techniques which can reduce negative 

impacts are investigated. The dynamic responses of the wind turbine direct-driven PMSG 

were presented in Chapters 4 and 5. However, in that case, the PMSG was connected to an 

infinite bus. In this chapter, the equivalent wind turbine direct-driven PMSG representing a 

PMSGbased wind farm is connected to the IEEE 14-bust test system where the voltage at the 
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CCP is not as stiff as that of the infinite bus. This will bring its own influences on the dynamic 

performances of the PMSG. Therefore, as part of the test system itself, the dynamic 

performances of the PMSG-wind farm should also be investigated.  

6.5.1 Effects of Dynamic Characteristics of PMSG-Based Wind Farm on Power System 
Dynamics  

One of the challenges of PMSG-based wind power integration into power systems 

comes from the back-to-back converters. They inject current and voltage harmonics into the 

power system causing voltage distortion and power factor reduction. Figure 6.8 shows the 

dynamic responses of the synchronous generator at bus 2 when a conventional generator and 

a PMSG-based wind farm are connected to bus 1. When the wind farm is used, mitigation 

methods suggested in Chapters 4 and 5 are not employed, and there is also no conventional 

compensation method or FACTS device connected to any of the buses. The responses with 

the wind farm are noisy and messy because of the current and voltage harmonics injected by 

the converters.   

  

 (a) Power angle deviation   (b) Real power deviation   

  

(c) voltage deviation with conventional  
 generator  (d) voltage deviation with PMSG-based  

wind farm  

Figure 6.8. Dynamic responses of generator 2  
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Figure 6.8(a) shows that, during transient periods, the dynamic response of the power 

angle of synchronous generator 2 is more affected by the wind turbine direct-driven PMSG 

than by the conventional synchronous generator. This is due to the fact that the wind turbine 

direct-driven PMSG considered takes more time to settle as discussed in Chapter 4. The real 

power response in Figure 6.8(b) also shows that the wind farm significantly affects the 

dynamics of generator 2 compared to the conventional generator. From the two responses, it 

can be observed that the dynamic performances of synchronous generator 2 deteriorates 

when a PMSG-based wind farm is connected to bus 1.  

Under any national grid code, a utility company operating a wind farm is usually 

expected to maintain the voltage at the CCP within a certain error margin. However, with 

PMSG-based wind farms, unless a mitigation method is employed, the converters lead to the 

violation of the grid code as depicted in Figure 6.8(d) compared to the one shown in Figure  

6.8(c) which employs a conventional generator at bus 1. One can decrease the effects of the 

back-to-back converters by increasing the inductance of the RL filter of the wind turbine 

directdriven PMSGs; nevertheless, increasing the inductance makes the wind farm grid 

coupling weak and finally may lead to instability.   

  

 (a) Power angle deviation  (b) Power output deviation  

  

 (c) Voltage magnitude deviation at bus 1  (d) Voltage magnitude deviation at bus 2  

  Figure 6.9. Dynamic responses of test system with FFAs    

  

  



 

119  
  

Figure 6.9 illustrates the dynamic responses of the test system when a PMSG-based 

wind farm with FFAs is connected to bus 1. The results show that the FFAs improve the 

dynamic responses of synchronous generator 2 particularly during transient periods as shown 

in Figures 6.9(a) and 6.9(b). It can be observed that overshoots, time constants and settling 

times are reduced when the FFAs are employed. It can also be deduced that the other 

mitigation approaches suggested in Chapters 4 and 5 can be used. The effects of the FFAs 

on the voltage magnitude responses at the CCP, Figure 6.9(c), and bus 2, Figure 6.9(d), are 

not significantly visible. This is due to the fact that voltage and reactive power have a strong 

relationship and the reactive power output of the PMSG-based wind farm is maintained at 

zero by its controller regardless of the presence of the FFAs. The power angle and real power 

responses are enhanced because they are directly affected by the real power output of the 

wind farm, which can be controlled by the FFAs.  

 

 (a) Voltage magnitude at bus 8  (b) Voltage magnitude at bus 9  

Figure 6.10. Effects of the PMSG-based wind farm on bus voltages  

 

 (a) power angle deviation  (b) power output deviation  
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 (c) voltage deviation at bus 1  (d) voltage deviation at bus 2  

Figure 6.11. Dynamic responses of the test system with capacitor bank and filters connected  

to bus 1  

  

  

  
 (a) Power angle deviation of G2  (b) Power output deviation of G2  

  
 (c) Voltage deviation at bus 2  (d) Power deviation of synchronous  

condenser at bus 8  

  
(e) Power angle deviation of G2 after fault  (f) Real power deviation of G2 after fault clearance 

 clearance  
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(g) Real power deviation of synchronous condenser at bus 8 after fault clearance  

Figure 6.12. Typical dynamic responses  

Comparing the dynamic responses in 6.9(c)and 6.9(d) with that of 6.10(a) and 6.10(b) 

reveals that the dynamics of buses in the vicinity of the CCP are more affected by the 

PMSGbased wind farm than those of afar buses. The far most buses are slightly affected by 

the presence and disturbance of the wind. The back-to-back converters inject voltage and 

current harmonics in the vicinity buses. These problems can be tackled by adopting 

conventional mitigation methods such as shunt capacitor banks and filters. Therefore, the 

combination suggested in Figure 6.6 has been connected to bus 1 of Figure 6.1. The 

simulation results are depicted in Figure 6.11. It can be observed that the current and voltage 

harmonics causing disturbances in the power angle, power and voltage are appropriately 

eliminated.  

Figure 6.12 presents the comparison of typical dynamic responses of the IEEE 14-bus 

test system with a conventional generator and a PMSG-based wind farm connected to bus 1. 

Figures 6.12(a) to 6.12(d) are responses to the connection of the wind farm at a wind speed 

of magnitude 12 m/s at t = 0+, whereas the ones from 6.12(e) to 6.12(g) show the responses 

for a fault at bus 4 at t = 5.0 seconds. In all cases, a qualitative observation demonstrates that 

the adoption of the wind farm has affected the dynamic performances of the test system. 

Time constants, settling times and oscillations of the responses have increased. Damping 

ratios are reduced. In this particular investigation, these deviations of technical specifications 

in the simulation results are within acceptable ranges of the technical specifications. 

However, in some critical cases, the parameters may go out of the specified ranges and 

require further mitigations.  
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6.5.2 Effects of an SVC on the Dynamic performances of the Test System  

An SVC was connected to bus 1 of the modified IEEE 14-bus test system shown in 

Figure 6.1. The power angle response of generator 2, real power response of generator 2, and 

voltage responses at buses 1 and 2 are shown in Figure 6.13. The test system was subjected 

to a 12 m/s wind speed. The results show that the dynamics of the power angle of the 

conventional generator connected to bus 2 is slightly improved by the presence of the SVC. 

From Figure 6.13(a), it can be observed that oscillations in the power angle are reduced, and 

the new power angle of generator 2 reaches steady state slightly faster than the one without 

the SVC does. Similarly, in Figure 6.13(b), the same conclusion is reached. In general, the 

SVC is intended to improve the voltage and reactive power responses of the test system. It 

indirectly affects the performances of the synchronous generators. In Figures 6.13(c) and 

6.13(d), the voltage responses at buses 1 and 2 illustrate the application of the SVC has 

brought the voltages faster to the corresponding steady states. The use of delta connected 

passive elements in the SVC has prevented the injection of current and voltage harmonics 

into the test system.   

  

 (a) Power angle deviation of G2  (b) Real power deviation of G2  

  

 (c) Voltage magnitude at CCP  (d) Voltage magnitude at bus 2  

Figure 6.13. Effects of SVC  

Overall, the SVC is more crucial in enhancing the steady state performances than the 

dynamic performances of the test system. Since the effects of the SVC on the dynamic 
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performances of the test system are less significant, a conventional mitigation method such 

as a three-phase shunt capacitor bank is recommended for economic reasons.  

6.5.3 Effects of a STATCOM on the Dynamic Performances of the Test System  

The STATCOM was placed at the mid-point of the transmission line connecting buses 

1 and 2 which are significantly affected by the wind power. The fault was applied at the fifth 

second. Figure 6.14 presents the comparison of the influences of a shunt capacitor bank 

(conventional method), SVC and STATCOM on the dynamic performances of the IEEE 

14bus test system with the PMSG-based wind farm connected to bus 1 of Figure 6.1. Figure 

6.14 shows the dynamic responses of the test system subjected to a 150 ms three-phase fault 

at bus 4.   

In Figure 6.14(a), the impact of the STATCOM on the power angle dynamic response 

of the synchronous generator connected to bus 2 is depicted. It is observed that the test system 

with the STATCOM has dynamically performed better than the ones with shunt capacitor 

bank and SVC do during the three-phase fault. The inclusion of the STATCOM has reduced 

the power angle deviation, the corresponding time constant and settling time by injecting the 

proper amount of reactive power at the appropriate time.  

  

 (a) Power angle deviation  (b) Real power deviation of G2  

  

 (c) Real power deviation at bus 8  (d) Reactive power deviation at bus 8  
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 (e) Voltage magnitude deviation at CCP  (f) Voltage magnitude deviation at bus 2  

Figure 6.14. Comparison of Effects of Conventional method, SVC and STATCOM on  

dynamic performances  

The STATCOM has also improved the real power dynamic response of the 

synchronous generator connected to bus 2 as shown in Figure 6.14 (b) during the fault.  On 

the other hand, both the PMSG-based wind farm and the STATCOM have little impact on 

bus 8 as shown in Figures 6.14(c) and 6.14(d). This is due to the fact that bus 8 is not in the 

vicinity of the wind farm and the STATCOM. Moreover, bus 8 has its own synchronous 

condenser which controls the corresponding voltage and reactive power.  

 Both the dynamics and the steady state bus voltages in the vicinity of the wind farm 

are improved by the STATCOM as shown in Figures 6.14(e) and 6.14(f). In this case, 

compared to that of the shunt capacitor bank and the SVC, voltage deviations are reduced 

and the voltage responses are relatively fast during the three-phase fault. Generally, the 

system with the STATCOM shows lower overshoots and faster responses than that with the 

SVC does since the STATCOM has a rapid response to power system disturbances and 

smooth voltage control capability over a wide range of operating conditions.  

In Figures 6.13(a) and 6.14(a) the unit of the power angle deviation of G2 is degree 

abbreviated as ‘de’.  

6.5.4 Effects of Power System Disturbances on the PMSG-Based Wind Farm  

Figure 6.15 depicts the effects of a three-phase fault at bus 4 on the dynamic 

performances of the PMSG-based wind farm. It can be observed that the power system 

disturbance has no impact on the dynamics of the rotor speed and electromagnetic torque 

responses as shown in Figures 6.15(a) and 6.15(b). This is due to the decoupling effect of the 

back-to-back converters. Because of the interaction between the wind farm and the test 
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system, the steady state rotor speed has slightly increased from that obtained in Chapters 4 

and 5.  

Similarly, the steady-state electromagnetic torque is reduced from 0.9 to 0.7 per unit.   

  
 (a) Rotor speed  (b) Electromagnetic torque  

  
 (c) Real power  (d) Reactive power  

Figure 6.15. Dynamic responses of the PMSG-based wind farm  

The real power output of the wind farm is hardly affected by the occurrence of the 

threephase fault at the fifth second as the rotor speed remains unaffected as shown in Figure 

6.15(c). On the contrary, the reactive power of the farm is highly influenced by the three-

phase fault. This is because there is a high correlation between the voltage at bus 1 and the 

reactive power of the farm. As this voltage is disturbed, the reactive power will also be 

disturbed. However, the wind turbine controller always tries to maintain the reactive power 

of the wind farm at zero as shown in Figure 6.15(d) at steady state.  

6.5.5 Effects of Stochastic Wind Speed Series  

In Chapters 4 and 5, the influences of stochastic wind speed series on the dynamics of 

a wind turbine direct-driven PMSG had been investigated and mitigation methods were 

thereof proposed to tackle the detrimental impacts on the dynamic performances of the 

PMSG. The wind speed extends its impact to a power system consisting of a PMSG-based 

wind farm. For that reason, this section investigates the effects of stochastic wind speed series 

generated in Chapter 3 on the dynamics of the modified IEEE 14-bus test system shown in 

Figure 6.1. Two simulation scenarios are considered. In the first scenario, no mitigation 
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method except a threephase filter is adopted, whereas in the second case FFA is adopted to 

improve the local dynamic performances of the PMSG-based wind farm and a STATCOM 

is employed to tackle the detrimental effects of the stochastic wind speed series on the 

dynamic performances of the test system. The STATCOM is placed at the mid-point of the 

transmission line connecting buses 1 and 2.  

Figure 6.16 shows the simulation results of the test system both with and without the 

proposed mitigation methods. In the figure, typical dynamic responses such as power angle, 

real power, reactive power and bus voltage magnitude responses are shown.  

In Figure 6.16(a), the power angle response of synchronous generator 2 without any 

mitigation method (black line) depicts that the stochastic wind speed series significantly 

affects the power angle. The power angle continuously oscillates together with the wind 

speed series. This has its own drawback on the real power output of generator 2 which in turn 

influences the dynamics of the test system. Any nearby synchronous machine is similarly 

affected.  

In this scenario, the stochastic wind speed series affects the dynamics of the system by 

continuously varying the real power output of the wind farm and hence affecting the power 

balance of synchronous machines, for instance as shown in Figure 6.16(b). From the two 

figures, after observing the results with the mitigation methods (broken red lines), it can be 

inferred that the FFA mitigation method proposed in Chapter 5 and the STATCOM are 

effective in damping power angle and real power oscillations caused by the stochastic wind 

speed series in the PMSG-based wind farm. Oscillations appearing from the 1st to the 6th 

second and from the 10th to 13th second are damped, and the corresponding time constants 

and settling times are also reduced by the mitigation methods. Power angle and real power 

deviations can be maintained within acceptable ranges particularly during stochastic wind 

disturbances having low variance with the support of the FFA and STATCOM.  

  

  
 (a) Power angle deviation of G2  (b) Real power deviation of G2  
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 (c) Voltage deviation at CCP  (d) Voltage deviation at bus 2  

  
 (e) Voltage deviation at bus 4  (f) Reactive power deviation at bus 4  

Figure 6.16. Impact of stochastic wind speed series on power dynamics  

The stochastic wind speed series also negatively affects the bus voltages, especially 

the ones close to the CCP as shown in Figures 6.16(c) and 6.16(d). Even though the converter 

controller tries to maintain the reactive power of the wind farm at zero, the wind speed 

fluctuation indirectly affects the reactive power of the buses and thus affecting the bus 

voltages of the test system. The results have shown that both the FFA and STATCOM can 

add positive damping to bus voltage fluctuations resulting from the stochastic wind speed 

series.  

Similarly, in Figures 6.16(e) and 6.16(f), the wind speed fluctuations cause the bus 

voltage and reactive power fluctuations at bus 4 which can be damped by the proposed 

mitigation methods in this work as shown by the broken red lines. In general, the dynamic 

performances of the test system deteriorate because of the presence of stochastic wind speed 

disturbances in the PMSG-based wind farm. And such detrimental effects of the wind farm 

can be controlled by the mitigation methods suggested in this thesis.   

6.6 Conclusion  

This chapter has analysed the impacts of PMSG-based wind power on power system 

dynamics using a modified IEEE 14-bus test system where the wind farm is connected to bus 
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1. Mitigation methods such as FFA, shunt capacitor banks, SVC and STATCOM, which can 

be employed to tackle detrimental impacts, have also been proposed.  

The dynamic characteristics of the PMSG-based wind farm indirectly affect the 

dynamics of the test system. The dynamics of the synchronous machines, the major dynamic 

components in the test system, depend on power balance, which is influenced by the power 

response of the wind farm. Thus, enhancing the dynamic performances of the wind turbine 

direct-driven PMSGs indirectly improves the dynamic performances of a power system 

consisting of such wind turbines. Therefore, the mitigation methods suggested in Chapters 4 

and 5 are efficient in improving the dynamic performances of a power system containing a 

PMSG-based wind farm. Moreover, shunt capacitor bank, SVC and STATCOM are proven 

to be effective in enhancing the dynamic performances of a power system with a PMSG-

based wind farm.  

Disturbances in a power system can have also their own effects on the dynamic 

performances of a PMSG-based wind farm. In this case, rotor speed and electromagnetic 

torque responses are hardly affected by the disturbances. Nevertheless, reactive power and 

terminal voltage responses of the wind farm are severely affected, whereas the corresponding 

real power response is slightly affected.  

The other important point in this chapter is that stochastic wind speed disturbances result 

in oscillations (or fluctuations) in power angles, real power, reactive power and bus voltages, 

affecting the dynamics of a power system. It is also found that the mitigation techniques 

proposed in Chapters 4 and 5 are efficient in improving the dynamic performances of a power 

system in fluctuating wind environments. Moreover, SVC and STATCOM along with virtual 

methods suggested in this thesis can also be used to enhance the dynamic performances of a 

power system containing a PMSG-based wind farm subjected to stochastic wind speed 

disturbances.  
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CHAPTER 7  

 7  CONCLUSIONS AND RECOMMENDATIONS  

7.1 Introduction  

The vision of any transmission system operator (TSO) is to serve its customers through 

a seamless, cost-effective, and dynamically stable power system. In this regard, the types of 

generators, controllers and the interaction between them determine the dynamic 

performances of a power system. Because of the challenges related to conventional fuels, the 

world is shifting its focus towards wind power, among which PMSG-based wind power is 

promising. However, replacing conventional synchronous generators by wind turbine direct-

driven PMSGs is introducing its own challenges, affecting the dynamic stability of a power 
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system, and hence compelling TSOs to revise their planning and control methods. In line 

with wind power integration, a new set of disturbances, related to stochastic wind speed 

series, are being introduced into a power system. The review in Chapter 2 has revealed that 

wind speed disturbances are often neglected in the investigations of the dynamic 

performances of a power system having wind power plants. However, as the penetration level 

grows further, the impacts of the stochastic wind speed disturbances on power system 

dynamics become significant and can no more be neglected.   

Moreover, wind power introduces a new set of controls into a power system, which 

influences the dynamics of the system differently. Altogether, the impacts of a PMSG-based 

wind farm on the dynamic stability of a power system can be seen from two perspectives. 

First, a PMSG-based wind farm has its own (local) dynamic stability issues, which depend 

on the dynamics of PMSGs, drive-trains and wind power controllers. The local dynamic 

stability problems are aggravated by the presence of the stochastic wind speed series. 

Therefore, one of the aims of this thesis has been geared towards investigating the impacts 

of stochastic wind speed series on the dynamics of a wind turbine direct-driven PMSG. As 

reviewed in Chapter 2, these local problems can be overcome by enhancing the dynamic 

performances of PMSGs through mitigation techniques employing real and reactive power 

controls. In this regard, this thesis has initiated novel techniques called virtual controls 

stemming from resistors, compensators, and damper windings to enhance the dynamic 

performances of a wind turbine direct-driven PMSG. Second, the review has also shown that 

the integration of PMSG-based wind power has both positive and negative impacts on the 

system-wide dynamic stability of a power system. Considering this, investigations in this 

thesis have revealed that negative impacts of wind power exist in a power system containing 

a PMSG-based wind farm, and this thesis suggests that the use of virtual controls along with 

STATCOM and SVC improves the dynamic performances of such a power system. In short, 

this thesis has dealt with modelling and analysis of stochastic wind speed series for dynamic 

simulations of wind farms and the corresponding effects on the dynamic performances of a 

power system and has also proposed mitigation techniques.  

In general, the results from this study have demonstrated that stochastic wind speed 

disturbances significantly affect the dynamic performances of a power system consisting of 

high penetration of PMSG-based wind power, and employing virtual controls along with 

FACTS devices, particularly STATCOM, enhances the dynamic performances. Several 
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prominent conclusions and recommendations can be drawn from the novel studies done on 

the impacts of stochastic wind speed series and the corresponding mitigation methods.   

7.2 Conclusions  

This conclusion section hereby presents the conclusions drawn from Chapters 3, 4, 5 and 

6 of this thesis.  

7.2.1 Chapter 3: Modelling and Analysis of Wind Speed Series  

This work has presented the characterization of wind speed series and power in Durban 

for dynamic simulations of a wind turbine direct-driven PMSG. Markov chain and Weibull 

distribution were employed in the characterization. In developing the Markov model, 

measured wind speed series from Durban were categorised into sixteen distinct states, and a 

TPM was formed. This TPM along with its limiting probability vector was used to write a 

MATLAB code that generated synthetic wind speed series. The median, mean, and standard 

deviation of the synthetic series were close to those of the measured ones, indicating the 

accuracy of the model. On the other hand, the shape and scale factors of a Weibull 

distribution were generated using the measured wind speed series and maximum likelihood 

estimation method. Comparing the PDFs of the Weibull fit, a widely-employed technique in 

dynamic simulations of wind turbines, and the Markov model using RMSE methods showed 

that the latter accurately characterised the wind speed series. Intermediate wind speeds 

between hours and minutes were also generated using Weibull and Gaussian distributions 

employing the results of the Markov model. The Markov model could, indeed, generate 

stochastic wind speed series, which can be used in analysis and simulations of the dynamic 

behaviour of wind turbines. It could also predict wind speed series for different time horizons. 

Finally, the analysis of wind power density had revealed that large wind turbines having hub 

heights greater than 85 m could be effective in Durban and its environs. However, compared 

to windy areas, wind turbines in this area would have high hub heights.   

7.2.2 Chapter 4: Modelling a Wind Turbine Direct-Driven PMSG for Dynamic 
Simulations  

Chapter 4 has laid the foundation for the thesis by modelling and analysing the 

different components of a wind turbine direct-driven PMSG such as the drive train, generator, 

DC-link, generator and grid side controllers. It has also modelled a power grid considered as 
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an infinite bus for dynamic analysis. In response to wind speed disturbances, the chapter has 

proposed the use of virtual compensators, stemming from RLC compensators, along with PI 

controllers for enhancing the dynamic performances of the PMSG. The compensators have 

been modelled together with the generator side controller. Simulation results using 

MATLAB/Simulink showed that increasing amplitudes of wind disturbances reduced the 

damping ratios of the rotor speed, power and electromagnetic torque responses of the PMSG.  

The corresponding settling times were also negatively affected. However, the virtual 

compensators enhanced the dynamic performances of the PMSG by damping local 

oscillations in the speed, power, and torque responses, caused by stochastic wind speed 

disturbances. Moreover, the compensators significantly improved the DC-link and the 

terminal voltage responses. A close observation revealed that lag compensators were more 

effective than lead compensators. On the other hand, the performances of lead-lag 

compensators were mainly dominated by the lag components, and they were nearly as 

effective as lag compensators. Finally, the technique proposed in this section is applicable in 

smoothing the rotor speed and the output power of a wind turbine  

direct-driven PMSG.  

7.2.3 Chapter 5: Enhancing the Dynamic Performances of a Wind Turbine  

Direct-Driven PMSG  

In taking the characterisation, modelling and analysis begun in Chapter 4 of this thesis 

further, Chapter 5 has dealt with three novel mitigation approaches to enhance the dynamic 

performances of a wind turbine direct-driven PMSG in response to stochastic wind speed 

disturbances: namely VRs, FFAs, and SDCs.   

VRs, connected in series and parallel to the stator windings of the PMSG, were 

implemented in the generator side converter controller. Simulation results showed that series 

VRs efficiently enhanced the dynamic performances of the PMSG by damping local 

oscillations. Speed, power, and torque oscillations, caused by stochastic wind disturbances, 

were well damped. Moreover, the series VRs significantly improved the DC-link and the 

terminal voltage responses. On the other hand, parallel VRs decreased the damping 

performances of the PMSG. Hence, for a better performance, VRs should be connected in 

series to the stator windings.   
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Likewise, FFA algorithms, stemming from fictitious damper windings, were modelled 

and realised in the generator side controller. Thereafter, the system was subjected to constant 

and stochastic wind speed operating conditions to evaluate the effectiveness of the 

algorithms. The results showed that stochastic wind speed disturbances reduced the damping 

ratios of the rotor speed, power and electromagnetic torque responses of the PMSG, and the 

corresponding settling times were also negatively affected without the FFAs. However, it 

was shown that the FFAs efficiently enhanced the dynamic characteristics of the PMSG by 

damping local oscillations. Power, and torque oscillations, caused by wind speed 

disturbances, were well damped. The FFAs also improved the DC-link and terminal voltage 

responses.   

In the SDCs scheme, the d-axis damping controller was a supplementary controller 

based on the rotor speed deviation, and the q-axis controller was a supplementary controller 

based on the DC-link voltage deviation. Both SDCs were implemented in the generator-side 

controller and their influences on the dynamic performances of the PMSG were investigated. 

Simulation results showed their effectiveness in damping local oscillations. In the presence 

of the SDCs, the rise and settling times of the rotor speed, electromagnetic torque, active 

power and reactive power responses were further reduced and the corresponding damping 

ratios were increased. Nevertheless, SDCs were poor in smoothing the rotor speed and power 

of the PMSG during rapid wind speed variations. More interestingly, it is concluded that 

FFAs are superior to VRs, virtual compensators and SDCs in most of the dynamic 

performance indices of the PMSG.   

Like the mitigation technique proposed in Chapter 4, the techniques proposed here are 

applicable in smoothing the rotor speed and output power of a wind turbine direct-driven 

PMSG under stochastic win disturbances. Apart from improving the dynamic stability of a 

power system, the mitigation techniques suggested in this thesis reduce stresses in drive-

trains, over currents and over voltages which may damage solid state switches, DC-link 

capacitors and windings.  

7.2.4 Chapter 6: Impacts of a PMSG-Based Wind Farm on Power System Dynamics  
Chapter 6 has investigated the influences of high penetration of PMSG-based wind 

power on power system dynamics. The investigation, based on a modified IEEE 14-bus test 

system, showed that the dynamic performances of the test system deteriorated with the 

inclusion of wind power. This was due to the dynamic characteristics of the wind farm and 
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stochastic wind speed series which indirectly affect the dynamics of the system by 

influencing the real power balance. Indeed, the dynamics of the synchronous machines, the 

major dynamic components in the test system, depend on power balance, which is influenced 

by the power response of the wind farm. The stochastic wind speed series resulted in 

oscillations (or fluctuations) in power angles, real power, reactive power and bus voltages, 

affecting the dynamics of the test system. On the other hand, disturbances in a power system 

can have also their own effects on the dynamic performances of a PMSG-based wind farm. 

In this case, rotor speed and electromagnetic torque responses were hardly affected. 

However, reactive power and terminal voltage responses of the wind farm were severely 

affected, while the real power response was slightly influenced.   

Mitigation techniques for poor dynamic performances are, therefore, definitely 

compulsory. In doing so, enhancing the dynamic performances of the wind turbine 

directdriven PMSG directly improved the dynamic performances of the test system. Thus, 

the novel mitigation techniques suggested in this thesis are efficient in improving the 

dynamic performances of such a power system. Moreover, shunt capacitor banks, SVCs and 

STATCOMs when employed with the virtual controls were found effective to enhance the 

dynamic performances of the test power system with a PMSG-based wind farm.  To this end, 

it is concluded that the mitigation techniques proposed in this thesis are crucial in improving 

the dynamic performances of a power system having wind farms and operating in fluctuating 

wind environments.  

7.3 Suggestions for Future Research  

Based on the investigations done in this thesis, the following future research areas have been 

suggested:  

• The wind speed modelling in this work has been based on the wind speed data 

collected from Durban. A further study is recommended following this same 

trend for larger geographical areas, including wider datasets, for dynamic 

simulations of different types of wind turbines and farms.  

• In this research, a constant time spacing between two wind speed states has been 

considered due to the behaviour of the hourly mean wind speed data obtained 

from SAWS; however, in practice, the time duration between wind speed states 
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is stochastic in nature. Therefore, a higher order Markov chain model which 

includes a stochastic time duration is recommended for further study.  

• In future, the effect of compensators, implemented along with advanced 

converter controllers instead of PI controllers, on the dynamic performances of 

a wind turbine direct-driven PMSG can be studied.  

• Further research on virtual control emulating conventional power plants and 

control systems will be beneficial.  

• This thesis has employed the IEEE 14-bus test system for dynamic performance 

investigation of a power system consisting of PMSG-based wind farms. Further 

research including larger power systems will be important to validate the results 

obtained in this research.  

• Finally, in this work, field experimental work on a wind turbine direct-driven 

PMSG has not been conducted as the system was not available at hand. 

Therefore, the simulation results here can be supported by field experiments on 

real wind turbines in a practical power system.  
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 8  APPENDIX A  

Table A1. Wind turbine driven PMSG parameters [144]  
Parameter  Value  

Terminal voltage  575 V  
 +   0.0377 mΩ  

Rated power  1.5 MW  
Rated frequency  60 HZ  
Filter resistance  0.003 p.u.  
Filter inductance  0.3 p.u.  
DC-link voltage  1150 V  

Number of pole pairs  48  

 ,    0.3 mH  
  1.48 V.s.  

Moment of inertia  35000 kgm2  
  

Table A2. Control parameters of the PMSG  
Parameter   Value  Parameter  Value  
 ,   0.14 pu    0.001 s-1  
 ,   2.72 s-1   ,   1.0 pu  

  0.84 pu  Lag pole  -10.0  
  0.25 pu  Lead pole  -25.0  

  200 pu  Lag zero  -25.0  
  8.0 pu  Lead zero  -23.0  
  400 s-1  Lead-lag zeroes  -23.0, -25.0  

 ,   0.83 pu  Lead-lag poles  -25.0, -10.0  

 ,   5.0 s-1      
  1.0 pu      

  

Table A3. Virtual control and SDC parameters  
Parameter  Value  

Rv  3.0 p.u.  
Rd  50.0 p.u.  
LD  1.0 p.u.  
LQ  1.0 p.u.  

LQsd  0.1 p.u.  
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Lqsq  0.1 p.u.  
N  1  

LQq  9.10 p.u.  
LQd  9.10 p.u.  

Phai_D  0.5 p.u.   
SDC d-axis filter gain  0.5  

SDC d-axsi filter time constant  0.5 sec  
SDC q-axis filter gain  100/3  

SDC q-axis filter time constant  100/3 sec  
SDC d-axis proportional gain  80  

SDC d-axis integral gain  12 sec  
SDC q-axis proportional gain  0.2  

SDC q-axis integral gain  0.2 msec  
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 9  APPENDIX B  

Table B1. IEEE-14 bus line data  
Branch name  From 

bus  
To bus  Resistance (pu)  Reactance (pu)  MVA rating  

Line1-2  1  2  0.01937  0.05916  120.0  
Line1-5  1  5  0.05402  0.22300  65.0  
Line2-3  2  3  0.04697  0.19794  36.0  
Line2-4  2  4  0.05810  0.17628  65.0  
Line2-5  2  5  0.05693  0.17384  50.0  
Line3-4  3  4  0.06700  0.17099  65.0  
Line4-7  4  7  0.00000  0.20900  45.0  
Line4-9  4  9  0.00000  0.55618  55.0  
Line4-5  4  5  0.01335  0.04209  32.0  
Line5-6  5  6  0.00000  0.25020  45.0  
Line6-11  6  11  0.09495  0.19887  18.0  
Line6-12  6  12  0.12285  0.25575  32.0  
Line6-13  6  13  0.06613  0.13024  32.0  
Line7-8  7  8  0.00000  0.17615  32.0  
Line7-9  7  9  0.00000  0.11000  32.0  
Line9-10  9  10  0.03181  0.08448  32.0  
Line9-14  9  14  0.01270  0.27033  32.0  
Line10-11  10  11  0.08203  0.19202  12.0  
Line12-13  12  13  0.22087  0.19985  12.0  
Line13-14  13  14  0.17089  0.34795  12.0  

  Table B2. IEEE-14 bus data  
Bus  
Number  

Bus Voltage  Generation  Load   Reactive Power  
Limits  

Magnitude  
(p.u.)  

Phase  
Angle  
(deg)  

Real  
Power  
(MW)  

Reactive  
Power  
(MVAR)  

Real  
Power  
(MW)  

Reactive  
Power  
(MVAR)  

Qmin  
(MVAR)  

Qmax  
(MVAR)  
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1  1.06  0  91.0  0  0  0  0  10.0  
2  1.045  0  91.0  -16.9  21.7  12.7  -42.0  50.0  
3  1.01  0  0  0  94.2  19.1  23.4  40.0  
4  1.00  0  0  0  47.8  -3.9  -  -  
5  1.00  0  0  0  7.6  1.6  -  -  
6  1.00  0  39.0  0  11.2  7.5  -  -  
7  1.00  0  0  0  0  0  -  -  
8  1.00  0  0  0  0  0  -  -  
9  1.00  0  0  0  29.5  16.6  -  -  
10  1.00  0  0  0  9.0  5.8  -  -  
11  1.00  0  0  0  3.5  1.8  -  -  
12  1.00  0  0  0  6.1  1.6  -  -  
13  1.00  0  0  0  13.8  5.8  -  -  
14  1.00  0  0  0  14.9  5.0  -  -  

  
Table B3. Synchronous machine parameters  

Parameter  Value  
Inertia constant  4.0 s  
Damping coefficient   0  
Impedance   0.22/15+j 0.22 p.u.  
Synchronous speed  314 rad/sec  

Table B4. Governor and turbine model parameters  
Parameter  Value  
R  0.05  
Kd  0  
T1  0  
T2  2.67 s  
T3  1.2 s  

Table B5. Exciter model parameters  
Parameter  Value  
K  300  
TA  0.001 s  
TB  0.02 s  
TE  0 s  

Table B6. Capacitor and filter banks parameters  
Parameter  SCB  Filter 1  Filter 2  Filter 3  
Nominal Reactive power (p.u.)  -1.0   0.5   0.5  0.5  
Quality Factor  -  2  20  7  
Tuning Frequencies (Hz)  50  150  [550, 650]  1200  

Table B7. SVC parameters  
Parameter   Value  

  1000   
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  0.001   

  1.0   

  0 s   

  10 s   

  0.01 s   

  0.001 s   

  0.1 p.u.   

Table B8. STATCOM parameters  
Parameter  Value  Parameter  Value  Parameter  Value  
R  0.0017 p.u.  L  0.05 p.u.  C  3.8e-8 F  
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