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Abstract

Shoreline erosion in response to extreme wave events can be severe. The reduction in
beach width leaves development within the hinterland exposed and vulnerable to future
wave attack. Wave climates are a fundamental driver of coastal erosion and changes to
wave height, direction and period can severely impact a coastline. These changes are
directly linked to changes within the principle drivers of wave climates namely synoptic
scale atmospheric circulation. The links are complex and if they can be clarified they
can be used to provide insight into wave climates and improve the evaluation of future
climate scenarios. The coupling between atmospheric circulation and wave climates
provides a tool for risk assessment that is strongly based on fundamental physical
processes. This study is focused on exploring this relationship and its effect on coastal
vulnerability.

A statistical classification algorithm is utilized to explore the relationship between
synoptic scale circulation patterns and regional wave climates. The algorithm is fully
automated and discrete atmospheric patterns are derived through an optimization pro-
cedure. It is driven to an optimal solution through statistical links between regional
wave climates and atmospheric circulation patterns (CPs). The classification is based
on the concept of fuzzy sets and differs from standard classification techniques. It em-
ploys a "bottom–up" approach as the classes (or CPs) are derived through a procedure
that is guided by the wave climate. In contrast existing classification techniques first
explore the atmospheric pressure space while links to the variable of interest are only
made post classification.

The east coast of South Africa was used as a case study. Wave data off the Durban
coastline were utilized to evaluate the drivers of the wave climate. A few dominant
patterns are shown to drive extreme wave events. Their persistence and strong high–
low coupling drive winds toward the coastline and result in extreme wave events.
The sensitivity of the algorithm to key input parameters such as the number of CP
classes and temporal resolution of the data was evaluated. The Shannon entropy is
introduced to measure the performance of the algorithm. This method benefits from



incorporating the link between atmospheric CPs and the wave climate.
A new stochastic wave simulation technique was developed that is fundamentally

based on the CPs. This technique improves the realism of stochastic models while
retaining their simplicity and parsimony relative to process-based models. The sim-
plicity of the technique provides the framework to evaluate coastal vulnerability at
site specific locations. Furthermore the technique was extended to evaluate changes
in wave behaviour due to climate change effects.

viii



To those who have gone before, to those who are present and to those who are still
to come. I dedicate this to you. Live, Love, Learn, Life.





Contents

Contents xi

List of Figures xvii

List of Tables xxv

Nomenclature xxvi

1 Introduction 1
1.1 Coastal Vulnerability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Research Question . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3.1 Risk Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 Global Wave Models . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Aims and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Literature Review 11
2.1 Coastal Vulnerability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1 Statistical Wave models . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Global Wave Hindcast Data . . . . . . . . . . . . . . . . . . . . 18
2.1.3 Shoreline Response Models . . . . . . . . . . . . . . . . . . . . . 19

2.2 Atmospheric Classification . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 Unsupervised Classification Techniques . . . . . . . . . . . . . . 22
2.2.2 Supervised Classification . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3 Lagrangian Classification . . . . . . . . . . . . . . . . . . . . . . 28



Contents

2.2.4 An Optimal Classification . . . . . . . . . . . . . . . . . . . . . 29
2.3 Summary of Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3 Atmospheric circulation patterns & wave climates 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.1 Case Study Site . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.2 Sources of Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.3 Classification Methods . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.4 Optimization Methods . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.5 Classification Quality . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 Dominant CP Classes . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.2 CP Variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.3 CP rules and extreme events . . . . . . . . . . . . . . . . . . . . 48

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 On linking atmospheric circulation patterns to extreme wave events
for coastal vulnerability assessments. 55
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2.1 Case Study Site . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.2 Optimization and Classification . . . . . . . . . . . . . . . . . . 60
4.2.3 Classification Quality Measures . . . . . . . . . . . . . . . . . . 61

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.1 Previous Classification Results . . . . . . . . . . . . . . . . . . . 64
4.3.2 Classification Quality . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.3 Sensitivity to Temporal Resolution in the data . . . . . . . . . . 68
4.3.4 CP Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.1 CP links to wave climates . . . . . . . . . . . . . . . . . . . . . 72
4.4.2 Applications to Wave Modelling . . . . . . . . . . . . . . . . . . 73

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

xii



Contents

5 Assimilation of ocean wave spectra and atmospheric circulation pat-
terns to improve wave modelling 77
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.2.1 Case study site . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2.2 Partitioning of spectral wave energy . . . . . . . . . . . . . . . . 83
5.2.3 Swell tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2.4 Atmospheric classification . . . . . . . . . . . . . . . . . . . . . 86
5.2.5 Linking swell events to circulation patterns . . . . . . . . . . . . 89

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3.1 Partitioning KwaZulu-Natal wave data . . . . . . . . . . . . . . 89
5.3.2 Swell origins and associated circulation patterns . . . . . . . . . 93
5.3.3 Average wave directional spectra and associated circulation pat-

terns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6 Stochastic simulation of regional wave climates conditioned on
synoptic scale meteorology. Part1: Methodology 103
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.2.1 Case Study Site . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.2 Data Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.3 General Approach . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.2.4 Classification of Atmospheric Circulation patterns . . . . . . . . 108
6.2.5 Wave Climate Simulation . . . . . . . . . . . . . . . . . . . . . 110
6.2.6 Physical Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2.7 Copula Based Simulation . . . . . . . . . . . . . . . . . . . . . . 116
6.2.8 Statistical Comparisons . . . . . . . . . . . . . . . . . . . . . . 119

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.3.1 CP Simulation Statistics . . . . . . . . . . . . . . . . . . . . . . 119
6.3.2 Wave climate dependence structures . . . . . . . . . . . . . . . 121
6.3.3 Univariate Return Periods . . . . . . . . . . . . . . . . . . . . . 123
6.3.4 Wave Climate Distribution . . . . . . . . . . . . . . . . . . . . . 125

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

xiii



Contents

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

7 Stochastic simulation of regional wave climates conditioned on syn-
optic scale meteorology. Part 2: Applications in coastal vulnerability
assessment 131
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.2.1 Case Study Site . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.2.2 Data Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.2.3 Automated Classification . . . . . . . . . . . . . . . . . . . . . . 135
7.2.4 Wave Climate Simulation . . . . . . . . . . . . . . . . . . . . . 136
7.2.5 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
7.3.1 Observed and Modelled Wave Directional Statistics . . . . . . . 143
7.3.2 Longshore Transport . . . . . . . . . . . . . . . . . . . . . . . . 146
7.3.3 Cross-shore Transport . . . . . . . . . . . . . . . . . . . . . . . 147

7.4 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 152

8 Atmospheric classification as a framework for assessing future coastal
vulnerability. 155
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

8.2.1 Case Study Site . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
8.2.2 Data Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
8.2.3 Classifying Atmospheric Circulation . . . . . . . . . . . . . . . . 160
8.2.4 Classification Similarity . . . . . . . . . . . . . . . . . . . . . . 162
8.2.5 Wave Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 163
8.2.6 Evaluating Changes in Wave climate . . . . . . . . . . . . . . . 164

8.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
8.3.1 Measured and reanalysed wave heights . . . . . . . . . . . . . . 164
8.3.2 Classification Comparison . . . . . . . . . . . . . . . . . . . . . 168
8.3.3 Future Wave Climate . . . . . . . . . . . . . . . . . . . . . . . . 171

8.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

xiv



Contents

9 Synthesis and Conclusion 181
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
9.2 Improvements to Coastal Vulnerability Assessment . . . . . . . . . . . 181
9.3 An Alternative to Reanalysed Wave Datasets . . . . . . . . . . . . . . . 183
9.4 Elements of Originality . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
9.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
9.6 Suggestions for Future Research . . . . . . . . . . . . . . . . . . . . . . 185

References 187

Appendix A Circulation Patterns identified by spatial rainfall and ocean
wave fields in Southern Africa 197
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
A.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

A.2.1 Classification quality . . . . . . . . . . . . . . . . . . . . . . . . 203
A.2.2 Non-uniqueness issues . . . . . . . . . . . . . . . . . . . . . . . 203
A.2.3 Data used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

A.3 Classification for Precipitation . . . . . . . . . . . . . . . . . . . . . . . 205
A.3.1 Objective functions . . . . . . . . . . . . . . . . . . . . . . . . . 205
A.3.2 Spatial extent of classification and non uniqueness of CP set

selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
A.4 Classification for waves . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

A.4.1 Case study description . . . . . . . . . . . . . . . . . . . . . . . 210
A.4.2 Dominant CP Classes . . . . . . . . . . . . . . . . . . . . . . . . 212
A.4.3 CP Variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
A.4.4 Variability Within Classes . . . . . . . . . . . . . . . . . . . . . 214
A.4.5 CP rules and extreme events . . . . . . . . . . . . . . . . . . . . 216

A.5 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 218

Appendix B Additional Wave Height and Circulation Pattern Statis-
tics 221
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
B.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
B.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
B.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

xv



Contents

Appendix C Classification Algorithm Pseudocode 231
C.1 Optimization Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 231

xvi



List of Figures

3.1 Locations of the wave observation buoys at Durban and Richards Bay,
along the KwaZulu Natal coastline. . . . . . . . . . . . . . . . . . . . . 38

3.2 Average anomaly patterns for all CP classes:1–8. Positive anomaly con-
tours are shown as the dashed line while negative contours are solid. . . 46

3.3 Average anomaly pattern for CP03 (a) with (b) the anomaly with high-
est DOF, (c) the anomaly with lowest DOF value, while (d) shows the
standard deviation for all CP03 anomalies. . . . . . . . . . . . . . . . . 49

3.4 (a) Average CP03 with (+) symbols indicating the centers of all negative
anomalies (low pressures) contributing to the class. (b) & (c) show
actual CP’s for the dates 19/03/2007 and 30/08/2006 respectively, both
of which were classified as members of the CP03 class. . . . . . . . . . 50

3.5 CP’s associated with the six largest significant wave heights for the
dates (a) 19/3/2007, (b) 5/5/2001, (c) 18/3/2001, (d) 3/4/2001, (e)
23/9/1993 and (f) 19/3/2001. . . . . . . . . . . . . . . . . . . . . . . . 51

4.1 Locations of wave observations at Durban and Richards Bay on the
KwaZulu-Natal coastline of South Africa . . . . . . . . . . . . . . . . . 59

4.2 The CP anomaly that according to Pringle et al. (2014) drives approx-
imately 40–60% of extreme wave events at the case study site (Fig 4.1). 65

4.3 Classification quality measures (a) Shannon entropy, (b) PCR, (c) EV
and (d) WSD for classifications using different numbers of classes show-
ing actual values (points). Solid lines indicate approximate general
trends in the quality measures. . . . . . . . . . . . . . . . . . . . . . . . 67

xvii



List of Figures

4.4 The outcome of different classification schemes where the number of
specified classes varied from 1–16. The results reveal a persistence
common class that occurs in each scheme as is shown in sub-plots
(a) – (l). The common class is an anomalous low pressure east of the
coastline. Solid contours delineate positive (high) pressure anomalies
whereas dashed contours represent negative (low) pressure anomalies. . 71

5.1 Map of South Africa showing KwaZulu-Natal with locations of the wave
recorders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2 A map of the Indian Ocean with the dashed lines showing the grouping
segments. The small blue dots show a spatial grouping of swell sources
and the larger black dots show a grouping by wave characteristics. The
grouping by wave characteristics has the following parameters: 1.5m <

Hs < 2.0m, 10s < Tp < 12s, 90◦ < θ < 135◦. The large black dot
indicates the location of the Durban wave recording buoy . . . . . . . . 87

5.3 Wind roses for Durban (31/05/2002 – 31/07/2013) and Richards Bay
(19/08/1993 – 31/07/2013 . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.4 An example of a directional energy spectrum (a) and frequency spec-
trum (d) partitioned into their respective swell (b & e) and wind-wave
spectra (c & f) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.5 The minimum energy threshold for the Durban data as defined by
A/(ω4

p + B). The dots show the total energy of each swell partition. . . 93

5.6 A map of the Indian Ocean with the coloured dots showing all the swell
sources for Durban. The colours depict the swell periods as defined in
the legend. The large black dot indicates the location of the Durban
wave recording buoy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.7 The origins of swell events and associated CP anomalies using the spa-
tial grouping method. The class assigned by the classification algorithm
is shown in the top panel. The swell origins (dots) and associated aver-
age CP anomalies are shown in the centre panel. The associated wave
directional spectra are plotted in the bottom panel. The characteristic
CPs are classified as (a) CP15, (b) CP10, (c) CP12 (d) CP15 and (e)
CP10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

xviii



List of Figures

5.8 The origins of swell events and associated CP anomalies using the wave
characteristics grouping method. The class assigned by the classifica-
tion algorithm is shown in the top panel. The swell origins (dots) and
associated average CP anomalies are shown in the centre panel. The
associated wave directional spectra are plotted in the bottom panel.
The characteristic CPs are classified as (a) CP03, (b) CP03, (c) CP08,
(d) CP07 and (e) CP09. . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.9 The average wave directional spectra for associated CPs: (a) CP03, (b)
CP07, (c) CP08 and (d) CP09. . . . . . . . . . . . . . . . . . . . . . . 98

5.10 An example of storm wave events in 2001 with two different driving
weather systems: (a) a mid-lattitude cyclone occurring on 2001/04/03,
and (b) a tropical cyclone occurring on 2001/04/08. Both events may
have been grouped as one storm by traditional threshold based methods.
A threshold of 3.5m is shown by the dashed line in (c) . . . . . . . . . 102

6.1 Locations of the wave observation buoys at Durban and Richards Bay,
along the KwaZulu Natal coastline (Pringle et al., 2014). . . . . . . . . 107

6.2 Transition probability matrices showing strong diagonal dominance in
CP transitions. Arbitrary CP numbers are assigned to the classes and
are shown on the plot as the x and y axes accordingly. . . . . . . . . . 112

6.3 Cumulative frequency distributions for CPs associated with small wave
heights (solid line) and a CP associated with large waves (dashed line).
Also shown are the exponential tails for each distribution (red) calcu-
lated from Eq. 6.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6.4 (a) A sample scatter plot of log transformed wave heights with 6-hour
separation showing strong dependence and (b) the lag one wave height
plot of the marginals F (H t

s) and F (H t+1
s ) showing the rank correlation. 115

6.5 Observed wave height and directions for a particular CP. . . . . . . . . 116

6.6 Example of a simulated storm sequence showing the wave height (a),
wave period (b) and wave direction (c). . . . . . . . . . . . . . . . . . . 117

6.7 Average anomaly patterns for all CP classes 1 – 16. . . . . . . . . . . . 120

xix



List of Figures

6.8 Observed and simulated lag one wave heights for particular CPs: CPs
associated with large wave heights (a&b) and (b) a CP associated with
low wave heights. (a) & (c) show CPs associated with large waves
and their dependence structure for Autumn, (b) shows a CP associated
with small waves for the summer months. The black dots indicate the
observed temporal structure and grey dots are simulated from the N12
copula. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.9 Observed (black dots) and simulated (grey dots) scatter plots of wave
heights and wave periods for a particular CP. The solid line indicates
the wave steepness limit using Eq. 6.6. . . . . . . . . . . . . . . . . . . 123

6.10 Simulated (red line) wave height return periods for the KwaZulu Natal
Coastline. Scatter points show the observed values, the black solid
line is the fitted extreme value distribution after Corbella & Stretch
(2012d) and the dashed line shows the ERA-Interim reanalysis data.
The shaded region indicates the 80th and 20th percentile of wave height
extreme obtained from the markov simulation. . . . . . . . . . . . . . . 124

6.11 Wave roses for observed (left) and simulated (right) wave climates with
the associated CPs (centre). Surface wind streamlines are also shown
in the plot. The line width indicates the relative magnitude of the wind
velocity. Significant wave heights for the wave roses are given by the
colour legend below the plot. . . . . . . . . . . . . . . . . . . . . . . . . 127

7.1 Locations of the wave observation buoy at Durban and the Bluff beach
profile used herein along the KwaZulu Natal coastline (Pringle et al.,
2014). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.2 Equilibrium shoreline response to an increase in water level (S) accord-
ing to Kriebel & Dean (1993). . . . . . . . . . . . . . . . . . . . . . . . 139

7.3 Equilibrium beach profile envelop according to Jara et al. (2015). The
black line indicates the EBP envelop that comprises all the individual
EBPs (dashed lines). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.4 Equilibrium energy function that relates the incoming wave energy to
an equilibrium shoreline position (Jara et al., 2015). . . . . . . . . . . . 143

xx



List of Figures

7.5 Seasonal wave roses for observed wave data (left panel) and modelled
(right panel) for the seasons: (a) Summer, (b) Autumn, (c) Winter and
(d) Spring. The significant wave heights associated with the wind rose
directions are given by the colour legend shown below the plot. . . . . . 145

7.6 Probability distributions for (a) the observed longshore transport rates
and (b) simulated longshore tranpsort rates. The median (red line) and
the 95th% confidence limits (shaded) are also shown in the plot . . . . . 146

7.7 The erosion return periods based on the convolution method after Kriebel
& Dean (1993) showing the median (red line) and 80% confidence limits
(shaded). Scatter points show erosion volumes and return periods for
the observed dataset. Erosion volumes previously estimated by Corbella
& Stretch (2012a) are shown by the grey crosses. . . . . . . . . . . . . 148

7.8 The 0 MSL contour shoreline position for the beach profile used herein
for the period 1993–2009. The observed shoreline positions are shown as
scatter points connected with dashed lines. Modelled shoreline positions
are shown with the solid black line. The wave height data for the period
is also shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

7.9 Example of simulated 0 MSL contour shoreline positions using the syn-
thetic wave dataset for the period 1990–2090. Wave height data are
shown in the top panel . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.10 Shoreline position PDF (a) and CDF (b) for the 0 MSL contour as
calculated using the simulated waves. The median (red line) and the
5th and 95th% confidence limits (shaded) are also shown in the plot. . . 152

8.1 Locations of the wave observation buoys at Durban and Richards Bay,
along the KwaZulu Natal coastline (Pringle et al., 2014). . . . . . . . . 159

8.2 The relationship between the measured and ERA-reanalysed wave data
are shown in (a) the lagged Pearsons correlation coefficients, (b) scatter
plot of wave heights and (c) Quantile-Quantile plot . . . . . . . . . . . 165

8.3 The March 2007 storm event showing (a) the storm track with corre-
sponding CP at the peak of the storm event. (b) The observed (solid
line) and ERA modeled (dashed line) wave heights at the Durban wa-
verider buoy for March 2007. . . . . . . . . . . . . . . . . . . . . . . . . 166

xxi



List of Figures

8.4 (a) A typical mid-latitude cyclone with associated track and CP two
days before the storm peak. (b) The observed (solid line) and modeled
(dashed line) wave heights at the Durban waverider buoy for May 2001. 167

8.5 (a) The tracks of a tropical cyclone (black) and a cut-off low (red) and
CP at time of the storm peak. (b) The observed (solid line) and ERA
modeled (dashed line) wave heights at the Durban waverider buoy for
Feb 1997. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

8.6 Classes derived using observed wave heights (a) and modelled wave
heights (b). According to Table 8.2 these classes have the highest degree
of association. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

8.7 (a) The class with the largest (∼ 54%) contribution to extreme wave
events according to modelled data (a) and (b) its corresponding class
with strongest association according to Table 8.2. . . . . . . . . . . . . 171

8.8 (a) The CP class with the second largest (∼ 16%) contribution to ex-
treme wave events according to modelled data and (b) its corresponding
class with strongest association according to Table 8.2. . . . . . . . . . 172

8.9 Return period statistics and associated wave heights for two different
future scenarios: (a) RCP2.6 and (b) RCP8.5. Wave heights and return
periods for the distant future (2050-2100) are shown in blue whereas
those in the near future (2010-2050) are shown in red. Shaded regions
indicate the 80% confidence limits. . . . . . . . . . . . . . . . . . . . . 174

8.10 Wave roses derived from the the HadleyGEM2-ES RCP8.5 scenario for
the (a) near (2010-2050) and (b) distant future (2050-2100). . . . . . . 176

A.1 The Kruger climate regions of South Africa after Kruger (2004). . . . . 206

A.2 Three different CPs and the related distributions of daily precipitation
in Mpumalanga in Region 5 of Fig. 1. the maps on the left are CPs 8,
2 and 5, appearing as blue (middle), red (dry) and green (wet) lines in
the Fig. of frequency distributions. . . . . . . . . . . . . . . . . . . . . 207

A.3 2 pairs of CPs: top two similar to each other and the bottom two
likewise, selected from the CPs chosen on 2 sets of gauges in Region 6. 208

A.4 Locations of the wave observation buoys at Durban and Richards Bay,
along the KwaZulu Natal coastline. . . . . . . . . . . . . . . . . . . . . 211

xxii



List of Figures

A.5 Average anomaly patterns for 8 CP classes derived from the regional
wave climate data. Negative (low) pressure anomaly contours are shown
as solid lines while positive pressure contours are dashed. . . . . . . . . 214

A.6 Average anomaly pattern for CP03 (a) showing (b) the anomaly with
highest DOF, (c) the anomaly with lowest DOF value, and (d) the
standard deviation for all CP03 anomalies. . . . . . . . . . . . . . . . . 216

A.7 (a) Average anomaly pattern CP03 with (+) symbols indicating the cen-
ters of all negative anomalies (low pressures) contributing to the class.
(b) & (c) show actual CP’s for the dates 19/03/2007 and 30/08/2006
respectively, both of which were classified as members of the CP03 class.217

A.8 CP’s associated with the six largest significant wave heights for the
dates (a) 19/3/2007, (b) 5/5/2001, (c) 18/3/2001, (d) 3/4/2001, (e)
23/9/1993 and (f) 19/3/2001. . . . . . . . . . . . . . . . . . . . . . . . 218

B.1 CP correlation coeffiecients (black) and wave heights (grey) for the year
2007. The correlation coefficients were calculated between CPs of con-
secutive 6-hourly time steps. . . . . . . . . . . . . . . . . . . . . . . . . 224

B.2 (a) Correlation coefficients (black) and wave heights (grey) for the storm
event occurring during the month of February 2007. (b) and (c) are
the CP averaged values for the persistence period and storm period
respectively.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

B.3 (a) Correlation coefficients (black) and wave heights (grey) for the storm
event occurring during the month of March 2007. (b) and (c) are the CP
averaged values for the persistence period and storm period respectively 227

B.4 (a) Correlation coefficients (black) and wave heights (grey) for the storm
event occurring during the month of May 2007. (b) and (c) are the CP
averaged values for the persistence period and storm period respectively 228

xxiii





List of Tables

3.1 The allocation of months to seasons . . . . . . . . . . . . . . . . . . . . 39
3.2 CP Occurrence frequencies and wave height statistics associated with

each CP class. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Six of the most extreme wave events on record and their associated CPs

for the period 1992 to 2009. . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1 The allocation of months to seasons . . . . . . . . . . . . . . . . . . . . 60
4.2 The occurrence statistics and associated wave height statistics for the

CP shown in Fig 4.2 after (Pringle et al., 2014). . . . . . . . . . . . . . 66
4.3 Relative differences (%) to key statistics when the CP classification was

run for 1-day and 6-hour temporal resolutions and with 16 CP classes.
Note that the labels of the CP classes as CP01, CP02, etc is arbitrary,
but CP99 denotes an unclassified class. The wave height threshold θ

used to define the extreme wave events was θ = 3.5 m for this analysis. 69
4.4 A matrix of cross-correlation coefficients between the different classifi-

cation schemes showing the persistence of a dominant class contained
in all classifications. The classification was not run for 2, 4, 6 and 7
classes. The table is symmetric about the central diagonal. . . . . . . . 70

5.1 Historical wave recording instruments at Durban and Richards Bay,
their operating periods and water depth (from Corbella & Stretch (2014b)) 82

5.2 The allocation of months to seasons . . . . . . . . . . . . . . . . . . . . 83
5.3 CP occurrence frequencies and their associated wave event statistics.

The wave height threshold θ used to define the wave events was θ =
3.5 m for this data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.1 The allocation of months to seasons . . . . . . . . . . . . . . . . . . . . 106

xxv



List of Tables

6.2 Seasonal wave climate statistics between the Simulated and Observed
data. Standard errors for the sampled statistics (one standard devia-
tion) are shown in brackets. . . . . . . . . . . . . . . . . . . . . . . . . 119

7.1 The allocation of months to seasons . . . . . . . . . . . . . . . . . . . . 137
7.2 Average longshore transport for observed and simulated wave data. The

approximate range between 5th and 95th percentiles calculated from the
simulated data are also indicated. . . . . . . . . . . . . . . . . . . . . . 146

8.1 The allocation of months to seasons . . . . . . . . . . . . . . . . . . . . 159
8.2 Contingency table of the two classifications. The rows contain CP

classes derived from the observed wave climate. The columns are classes
derived from reanalysed wave data. Values in the table are normalised
by the number of cases in each column (%) . . . . . . . . . . . . . . . 169

8.3 Key CP statistics using the ERA reanalysis wave data to delineate the
classes for the period 1992–2009. Comparisons with classifications using
observed wave data to delineate classes are shown in brackets. . . . . . 170

8.4 Maximum and minimum estimated differences in CP occurrence fre-
quencies between historical and HadGEM2-ES GCM predictions. The
table also shows the differences between the near future and distant
future as predicted by the HadGEM2-ES GCM for two scenarios. The
long term changes are calculated as the difference between CP occur-
rence frequencies in near future (2010-2050) and distant future (2050-
2100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

8.5 Average statistics for important wave variables (Hs,Tp,θ) obtained from
the stochastic wave simulation for the near and distant future based on
two future scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

A.3 CP Occurrence frequencies and wave height statistics associated with
each CP class. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

A.4 Six of the most extreme wave events on record and their associated CPs
for the period 1992 to 2009. . . . . . . . . . . . . . . . . . . . . . . . . 217

xxvi



Chapter 1

Introduction

1.1 Coastal Vulnerability

The coastline is a dynamic environment subject to continual erosion and accretion
with small net changes that when accumulated over many years result in significant
morphological change (Cowell et al., 2003). While coastal erosion is a natural process
damage to infrastructure near the coastline has severe socio-economic, environmental
and physical impacts (Prinos & Galiatsatou, 2010). However tourist attractions and
ease of living drive high population densities and economic development (Palmer et al.,
2011; Prinos & Galiatsatou, 2010; Stive et al., 2010). According to the United Nations
approximately 50% of the worlds population live within 60 km of the coast and this
figure is set to rise by an amount of 75% by the year 2020 (UN, 1993). The proximity of
development to the shoreline intensifies the effect of erosion and leaves it vulnerable to
future wave attack (Palmer et al., 2011; Pethick, 2001). Therefore the socio-economic
and physical parameters that drive coastal vulnerability create a complex environment
from which to quantify the associated risk. This study focusses primarily on regional
wave climates as a physical driver of coastal vulnerability.

The general responses of local authorities to coastal vulnerability are to accomo-
date the changes and retreat, defend (or protect the coast) or do nothing ((IPCC),
1992). Coastal defence is an attractive mitigation strategy that can protect a stretch of
beach against future severe erosion events. This safeguards infrastructure and tourist
attractions while preventing relocation. Typically defence strategies consist of either
hard or soft engineering or a combination of the two. Soft engineering comprises pre-
dominantly of nourishment strategies whereas hard engineering includes the design
of breakwaters and groynes etc. The success of such strategies depends largely upon
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the risk of failure during their design lifetime. However in a multivariate environment
assessing the risk of failure of a design is difficult. It is well known that the com-
bined effect of the wave climate, sediment supply, inter-arrival times and durations of
large wave events as well as sea level rise are fundamental drivers of coastal erosion
(Callaghan et al., 2008; Corbella & Stretch, 2012c). Therefore risk assessment and the
evaluation of extreme events depends on different combinations of the aforementioned
parameters. The process is complicated further when considering that the wave cli-
mate consists of the wave height, wave direction and wave period. Therefore it is not
necessarily only the 100 year wave height that can cause the most severe shoreline
erosion or damage to coastal defence structures. In contrast it is the combination of
the above parameters in such a way that they produce the worst case scenario. For
example it has been shown that multiple storms following in quick succession can have
a higher erosive potential than a single storm with a large wave height (Karunarathna
et al., 2013). This is primarily a function of the beach recovery time and antecedent
beach conditions. Higher storm frequencies prevent the natural recovery of a beach
if the preceding storm has not eroded to the equilibrium beach profile of the follow-
ing storm (Corbella & Stretch, 2012c). The reduction of the buffer zone between
development and the sea allows wave attack to penetrate further than the preceding
storm (Forbes et al., 2004). A storm event is defined as the time from which the wave
heights exceeds a certain threshold to the time it falls below this threshold. The storm
threshold is based on observations of wave heights that cause severe coastal erosion
(Corbella & Stretch, 2012c).

This study proposes a new approach towards risk assessment. The technique is
based on atmospheric circulation patterns (CPs) that drive regional wave climates.
The location, shape and persistence of CPs provide information on characteristics such
as the wave height, direction, period and storm duration. Furthermore they provide
a physically based mechanism to stochastically simulate regional wave climates. The
transitions between CPs define different states within the wave record such as periods
of calm conditions or stormy conditions. The advantages of stochastically simulating
synthetic wave records in this manner are:

• The technique is based on the physical drivers of regional wave climates.

• It is not computationally demanding to simulate long wave sequences.

• Extreme events are well captured and wave.
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• The multivariate complexities required to simulate a wave sequence are simplified
by the occurrence of specific CPs.

• Changes in wave behaviour due to climate change effects are easily quantified.

• The technique can be applied to any region improving coastal risk assessments.

1.2 Problem Definition

Quantifying risk within a multivariate environment such as regional wave climates
is complex. Physical links between variables are difficult to describe as they involve
processes over a range of spatial and temporal scales. However regional wave climates
are strongly linked to atmospheric circulation patterns. Therefore if these links can
be clarified then they can be used to provide a simplified means to quantify risk.

1.2.1 Research Question

Can statistical links between atmospheric circulation patterns and
regional wave climates be utilized to simulate continuous wave sequences
and evaluate coastal vulnerability within the context of climate change?

The focus of this study is on the wave climate along the KwaZulu Natal coastline.
The research question can be divided into the following sub-questions:

1. Can a suitable classification algorithm be developed thats captures the links
between atmospheric circulation patterns and regional wave climates?

2. What are the atmospheric circulation patterns that drive extreme wave events
along the KwaZulu Natal coastline?

3. Can the performance of the classification algorithm be evaluated so as to identify
the optimal configuration of input parameters?

4. Do the CPs describe the dependence structures between wave climate variables
well and can they be used to stochastically simulate regional wave climates?

5. Can the algorithm be applied to regions that do not have observed wave data?

6. Can the link between CPs and waves be exploited to evaluate future wave sce-
narios due to climate change effects?
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1.3 Motivation

The KwaZulu Natal coastline on the east coast of South Africa has a high energy wave
climate and there are a number of weather systems driving wave development. Cold
fronts associated with mid latitude cyclones, cut-off lows and tropical cyclones are cited
as the three main physical drivers of the KwaZulu Natal wave climate (Corbella &
Stretch, 2012d; Mather & Stretch, 2012; Preston-Whyte & Tyson, 1988; Rossouw et al.,
2011; Taljaard, 1967). Each of the aforementioned weather systems are associated with
different wave characteristics. For example cold fronts are associated with long period
waves from a southerly direction whereas cut-off lows can drive waves towards the
coastline from a southeast-east direction (Preston-Whyte & Tyson, 1988; Rossouw
et al., 2011). This complexity makes it difficult to quantify coastal vulnerability and
assess risk. This is because it is difficult to delineate the source of the incoming wave
energy. Furthermore wave observations along the KwaZulu Natal coastline are limited
to 18 years (1992–2009) and directional wave data are only available from 2007. This
limits return period analysis of storm events.

Recent advances in coastal risk assessment studies have been to incorporate mul-
tivariate statistics and the inter-dependence structures between variables (Corbella &
Stretch, 2013; De Michele et al., 2007; Li et al., 2013). However these statistical models
are not fundamentally based on the drivers of wave climates namely the synoptic scale
circulation patterns (CPs). Therefore the inter-dependence structures between wave
variables have no direct links to the physical drivers. However if the links between CPs
and regional wave climates can be clarified they can be used to simplify coastal vulner-
ability assessment and simulate synthetic wave records with characteristics similar to
the observed data. CPs provide a natural way to define storm events. Their transition
between states inherently defines storm duration and their shape and intensity control
the strength and direction of the event. It is this combination of wave height, period,
direction, storm duration and the storm inter-arrival time that can lead to significant
shoreline erosion and subsequent coastal vulnerability concerns.

1.3.1 Risk Assessment

Within the context of climate change and non-stationary statistics it has become
evermore important to accurately quantify coastal erosion and its associated risk
(Callaghan et al., 2008; Corbella & Stretch, 2012b). Recent advances in risk assess-
ment studies have highlighted the complexity of the problem and provide manners in
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which to evaluate coastal risk. Previous methods utilized a benchmark approach in
which the largest wave height on record was chosen for design criteria (Callaghan et al.,
2008; Isaacson & MacKenzie, 1981). However this practice is flawed and provides little
insight into complex environments (Callaghan et al., 2008; Corbella & Stretch, 2013).
Coastal erosion depends on a number of factors such as the wave height, direction,
storm duration and water level. In this complex multivariate environment the return
period of an event forced by two or more variables differs significantly from that forced
by a single variate (Callaghan et al., 2008; Corbella & Stretch, 2012b; Hawkes et al.,
2002; Li et al., 2013). For example a 50 year wave height will not result in a 50 year
beach erosion event (Callaghan et al., 2008). Therefore a simple univariate approach
is unable to accurately quantify the effects of a sea storm. However a multivariate
approach although not as simple as univariate lends itself to being more attractive.
Various multivariate models have been used. For example Corbella & Stretch (2013);
De Michele et al. (2007); Li et al. (2013) utilized copula methods whereas Callaghan
et al. (2008) incorporated a joint probability to quantify risk. The various models
where shown to be effective tools for coastal risk assessment. However it is difficult
to quantify the sources of wave energy in complex environments without direct links
to the physical drivers. This can lead to inaccurate descriptions of the dependence
structures between wave climate variables.

It is well known that the drivers of regional wave climates are atmospheric circula-
tion patters (CPs). Therefore a technique able to incorporate the links between CPs
and regional wave climates will provide a physically meaningful risk assessment study.
Furthermore wave data associated with CPs can be used to extend current observa-
tions and simulate synthetic wave climates of any given length with characteristics
similar to the observed. The CPs also provide the framework to assess future wave
climate scenarios due to climate change effects.

1.3.2 Global Wave Models

The use of global wave hindcast datasets from wave modelling centres such as NCEP
(National Centre for Environmental Prediction) or ECMWF (European Centre for
Medium-Range Weather Forecast) is another approach to evaluate coastal risk. The
datasets span approximately 30–40 years and can be used to extend or replace wave
observations. However the datasets rely strongly upon data reanalysis and accurate
wind field forcing (Caires et al., 2004; Chawla et al., 2013; Tolman et al., 2002). Accu-
rate wave prediction requires near perfect surface wind field input that are generated
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by a global climate model (GCM) (Swail & Cox, 1999). The coarse grid of the GCM
reduces the models’ ability to accurately describe compact weather systems. There-
fore the models tend to under predict extreme wave heights nearshore (Chawla et al.,
2013; Swail & Cox, 1999; Tolman et al., 2002). Furthermore Chawla et al. (2013);
Stopa & Cheung (2014) suggest the use of either dataset is application specific. For
example the NCEP dataset describes wave variability well but is not suited to long
term modelling, however the ERA dataset is better suited for long term modelling.
The ability for a model to describe extreme events well is fundamentally important for
risk assessment studies. This study proposes that the links between CPs and observed
wave data provide a physically based solution to the aforementioned problems.

1.4 Aims and Objectives

Aim:

Evaluate the statistical links between atmospheric circulation patterns
and the KwaZulu Natal wave climate so as to improve current risk

assessment studies and predict future wave climate scenarios.

Objectives:

1. Develop a statistical model that links atmospheric circulation patterns and re-
gional wave climates.

2. Determine the atmospheric drivers of extreme events along the KwaZulu Natal
coastline.

3. Develop a suitable method to evaluate model performance.

4. Stochastically simulate continuous wave sequences conditioned on the CP occur-
rences.

5. Test the applicability of the model to regions with no observed wave data.

6. Demonstrate the advantage of this simulation technique to assess future wave
climates due to climate change effects.
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1.5 Approach

The east coast of South Africa is used as a case study. This is because the coastline is
frequented with large waves from several different weather sources. Waverider buoys
situated off the Durban coastline provide an 18 year wave observation record. This
data was used within a classification algorithm to delineate links between CPs and
the regions’ wave climate.

The atmospheric circulation patterns that drive the KwaZulu Natal coastline were
clarified using an objective fuzzy rule based classification algorithm. The algorithm
optimizes the shape and orientation of high and low pressure regions of a set of CPs
that explain specific aspects of the wave climate. The algorithm explores the direct
links between synoptic scale circulation and regional wave climates. Wave climate
statistics and the relationships between different variables conditioned on the CPs
were used to simulate continuous synthetic wave records.

The coastline also has 37 years of beach profile data that was used to evaluate
the performance of the wave climate simulation model. A validation exercise was
conducted to evaluate different characteristics and properties of the simulated waves
such as the wave height return periods as well as longshore and cross shore beach
responses. A new shoreline evolution model was used to demonstrate the feasibility
of simulating continuous wave sequences.

1.6 Thesis Structure

This thesis continues with a literature review of the main subject areas. This is followed
by 6 chapters that are reproductions of papers. The papers are in original form and
are explicitly linked. Key results of all the papers are related in Chapter 9: Synthesis
and Conclusions. The appendices A - C contain additional information relevant to the
study area. The thesis structure is as follows:

Chapter 2 reviews aspects pertinent to the main study areas in the form of a
literature review.

Chapter 3 presents the development of a new wave based atmospheric classifica-
tion algorithm.

Chapter 4 evaluates the sensitivity of the algorithm to various input parameters
specifically the number of classes and temporal resolution of the data.
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Chapter 5 demonstrates the ability of the classification algorithm to delineate
between the circulation pattern types that drive complex wave climates. The
work presented in this chapter formed part of a collaborative effort of which the
classification algorithm was fundamentally important. The authors’ contribution
is as follows:

• The CP classification algorithm was used to classify the circulation types
associated with the different swell origins.

• The classes derived from the classification algorithm were used explore the
relationship between CPs and wave directional spectra.

• The author was significantly involved in writing the research paper.

Chapter 6 presents a new stochastic wave simulating technique that is from the
educed atmospheric circulation patterns.

Chapter 7 presents a validation exercise for the modelling technique described in
chapter 6. Furthermore it demonstrates the advantage of simulation continuous
wave sequences for coastal vulnerability assessments.

Chapter 8 highlights how the classification algorithm can be applied to regions
with little to no wave observations. The chapter also demonstrates the advantage
of the CP-Wave simulation technique in future wave climate estimation due to
climate change effects.

Chapter 9 relates the key results from the previous chapters, presents conclusions
and discusses future work.

Appendix A presents the effectiveness of the classification algorithm in explicitly
describing the atmospheric drivers of specific physical processes. The authors’
contribution was as follows:

• The results of the classification method developed in Chapter 3 were used
to compare different classification regimes.

• The author wrote the section on linking waves to CPs and the discussion
thereof.

Appendix B highlights properties of the circulation pattern regimes that drive
wave development for the east coast of South Africa.
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1.6 Thesis Structure

Appendix C presents the classification algorithm in pseudo code format.
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Chapter 2

Literature Review

2.1 Coastal Vulnerability

Within the context of climate change and non-stationary statistics it has become
evermore important to accurately quantify coastal vulnerability and associated risk
(Callaghan et al., 2008; Corbella & Stretch, 2012b). Recent advances in risk assessment
studies have highlighted the complexity of the problem and provide means by which
to evaluate coastal risk. With respect to coastal erosion, previous methods utilized
a benchmark approach in which the largest wave height on record was chosen for
design criteria (Callaghan et al., 2008; Isaacson & MacKenzie, 1981). However this
practice is flawed as it provides little insight into complex environments (Callaghan
et al., 2008; Corbella & Stretch, 2013). Coastal erosion depends largely on a number of
factors such as the wave height, direction, storm duration and water level. In general
the larger/longer the aforementioned values the greater the erosive potential of the
storm. Furthermore storms with different characteristics can have the same erosive
potential. For example a storm with a large wave height and short period can result
in the same amount of erosion as a storm with a small wave height and longer period
(Corbella & Stretch, 2012b; De Michele et al., 2007). In this complex multivariate
environment the return period of an event forced by two or more variables differs
significantly from that forced by a single variate (Callaghan et al., 2008; Corbella &
Stretch, 2012b; Hawkes et al., 2002; Li et al., 2013). For example a 50 year wave height
will not result in a 50 year beach erosion event (Callaghan et al., 2008). Therefore a
simple univariate approach is unable to accurately quantify the effects of a sea storm.
However a multivariate approach although not as simple as univariate lends itself to
being more attractive. The general approach to evaluate coastal erosion is to simulate

11



Literature Review

wave climates and water levels as a Markov process and quantify the associated erosion
using a structure function that links the wave climate with an associated nearshore
process such as cross shore erosion (e.g. Callaghan et al., 2008; Corbella & Stretch,
2012b; De Michele et al., 2007; Guedes Soares & Cunha, 2000).

2.1.1 Statistical Wave models

Long records of observed wave data are fundamental to accurately quantify coastal
vulnerability. A long record of wave observations is beneficial because it contains
important information on possible wave states, storm inter-arival times and their tem-
poral grouping. However the availability of wave data is limited to observations from
wave buoys, ships and satellites and is focussed primarily in the Northern Hemisphere
(Caires et al., 2004). Wave data from buoys are region specific, they only provide
information at one location and record lengths for a few locations span 30-40 years
(see e.g. Caires et al., 2004; Callaghan et al., 2008; Gilhousen, 1999). With the on-
set of satellite technology it is possible to obtain global wave fields however it is not
possible to monitor the ocean everywhere at the same time (Cotton & Carter, 1994;
Monbet et al., 2007). The quality and quantity of wave observations limits their appli-
cation in risk assessment and evaluation of future wave climate scenarios. Therefore
an approach to simulate long wave records to either extend or replace observed data
is favourable. Process based approaches are limited in their applicability because they
are computationally demanding because they describe processes over a range of tem-
poral and spatial scales. However statistical models provide a means to address this
issue.

Statistical techniques to simulate waves have gained significant attention and sev-
eral techniques have been explored (e.g. Callaghan et al., 2008; Corbella & Stretch,
2012b; Guedes Soares & Ferreira, 1996; Monbet et al., 2007; Solari & Losada, 2011).
The techniques include auto-regressive simulation (Guedes Soares & Ferreira, 1996),
joint probability (Callaghan et al., 2008) and copulas (Corbella & Stretch, 2012b;
De Michele et al., 2007; Li et al., 2013). Synthetic wave records derived from these
techniques are modelled as a Monte Carlo process to evaluate all possible wave states.
This is advantageous because the models describe the average conditions as well as the
expected variability both of which are strategically useful in risk assessment studies
(Guedes Soares & Cunha, 2000). There are currently two approaches with regard to
simulating wave time series. The first is to simulate a sequence of storms with specific
durations and inter-arrival times and the second is to simulate complete temporal se-
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quences of waves (Solari & Losada, 2011). Any coastal process such as erosion can
easily be incorporated with the use of a suitable structure function (e.g. Callaghan
et al., 2008; Corbella & Stretch, 2012b).

Autoregressive Models

A time series involving a random process can be described as a linear combination of
the output variable at previous times and an error term such that

Xt = k +
p∑

i=1
ϕiXt−i + ϵt (2.1)

where Xt is the output variable at time t, ϕi is a constant of order i, k is a constant and
ϵ is a normally distributed error term. Equation 2.1 is referred to as an autoregressive
model and it is a special case of an autoregressive moving average model of order p

i.e. ARMA(p, 0) (Box & Jenkins, 1976). The autoregressive moving average model is
defined as

Xt = k + ϵt +
p∑

i=1
ϕiXt−i +

q∑
i=1

θiϵt−i (2.2)

where θi are constants of order q. Equation 2.2 describes an autoregressive moving
average process of order p and q i.e. ARMA(p, q).

The application of auto-regressive techniques to wave climate simulation provides
a simple means to generate synthetic wave records. Guedes Soares & Ferreira (1996)
showed that the advantage of this technique is that it is able to infill missing data
and extend the current observation record. However the approach of Guedes Soares
& Ferreira (1996) was to only simulate wave height. Although this provides little
insight into complex wave climates their technique represented the first attempt to
statistically simulate long-term wave sequences. To address this Guedes Soares &
Cunha (2000) developed a bivariate autoregressive model for simulating wave height
and period.

Auto-Regressive (AR) or Auto-Regressive Moving Average (ARMA) techniques
require Gaussian and stationary statistics (Box & Cox, 1964). However the statistics
associated with wave climates are not stationary nor Gaussian (Guedes Soares &
Ferreira, 1996). Intuitively different seasons are associated with different weather
systems that drive different wave states. Therefore the Box-Cox transformations must
first be applied to the dataset to normalize the variance (Box & Cox, 1964). The
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general Box-Cox transformations are

fλ(Xt) =
 λ−1(Xλ

t − 1), Xt ≥ 0, λ > 0
ln Xt, Xt > 0, λ = 0

(2.3)

where Xt is the random variable of interest at time t and λ is a power parameter used
for the transformation. Guedes Soares & Ferreira (1996) found that this transforma-
tion stabilized the variance but the mean was still subject to seasonality. To address
this issue they applied a second transformation

Yt = ln(Xt)−mt (2.4)

where mt was an estimation of the monthly mean. Additional to the data transfor-
mations Guedes Soares & Ferreira (1996) found that gaps in the dataset were difficult
to deal with. To address this issue they analysed the data in a piecewise manner with
subseries that contained no gaps.

A fundamental weakness of all ARMA models is that they are not well suited
to simulate data that exhibit asymmetric properties such as tail dependence (Scotto
& Guedes Soares, 2000). Scotto & Guedes Soares (2000) suggest the use of non-
linear autoregressive models to handle asymmetric distributions however found little
improvement over a standard AR model.

Multivariate Approaches

A multivariate simulation of wave climate variables such as wave height (H), wave
period (T) and wave direction (θ) provides significantly more insight into the charac-
teristics of regional wave climates than a univariate approach. Advances in multivari-
ate simulation techniques have seen the development of several different approaches
such as bivariate autoregressive models, joint probability methods and most recently
the use of copulas (see Callaghan et al., 2008; Corbella & Stretch, 2012b; De Michele
et al., 2007; Guedes Soares & Cunha, 2000).

In a bivariate case it is possible to simulate pairs of values based on the bivariate
conditional distributions. For example Monbet & Prevosto (2000) transformed the
empirical marginal distributions of wave height and period to Gaussian such that

Zi = ϕ−1(Fx(Xi)),∀ i (2.5)
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where Zi is the Gaussian variate, ϕ is the Gaussian distribution, Fx is the marginal
distribution for variable Xi at the ith observation in year j (wave height or period). The
wave height and period were then simulated based on the Bayes formula as described
in Monbet & Prevosto (2000) as

H
st

s (i, j) = F
(i)−1
Hst (ϕ(ZH(i, j)))

T
st
p (i, j) = F

(i)−1
T st|Hst(ϕ(ZT (i, j)|Hst

s = H
st
s (i, j)))

(2.6)

where H
st
s and T

st
p are the simulated stationary wave height and period, ZH and

ZT are the Gaussian variates obtained after removing the mean and variance for the
wave height and period respectively. The assumption that wave heights and periods
estimated from Equation 2.6 are stationary is not strictly valid. However Monbet &
Prevosto (2000) argue that the estimated joint probability distribution of Hs and Tp is
stationary over a small time interval of the observations around t. Therefore empirical
distributions were based on observations on a small time interval around the reference
time. However their method provides little information on the temporal structure of
the wave heights, storm durations and their inter-arrival times.

In their study Callaghan et al. (2008) utilized the joint probability (JPM) between
variates to simulate synthetic wave records so as to evaluate coastal erosion. The
method focussed on simulating individual storms as a Markov process with the storm
inter-arrival time modelled as a Poisson process. Wave parameters were simulated in a
pairwise manner using conditional bivariate distributions of the dependency between
wave height and storm duration, wave period and wave height, tidal anomaly and wave
height. The wave direction was simulated using the empirical distribution. Extreme
value distribution functions were fitted for each of the variables simulated because
their technique focussed on simulating storm events. Storm events were defined as the
time from which the wave height exceeded 3 m to the time it fell below 3 m. Coastal
erosion was estimated with a structural function that linked the wave climate to the
cross shore beach response. The time convolution model after Kriebel & Dean (1993)
was used to estimate the beach response due to wave forcing. Physical links to storms
were not included and independent events had to be manually assessed.

Copulas

A prevalent factor resulting in the success of all the aforementioned statistical wave
models is their ability to describe the dependence structures that exist between vari-
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ables and the manner in which this is done. All the aforementioned models have only
focussed on simulating pairs of values based on the bivariate distribution functions
for each pair. However extending this to higher dimensions is difficult. For example
Callaghan et al. (2008) had to simulate several pairs of variables in order to accu-
rately describe the multivariate environment. Intuitively the variables typically used
to characterize regional wave climates such as wave height, direction and period are
interdependent. This dependence can be attributed to the meteorological systems that
drive wave development. However Callaghan et al. (2008) found that the wave direc-
tion was weakly related to wave height observed wave data in their study. Copulas
are a mathematically tractable approach to handle inter-dependence in multivariate
environments.

A copula can be defined as function that couples multivariate distributions to their
individual marginal distribution functions (Nelson, 2006). The advantage of exploiting
copulas in multivariate modelling is that the dependence structure between variables
is completely described by the copula independently of the individual marginal distri-
bution functions. For a set of continuous random variables y1, . . . , yn with marginal
distribution functions F (y1), . . . , F (yn) their joint cumulative multivariate distribution
function H(y1, . . . , yn) is described by the copula C{·} such that (Sklar, 1959)

H(y1, . . . , yn) = C{F (y1), . . . , F (yn)}. (2.7)

Equation 2.7 is formally referred to as Sklar’s Theorem and it has strong implications
for multivariate modelling (Nelson, 2006). Sklar’s Theorem provides the advantage
of selecting the appropriate dependence model (defined by the copula) independently
from the choice of the individual marginal distribution functions (Genest & Favre,
2007). Copulas describe the dependence between variables in the following manner as
described in Genest & Favre (2007); Nelson (2006):

Considering the 2-dimensional case for simplicity. For a pair of random continuous
variables (X, Y ), if X and Y are independent then their joint distribution is defined
by the product copula C = ∏, with ∏(u, v) = uv ∀ u, v ∈ I, where I = [0, 1]. Further-
more if X and Y are interdependent then the copula defining their joint distribution
must lie within the Fréchet-Hoeffding bounds:

W (u, v) = max(u + v − 1, 0) and M(u, v) = min(u, v).

Thus for every copula C and (u, v) pair in the unit square I2 = I × I,
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W (u, v) ≤ C(u, v) ≤M(u, v).

The application of copulas to multivariate simulation is achieved using the con-
ditional inversion method (e.g. Corbella & Stretch, 2012b; De Michele et al., 2007;
Genest & Favre, 2007; Nelson, 2006). It is possible to generate a vector (U1, . . . , Un)
of uniform values where Un ∈ [0, 1] ∀ n interdependent variables with copula C =
C(u1, . . . , un), where un = Fn(yn) from the conditional distribution

Cn(un|u1, . . . , un−1) = P (Un ≤ un|U1 = u1, . . . , Un−1 = un−1)

= ∂u1,...,un−1C(u1, . . . , un)
∂u1,...,un−1C(u1, . . . , un−1)

(2.8)

by setting Un = C−1
n (qn|u1, . . . , un−1) where qn is a random sample from the uni-

form distribution on the interval (0,1). It is not always possible to explicitly solve
Equation 2.8 and therefore numerical methods must be utilized.

With respect to simulating waves, Archimedian copulas have been exploited be-
cause of their ease of use (e.g. Corbella & Stretch, 2012b; De Michele et al., 2007). Nel-
son (2006) describes Archimedian copulas, their construction and application. They
are a special class of copulas that are the solution to the functional equation (Nelson,
2006)

ϕ(C(u, v)) = ϕ(u) + ϕ(v) (2.9)

where ϕ is the generator of the copula. The generator function is a continuous decreas-
ing convex function in the interval I to [0,∞]. The advantage of using Archimedian
copulas is that they are defined by a single dependence parameter, θ, that is related
to the Kendall’s tau statistic (τk) through

τk = 1 + 4
∫ 1

0

ϕ(θ, t)
ϕ′(θ, t)dt (2.10)

Risk assessment studies that incorporate copulas to model interdependence be-
tween variables have recently become an attractive approach to quantify the effect
of storms on coastal risk (Corbella & Stretch, 2012b, 2013; De Michele et al., 2007;
Li et al., 2013, 2014). For example Corbella & Stretch (2012b, 2013); De Michele
et al. (2007) used Archemedian copulas to model the inter-dependencies between the
wave height (H), wave period (T), wave direction (A), storm duration (D) and storm
inter-arrival time (I). However Li et al. (2013, 2014) used a Gaussian copula to model
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similar interdependencies of wave climate variables. The gaussian copula suffers the
drawbacks of being symmetrical and it has weak tail dependence which is not well
suited for modelling extreme events.

Limitations of the Statistical Models

The limitations of the above mentioned statistical models are well documented. For
example Corbella & Stretch (2013) highlight the significance that their copula model
is not linked to physical meteorological forcing. Therefore identifying independent
events and delineating wave sources in complex environments is difficult. Currently
independent events are delineated using a time threshold or they are manually as-
sessed (e.g. Callaghan et al., 2008; Corbella & Stretch, 2012b; Li et al., 2013). This
can lead to errors when evaluating the dependence between variables. For example
Callaghan et al. (2008) found no relationship between wave direction and wave height.
However weather systems that drive wave development attribute different character-
istics to wave climate variables. This implies that wave height, direction and period
are interdependent. For example along the east coast of South Africa mid-lattitude
cyclones associated with cold fronts drive long period waves from a southerly to south
westerly direction. In contrast deep cutoff lows drive large waves from a south-easterly
to easterly direction. Furthermore the persistence of a particular system in a specific
region has significantly different storm characteristics than a system that moves past
in a short duration. If links between synoptic scale circulation and regional wave
climates can be delineated they can be exploited within risk assessment studies.

2.1.2 Global Wave Hindcast Data

An additional approach to simulating waves is to use existing wave hindcast datasets
available from wave modelling centres such as NCEP (National Centre for Environ-
mental Prediction) or ECMWF (European Centre for Medium-Range Weather Fore-
casting). The hindcast wave data is simulated using global wave models. The NCEP
dataset is derived using the WAVEWATCH III (WWIII) model. The WWIII model
numerically solves a linear balance equation for the spectral wave action density A

given as
DA(k, θ; x, t)

Dt
= S(k, θ; x, t) (2.11)
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where k = 2π

L
is the wave number, L is the wave length, θ is the wave direction, x is

the vector containing all locations and t is the time. The right side of the equation
represents the nonconservative source and sink terms pertaining to wave development.
Examples of such terms given in Tolman et al. (2002) are wind input, shallow water
processes and dissipation due to breaking etc. The ECMWF modelling group utilize
the WAve Model referred to as WAM (WAAMDIG, 1988). The model is also a third
generation wave model and based on Equation 2.11 (Stopa & Cheung, 2014). Model
differences are attributed to differences in numerical solution techniques and differences
in approximations of wave physics (Tolman et al., 2002).

Wave hindcast datasets span 30-40 years and are significantly useful in regions
with little or no wave data. However the datasets suffer several drawbacks. Firstly
they rely strongly upon accurate wind field forcing and data reanalysis (Swail & Cox,
1999). Therefore their use for estimating future wave climate scenarios is compromised.
Secondly extreme wave events are not well defined specifically within the nearshore
regions. Furthermore wave climate estimation nearshore is limited because of complex
wind and bathymetric effects (Caires et al., 2004; Chawla et al., 2013; Stopa & Cheung,
2014; Swail & Cox, 1999; Tolman et al., 2002). When comparing wind and wave data
from ECMWF and NCEP Stopa & Cheung (2014) found that NCEP data better
describe the variability and upper percentiles of wave observations whereas ECMWF
data was more homogeneous through time and therefore suited for log term modelling.
Therefore care must be taken when selecting which model to use especially when
considering the purpose of model application.

2.1.3 Shoreline Response Models

Fundamental to successful coastal vulnerability assessments are accurate estimations
of nearshore processes driven by regional wave climates. These processes include cross
shore or longshore beach responses to wave forcing. Another important property of the
shoreline response models is that they should be easily incorporated into long records
of either simulated or observed wave data.

Longshore Transport

In regards to estimating longshore transport numerous empirical formulae exist. How-
ever in their study Schoonees & Theron (1996) found the Kamphuis formula (Kam-
phuis, 1991) to be the most universally applicable. The advantage of the Kamphuis
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formula is that it describes the empirical relationship between wave height, direction,
period and longshore transport. It is given as

Q = 6.4× 104H2
sbT

1.5
p m0.75d−0.25sin0.6(2θb) (2.12)

where Q is the longshore transport (m3/yr), Hsb, Tp and θb are the significant wave
height, period and direction at breaking respectively, m is the beach slope and d is the
water depth. Other longshore transport formulae exist and another common approach
is to use the CERC formula (CERC, 1984a)

Q = Kl

γ1/16 ρg1.5H2.2
sb sin(2θb) (2.13)

where γ is the breaker index, ρ is the density of water, g is the gravitational constant
and Kl is an empirical constant and ranges between 0.2-0.39 (CERC, 1984a; Schoonees
& Theron, 1993).

Cross-shore Beach Response

Currently there are three approaches to estimating cross shore processes within a
probabilistic wave environment: (a) analytically, (b) semi-empirically and (c) process
based (e.g. Callaghan et al., 2013, 2008; Corbella & Stretch, 2013). These methods are
incorporated within the probabilistic framework with the use of a structure function to
evaluate the desired process, for example coastal erosion. Furthermore it is expected
that a more sophisticated model improves the assessment. However when evaluating
cross shore erosion Callaghan et al. (2013) found this to not necessarily be the case.

Analytical approaches attempt to solve the shoreline response equation

dy(t)
dt

= k(yeq(t)− y(t)) (2.14)

which governs shoreline response as an exponential process in which the current shore-
line position (y(t)) approaches equilibrium (yeq(t)) under steady-state condition (Miller
& Dean, 2004). Kriebel & Dean (1993) solved Equation 2.14 using convolution such
that

y(t) = k
∫ t

0
yeq(τ)e−k(t−τ)dτ + y(0). (2.15)

However this approach is limited because it requires an idealized forcing function
(yeq(t)). Therefore applying the beach response model for continuous wave sequences
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is difficult. To address this Miller & Dean (2004) numerically solved Equation 2.14.
Yates et al. (2009) extended the approach of Miller & Dean (2004) by relating the
shoreline position to the incoming wave energy so that

dS

dt
= C±E1/2(E − Eeq(S)) (2.16)

where C± denotes change rate coefficients for accretion(C+) and erosion (C−) and
the equilibrium energy (Eeq(S)) is linearly related to the shoreline position S. In
an attempt to simplify Equation 2.16, Jara et al. (2015) removed the weighting factor
E1/2 and suggested expressing Eeq(S) as a quadratic function of the shoreline position.
In addition to relying on the wave disequilibrium their approach included a static
equilibrium model based on a bi-parabolic equilibrium beach profile.

Process based or semi-empirical approaches such as XBEACH (Roelvink et al.,
2009) or SBEACH (Larson et al., 1990) are a more sophisticated approach to estimate
cross-shore beach response. However their inclusion within a probabilistic framework
is computationally demanding. For example applying SBEACH directly to a 1000-year
long (repeated 2000 times) probabilistic simulation of storm events took approximately
40 days to run on one processor (Callaghan et al., 2013). The XBEACH model is
significantly more numerically intensive than SBEACH and therefore cannot directly
be used in a probabilistic framework. To address this Callaghan et al. (2013) linearly
interpolated erosion values from a pre-run structured grid of beach erosion values using
XBEACH.

2.2 Atmospheric Classification

Classification can be broadly defined as the technique in which similar cases are
grouped together in such a way that they share common properties while remaining
distinctly different between cases of another group (Huth et al., 2008). Such a method
provides a simple manner in which to evaluate complex inter-relationships without the
need to explicitly derive them. However classification techniques themselves are not
simple.

It is well known that synoptic scale atmospheric circulation drives local meteoro-
logical variables such as precipitation, temperature and herein regional wave climates
(Bárdossy, 2010). These links are complex and difficult to describe in a simplified
manner. However classification can be used to gain insight into these relationships.
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Classification can be conducted either in a supervised or unsupervised manner however
the goals remain the same to group variables that share similar properties together
(Bárdossy, 2010). Examples of unsupervised techniques include k-means clustering,
self organizing maps (SOMs) and principle component analysis (PCA) (e.g. Hewit-
son & Crane, 2002; Huth et al., 2008; Kohonen, 1990). Atmospheric classification is
usually applied to gridded pressure values at sea level or a specific geopotential height
for a specified region.

2.2.1 Unsupervised Classification Techniques

Unsupervised classification utilizes self learning techniques to derive classes that repre-
sent different states in the variable domain. The classes are then linked to a variable of
interest after they have been derived. For example in atmospheric sciences the classes
comprise of gridded pressures and are linked to surface variables such as precipitation
or temperature (e.g. Bárdossy et al., 1995; Hewitson & Crane, 2002; Huth et al.,
2008). The following sections review common unsupervised classification techniques
(Huth et al., 2008).

Self Organizing Maps

Self organizing maps commonly referred to as SOMs are a category within artificial
neural network models (Kohonen, 1989, 1990, 1991, 1995). Kohonen (1990) describe it
as the process in which a neural network of connected nodes evolve in such a manner as
to best describe an input signal. A signal is shown to the network whereby the nodes
actively update their positions through a learning technique providing a simplified yet
detailed description of the input signal (Hewitson & Crane, 2002; Kohonen, 1990).
The learning technique utilizes a Euclidean distance measure to quantify performance
(Hewitson & Crane, 2002).

In many ways SOMs are similar to traditional cluster analysis techniques in that
the SOM will place nodes in such a way that is representative of the distribution of
data points (Hewitson & Crane, 2002). For example nodes are densely spaced where
data points are densely spaced and visa versa. However Hewitson & Crane (2002)
argue that they differ in two fundamental ways. The first being the way in which the
groups are defined and secondly when the SOM is viewed collectively it describes the
structure of the data set. For example if two states commonly occur together in the
dataset then their associated nodes will be located near to each other. The initial aim
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of the SOM technique is not to identify individual groups or clusters within the data
set. Rather the aim is to best describe the data set and if groups or clusters exist
within the data set then they are reflected within the SOM (Hewitson & Crane, 2002).
For example the SOM technique applied to atmospheric classification is described as
follows (Hewitson & Crane, 2002; Skivic & Francis, 2012):

For a data set that consists a time series of pressure on a 5x10 grid the SOM will
have n numbers of nodes each associated with a reference vector that consists of 50
coefficients. The size of the SOM (number of nodes) is user defined. It is expected that
a larger SOM will represent the data to a higher degree in comparison to a smaller
more general SOM. For each time realization the pressure data is presented to the
SOM. The similarity between the reference vector for each node and the pressure data
is calculated. The reference vector for the best match node is then updated by a
user defined learning rate. The advantage of the SOM technique compared to cluster
analysis is the nodes surrounding the best match node are also adjusted. The updating
scheme is given as (Kohonen, 1990)

mi(t + 1) = mi(t) + hci · [x(t)−mi(t)] (2.17)

where mi(t) is the reference vector for node i at time t. The data set at time t is given
as x(t) and hci is a neighborhood function relating to the best match node c applied
to the ith node. It is given as

hci(t) = α(t) · exp
(
−∥rc − ri∥2

2σ2(t)

)
(2.18)

where α(t) is a user defined learning rate that decreases with time, ∥rc − ri∥ is the
distance between the best matching node c and node i and σ(t) is referred to as the
radius of training and defines which nodes to update.

The use of SOMs in atmospheric science has gained significant attention (Hewitson
& Crane, 2002; Hong et al., 2005; Skivic & Francis, 2012). The advantage of SOMs in
synoptic climatology is the data is treated as a continuum (Hewitson & Crane, 2002).
This provides a physically meaningful framework from which to evaluate the complex
environment. Atmospheric circulation is not a set of clearly defined states but rather
forms part of a continuum in which systems transition between states smoothly (Huth
et al., 2008). However a drawback in the method is that links to surface variables
are only made post classification. In other words the SOM technique is a top down
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approach as atmospheric states are derived first after which they are best matched to
the occurrence of a particular surface variable.

Cluster Analysis

Cluster analysis methods are commonly used in classification and are arguably the
most natural approach (Huth et al., 2008). The k means clustering algorithm is
popular approach although the use of simulated annealing as an optimizing tool in
clustering analysis has been shown to be an improvement over the latter (Huth et al.,
2008; Phillip et al., 2007). A drawback of the k means technique is that it is sensitive
to the preliminary selection of node centroids therefore making it unstable (Huth et al.,
2008). The aim of the k means method is to maximise the similarity between data that
belong to a particular cluster (Huth et al., 2008). There are currently two methods
by which this is done. The first is the algorithm developed in Lloyd (1982) and the
second is that developed in Hartigan & Wong (1979). In the Lloyd (1982) algorithm
the data are randomly divided into k clusters and the locally optimal solution is found
by alternating between two steps (Slonim et al., 2013). The first step assigns data
to the nearest cluster centroid which is followed by updating the clusters’ centroid
(Lloyd, 1982; Slonim et al., 2013). The algorithm developed in Hartigan & Wong
(1979) attempts to search for k partitions that have locally optimal within-type sum
of squares. This is achieved by moving points between clusters and evaluating the new
within-type sum of squares and accepting changes that result in lower values.

Principle Component Analysis

Principle component analysis (PCA) is an eigentechnique that has has two uses in
classification (Huth et al., 2008; Richman, 1986). Firstly it can be used as a pre-
processing tool before classification to reduce colinearity between variables and as a
data compression tool. Secondly the technique can be exploited in itself as a classifi-
cation method (Richman, 1986). In order for PCA to be used as a classification tool
the data matrix must be organized so that the gridded values are in rows and the time
realizations are in columns (referred to as T-mode) (Compagnucci & Richmond, 2008;
Huth et al., 2008). For example in atmospheric classification the gridded pressures are
the rows while the time realizations of the CP are the columns. If the data matrix is
configured so that the gridded values are the columns and the time realizations are the
rows (referred to as S-mode), the PCA algorithm only detects the modes of variance
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that are not representative of individual circulation patterns (e.g. Huth et al., 2008).
A description of the T-mode and S-mode PCA is given in Compagnucci & Richmond
(2008). For T-mode PCA the data matrix Xt is of order (t× n) where t is the length
of the record and n is the size of the grid. The PCA algorithm is the solution to
the formulation Xt = FAT where F is a matrix of the principle components and A
relates the components of F to the input variables in Xt, for example A could be the
correlation matrix.

2.2.2 Supervised Classification

A supervised classification scheme is one in which classes (or groups) are derived by
optimizating their fulfilment in meeting a specific objective. In terms of atmospheric
classification the object is based on a variable of interest. The variable of interest
can be rainfall, temperature or the wave climate. In other words the classes which
comprise of atmospheric pressure data have strong links to the variable of interest. The
classification consists of two parts. Firstly an optimization procedure is used to derive
a set of classes. Secondly a classification method is used to assign CP realizations to
their respective classes.

Fuzzy Logic in Atmospheric Classification

Bárdossy et al. (1995) were the first to utilize the concept of fuzzy logic within the
framework of atmospheric classification science. The approach is based on the concept
of fuzzy sets after Zadeh (1965). The fuzzy sets are used to mathematically quantify
imprecise statements such as ‘high’ or ‘low’ pressure (Bárdossy et al., 1995; Roffel
& Chin, 1993; Zadeh, 1965). The concept of a fuzzy set after Zadeh (1965) is that
objects in reality do not precisely belong to a particular class. For example at what
temperature is something defined as being hot or cold? Therefore there exists some
degree of vagueness attached with the objects membership to a particular class (Roffel
& Chin, 1993). Fuzzy logic through the use of fuzzy sets provides a manner in which
to quantify this membership grade. A fuzzy set is formally defined as follows (Zadeh,
1965):

for a set of points Y where an element of Y is denoted by y then the fuzzy set of X in
Y is defined through a membership function fX(y). The membership function
assigns to each element in Y a membership grade that is a real number in the
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interval [0,1]. The value unity implies that y does belong to X whereas 0 implies that
y does not belong to X.

Therefore this approach can be used within pattern recognition analysis by incorpo-
rating a set of fuzzy rules. Bárdossy et al. (1995) define a fuzzy rule as a simple ‘if A

then B’ statement. The object A is a fuzzy condition formulated with fuzzy sets and
B is the consequence which is also a fuzzy set. The fuzzy rule attaches a degree of
truth to the membership of an object to a class thus replacing binary logic. In terms of
atmospheric classification the fuzzy rules represent the different CP classes. The rules
contain spatial arrangements of fuzzy numbers that relate to the spatial arrangement
of high and low pressures within the CP class.

The argument for the use of fuzzy logic as a tool in atmospheric classification is
simple. Since CP realizations form part of a continuum it follows that each realization
belongs to some extent to all classes (Bárdossy et al., 1995; Huth et al., 2008). There-
fore there is a degree of ambiguity when assigning CPs to classes and fuzzy logic is an
attempt to quantify this ambiguity. CPs are assigned to classes based on the degree
to which they belong to a class and a CP is assigned to a class with which it shares
the highest degree of fit (DOF). However Huth et al. (2008) argue that the manner in
which CPs are assigned to classes can lead to erroneous classification.

Fuzzy Classification

In Bárdossy et al. (1995) CP classes were defined by spatially distributed fuzzy num-
bers. The fuzzy numbers attempt to represent different pressure states such that

1. very low values (−∞,−3, 0)T ,

2. medium low values (−4,−0.85, 4)T ,

3. medium high values (0.25, 0.85, 4)T ,

4. very high values (0, 3, +∞)T and

5. any value (−∞, 0, +∞)T .

The fuzzy numbers (n = 1 . . . 5) represent different triangular membership functions.
The functions (denoted by subscript T ) assign a membership grade (value between
[0,1]) to pressure values at each grid point based on their relative strengths of asso-
ciation to the fuzzy numbers. The triangular membership functions are defined as
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(Bárdossy et al., 2002)

µ(x, y, z)T (P ) =


P −x
y−x

if x ≤ P ≤ y
P −z
y−z

if y < P ≤ z

0 else
(2.19)

where P is the pressure value at a location. For example a very high pressure value
that coincides with the location of fuzzy number 4 will be assigned a value of 1 whereas
if it were a very low value it will be assigned 0. The fuzzy number n = 5 is used to
describe values that have no effect on the CP and ensures spatially compact features.
Therefore each CP class c can defined by the vector Vc(i), i ∈ I, where i are the
locations in grid I and the integers Vc(i) are the fuzzy numbers described above.

The classification method can be summarised as following (Bárdossy et al., 2015):

1. At each time realization t the membership grades µVc(i)(P (i, t)) for the pressure
values P (i, t) at each location i are calculated.

2. The membership grades are then combined in an overall DOF value such that

DOF (c, t) =
4∏

n=1

 1
N(c, i ∀ Vc(i) = n)

N(c,i ∀ Vc(i)=n)∑
i=1

µVc(i)(P (i, t))Qn

 1
Qn

(2.20)

where N(c, i ∀ Vc(i) = n) are the amounts for each fuzzy number n = 1, . . . , 4
present in the CP class c. The power Qn reflects the relative importance for each
of the fuzzy numbers.

The CP classes are derived through an optimization technique that is based on a
variable of interest. The variable of interest is incorporated within a set of objective
functions that relate to particular properties of the variable the user is interested in.
For example the following objective functions were used in Bárdossy et al. (2002) to
link CPs with rainfall:

O1(θ) =
S∑

i=1

√√√√ 1
T

T∑
t=1

(p(CP (t))i − pi)2, (2.21)

and

O2 =
S∑

i=1

1
T

∑
t=1

T

∣∣∣∣∣ln
(

z(CP (t))i

zi

)∣∣∣∣∣ (2.22)
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where S is the number of rainfall stations, T is the total time period used for the
classification, p(CP (t))i is the probability of the precipitation exceeding a threshold
θ for a given CP at station i, and pi is the probability of the precipitation exceeding
threshold θ without classification, z(CP (t))i is the mean precipitation for the given
CP at time t and station i and zi is the mean precipitation without classification.
Different thresholds θ were incorporated to delineate between CPs driving high and
low rainfall events. The objective functions are linearly combined into an overall
objective function O = αO1 + . . . + αOm where the different weights (α1, . . . , αm)
reflect the relative importance of each objective function (Bárdossy, 2010).

The aforementioned objective functions are specific to precipitation. However it
is possible to incorporate any variable of interest but the objective remain the same,
to derive a set of CP classes with statistics of the variable of interest that differ
significantly from those in the unclassified case (Bárdossy, 2010). Given the nature of
the classification scheme the set of all possible CP combinations is significantly large
(Bárdossy, 2010). There are 5 fuzzy numbers for each CP class that can be combined in
any manner within the specified region I for a specified number of classes. Therefore a
simulated annealing technique after Aarts & Korst (1989) is utilized as an optimization
procedure.

2.2.3 Lagrangian Classification

The previous sections have dealt largely with Euclidean classification techniques. That
is to say that the classification is applied to a temporal sequence of gridded atmospheric
pressures. This attempts to divide the dataset into separate, clearly defined states
that occur frequently. However it is not necessarily correct to evaluate atmospheric
processes in this manner since atmospheric circulation is more of a continuum than
a set of well defined states (Huth et al., 2008). Therefore an alternative approach
is to analyse air trajectories approaching a region with the aim to classify different
circulation types (Ramos et al., 2014; Stohl & Scheifinger, 1994). This method outlined
in Ramos et al. (2014) incorporates a two stage clustering technique in which a set of
5 distinct air streams represents the flow for a given day. Once the flow for each day
is characterized by the air streams a classification technique is applied to the dataset.
The classification is based on the temporal evolution of latitude, longitude, height
specific humidity and the distance to the region of interest of the representative flows.
Details of the technique can be found in Ramos et al. (2014).
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2.2.4 An Optimal Classification

What is a good classification? It is important to remember that the aim of a classi-
fication is to delineate distinct classes that provide insight into the high dimensional
environment. Therefore utilizing the correct number of classes that describe important
features of the environment without loss of generality is fundamental to a successful
classification (Huth et al., 2008). It is possible to quantify the classification quality
through a set of measurements described in Huth et al. (2008). With respect to grid-
ded atmospheric pressures these are: (a) the explained variance (EV), (b) the pattern
correlation ratio and (c) the within class standard deviation.

The explained variance is defined as,

EV = 1− ssi

sst

(2.23)

with

ssi =
∑K

k=1

∑Nk
j=1,j ̸=i

∑Nk
i=1

∑L

l=1

∑M

m=1(xlmik−xlmjk)2∑K

k=1 Nk(Nk−1)
, (2.24)

sst =
∑N

j=1,j ̸=i

∑N

i=1

∑L

l=1

∑M

m=1(xlmi−xlmj)2

N(N−1) , (2.25)

where ssi is the mean total sum of squares within a class, sst is the mean total sum
of squares without classification, and xlmik the anomaly value at the (l, m) grid point
for the ith index belonging to kth class, with K the total number of classes.

The pattern correlation ratio is defined as,

PCR = Pcb

Pci

(2.26)

with

Pcb =
∑K

l=1,l ̸=k

∑K

k=1

∑Nl
j=1

∑Nk

i=1 r(xik,xjl)∑K

l=1,l ̸=k

∑K

k=1 NkNl

, (2.27)

Pci =
∑K

k=1

∑Nk
j=1,j ̸=i

∑Nk
i=1 r(xik,xjk)∑K

k=1 Nk(Nk−1)
, (2.28)

where Pcb is the mean correlation coefficient between fields from different classes, Pci

is the mean correlation coefficient between fields within a given class, r(xik, xjl) is the
correlation coefficient between the ith index for the kth class and the jth index for the
lth class, x a vector containing all anomaly values, and Nk is the number of anomalies
belonging to the kth class.

29



Literature Review

The within class standard deviation is defined as,

WSD = 1
K

K∑
i=1

sdi (2.29)

where sdi is the standard deviation within the ith class. These three methods provide
useful insight into the performance of the classification with regards to deriving a set of
dissimilar classes with reduced within class variability. However these methods do not
describe the ability of the classification to delineate the drivers of a surface variable
of interest.

2.3 Summary of Chapter

Coastal vulnerability is a global concern and attempts to quantify risk relies strongly
upon the accurate description of regional wave climates. Wave observations offer the
ideal approach to understand and characterize regional wave climates. However good
quality data is limited to a few regions that have access to wave buoy data at which the
record lengths span 30–40 years. Wave buoys are limited in that they describe wave
conditions at a single location. Satellite data attempts to address this and provides
a means to describe global wave fields. However relative to the size of the ocean all
observed wave data are sparse and it is not possible to monitor the entire ocean at the
same time. To address this significant attention has been focussed on the development
of wave models to supply accurate estimates of waves nearshore and on a global scale.

With regard to characterising regional wave climates using wave models, two ap-
proaches exist. The first is to develop a stochastic model that statistically describes the
relationships between wave variables , or utilize wave data from existing wave hindcast
datasets available from wave modelling groups such as NCEP or ECMWF. The latter
approach requires an additional step to transform waves from offshore to nearshore.
Statistical models are advantageous because they are not computationally demanding
and can be used to simulate any given record length. However accurate wave predic-
tions require descriptions of the complex, non-linear dependence structures between
wave variables. Copulas are a mathematically tractable solution to this. Global wave
hindcast data suffers two drawbacks. Firstly accurate descriptions of waves relies
strongly upon data reanalysis and accurate wind field forcing and extreme values are
not well captured. Furthermore nearshore processes are not well described because
of complex non-linear interaction. Grid refinement is required to handle this and
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therefore waves must be transformed from offshore to nearshore. Therefore statistical
models are well suited to model nearshore wave processes. With regard to wave time
series modelling there are two approaches. The first is to simulate individual storm
events with specific durations and inter-arrival times. The second is to simulate a
continuous wave sequence. Current statistical methods are not linked to the physical
drivers (atmospheric circulation patterns) of waves and therefore independent events
and dependence structures are difficult to describe. Furthermore they require good
records of wave observations so as to describe the dependence structures between wave
variables. However if the links between regional wave climates and synoptic scale cir-
culation patterns can be delineated they can be exploited to simulate synthetic wave
records in a physically based manner. Atmospheric classification provides a means to
achieve this.

Atmospheric classification is a means to simplify complex scenarios of high dimen-
sionality into a set of clearly defined states that occur often enough to generalise. In
meteorological sciences the classes contain gridded atmospheric pressures or geopoten-
tials over a particular regions. The classes are then linked to a variable of interest on
the surface such as precipitation or waves herein. Several methods exist to delineate
CP classes such as k means clustering, principle component analysis (PCA) and self-
organizing maps (SOMS). Although these methods have been shown to accurately
delineate between states, links to a surface variables are only made post classifica-
tion. This is referred to as a ‘top down’ approach. Since the goal is to find CPs that
drive a variable of interest an approach which incorporates this variable is favoured.
A fuzzy rule based classification algorithm has been developed that incorporates the
desired variable to drive the model to an optimal solution. The algorithm has only
been applied to precipitation but it has been shown to provide significant insight into
the synoptic scale circulation patterns driving rainfall events. Further developments
of the algorithm are required to link it to waves. A suitable method is also required
to evaluate the performance of the algorithm with regard to the optimal number of
classes required for a successful classification.

This review of literature suggests a method of quantifying coastal risk by stochas-
tically simulating long sequences of regional wave climates based on their atmospheric
drivers. Atmospheric circulation patterns strongly associated with waves can be iden-
tified using a fuzzy classification algorithm that is based on the statistical properties of
the waves. The interdependencies between wave climate variables associated with each
atmospheric circulation pattern can be completely described using copulas. This CP-
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Wave simulation technique improves the realism of stochastic models while retaining
their simplicity and parsimony relative to process-based models.
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Atmospheric circulation patterns &
wave climates
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Abstract

The wave climate is a fundamental driver of coastal vulnerability and changing trends
in wave heights, periods and directions can severely impact a coastline. In a diverse
storm environment, the changes in these parameters are difficult to detect and quan-
tify. Since wave climates are linked to atmospheric circulation patterns an automated
and objective classification scheme was developed to explore links between synoptic
scale circulation patterns and wave climate variables, specifically wave heights. The
algorithm uses a set of objective functions based on wave heights to guide the classi-
fication and find atmospheric classes with strong links to wave behaviour. Spatially
distributed fuzzy numbers define the classes and are used to detect locally high and
low pressure anomalies. Classes are derived through a process of simulated anneal-
ing. The optimized classification focuses on extreme wave events. The east coast of
South Africa was used as a case study. The results show that three dominant patterns
drive extreme wave events. The circulation patterns exhibit some seasonality with one
pattern present throughout the year. Some 50 - 80% of the extreme wave events are
explained by these three patterns. It is evident that strong low pressure anomalies
east of the country drive a wind towards the KwaZulu-Natal coastline which results in
extreme wave conditions. We conclude that the methodology can be used to link cir-
culation patterns to wave heights within a diverse storm environment. The circulation
patterns agree with qualitative observations of wave climate drivers. There are appli-
cations to the assessment of coastal vulnerability and the management of coastlines
worldwide.

3.1 Introduction

Wave climates are strongly linked to atmospheric circulation. The link is complex
and its direct functional description can be difficult to derive. However atmospheric
circulation can be classified into discrete patterns (CPs), which represent different links
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to wave behavior. If these links can be clarified they can be used to asses changes in
the wave climate.

Understanding the wave climate at a given region is of fundamental importance
to coastal planners, managers and engineers. Coastal erosion depends strongly on the
extreme wave events, which in turn are driven by atmospheric circulation. Therefore
changes in circulation patterns can change wave climate parameters (wave height,
direction etc). This has a direct impact on the location and severity of beach erosion.
Wave climates along coastlines dominated by a single storm system are easiest to define
and changes in circulation patterns are reflected in wave observations. For example,
Komar et al. (2010) were able to evaluate changes in the wave climate of the North
Pacific and North Atlantic oceans. The shorelines along these coasts are typically
dominated by one or two main storm systems with inherent seasonality. However in
a diverse storm environment the trends can be more difficult to identify and quantify.

The aim of this study is to utilize existing statistical methods to identify the
atmospheric circulation patterns driving the wave climate at a given location, with
particular reference in extreme wave events. These events are defined here as periods
during which significant wave heights exceed a threshold of 3.5 m. Physical links be-
tween atmospheric features and wave heights are complex and nonlinear. Therefore
attempts to model wave characteristics derived from circulation patterns can be diffi-
cult and time consuming. Statistical knowledge gained from the observations of wave
climates and pressure fields allow insight into this complex relationship without the
need for explicit physical coupling. This can be a useful tool for risk analysis since it
provides insight into the source of extreme events. If we can identify the circulation
patterns that drive extreme events, then their occurrence (or the occurrence of similar
patterns) can have a degree of risk attached to it. For example the risk could be the
likelihood of an extreme wave event, of severe erosion, of extended storm durations,
or a combination of all three.

Circulation patterns are herein described in terms of pressure anomalies on the
700 hPa geopotential. The types/classes or groups of anomalies can be specified by
two approaches: 1) those specified prior to classification; 2) those that are derived
and evolve during the classification process (Huth et al., 2008). In the past, anomaly
patterns were identified by experts in the field: examples are the Hess-Brezowski cat-
alogue or the Lamb classification (Hess & Brezowsky, 1952; Huth et al., 2008; Lamb,
1972). However the power of modern computers provides a means to generate numeri-
cal solutions to complicated algorithms that can automate the process. It is important
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to note that atmospheric circulation patterns are not a set of separated, well-defined
states. CPs change smoothly between states that form part of a continuous sequence
of events (Huth et al., 2008). Therefore the classes (or types) merely represent sim-
plified climatic events responsible for specific variables of interest. While automated
derivations of classification types utilize objective reasoning, according to Huth et al.
(2008) the procedure as a whole cannot be considered fully objective. A number of
subjective decisions are still employed. For example the number of CPs to use and
the method of differentiating classes. Existing objective based classification algorithms
such as self-organinzig maps (SOMS), principle component analysis (PCA) and cluster
analysis provide effective ways to visualize the complex distribution of synoptic states
(Hewitson & Crane, 2002; Huth et al., 2008). These approaches are fundamentally
based on only the predictor variables (atmospheric pressure anomalies in our case).
Links to surface weather variables are only made once the classification technique
has been carried out. This can therefore lead to non-optimal links to the variable of
interest (Bárdossy, 2010).

The classification method used for this study is a fuzzy rule based algorithm devel-
oped by Bárdossy et al. (1995). The classification technique aims to find strong links
between atmospheric CPs and a variable of interest, for this study the wave height.
The algorithm was originally used to link atmospheric CPs with rainfall events (Bár-
dossy et al., 2002). In the present study the method has been adapted to use wave
heights to guide the classification procedure. The main aim of this paper is to inves-
tigate the feasibility of using this method to identify CPs that are the main drivers of
regional wave climates for application to coastal vulnerability assessments.

3.2 Methods

3.2.1 Case Study Site

The KwaZulu-Natal (KZN) coastline (Fig. 3.1) has a high energy wave climate. Trop-
ical cyclones, mid-lattitude (extra-tropical) cyclones and cut-off lows have been cited
as important drivers of the local wave climate (Corbella & Stretch, 2012d; Mather &
Stretch, 2012; Rossouw et al., 2011). Tropical cyclones that become stationary to the
south east of Madagascar can occasionally drive large wave events that cause severe
beach erosion in KZN (Corbella & Stretch, 2012d; Mather & Stretch, 2012). Cut-
off lows are deep low pressure systems that are displaced from the normal path of
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west-east moving mid-latitude cyclones (Preston-Whyte & Tyson, 1988). Instabilities
within the westerly zonal flow, due to the high wind shear, create vortices (low and
high pressure), which can become cut-off and move equatorward (Preston-Whyte &
Tyson, 1988). This diverse storm environment leads to seasonality within the wave
climate. On average autumn and winter are associated with the largest wave en-
ergy, while summer has the smallest (Corbella & Stretch, 2012d). Seasons are defined
according to Table 3.1.

3.2.2 Sources of Data

Wave data was obtained from wave measurement buoys at two locations along the
KwaZulu-Natal coastline (Fig. 3.1) for the period 1992–2009. A comparison of the
wave data from the Durban and Richards Bay measurement locations by Corbella
& Stretch (2012d) showed a strong correlation. Therefore, where necessary, the two
data sets were used to fill in missing data to provide a continuous wave record for
the KwaZulu-Natal coastline. The data comprised significant wave heights, maximum
wave heights, wave periods, and wave directions at 3-hourly intervals. However only
daily mean values of significant wave heights were used for the analysis reported here.

The CP classification procedure was applied to daily normalized pressure anomalies
that describe atmospheric circulation patterns. The anomalies were derived from the
700 hpa geopotential height with a grid resolution of 2.5◦ (10◦S 0◦E−50◦S 50◦E). This
region is of significant size to include CPs responsible for swell waves (Corbella et al.,
2015). Geopotential heights were obtained from the ERA-Interim data set for the
period 1979–2009 (http://apps.ecmwf.int/datasets/). Let k(i, t) be the geopotential
height at location i and time t, then the anomaly at location i and time t is defined
as

h(i, t) = k(i, t)− k(i)
σ(i) (3.1)

where k(i) and σ(i) are the average and standard deviation of the geopotential at
location i.

3.2.3 Classification Methods

The classification used herein comprises two parts: (1) An optimization procedure in
which a set of classes defining atmospheric states are derived using an optimization
process as described in §3.2.4, and (2) A classification method that involves a process
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Fig. 3.1 Locations of the wave observation buoys at Durban and Richards Bay, along
the KwaZulu Natal coastline.

of assigning CPs to the classes.

The aim is to identify a classification in which the set of classes defining atmo-
spheric pressure fields can explain the occurrence of wave events at a specified location.
There are many ways in which classification algorithms can be constructed. Classifi-
cations can be subjective, objective or a mixture of both (Bárdossy, 2010; Huth et al.,
2008). Objective classification algorithms employ a self-learning technique whereby
atmospheric classes are derived through an optimization procedure (for examples see:
Bárdossy, 2010; Bárdossy et al., 2002; Hewitson & Crane, 2002; Huth et al., 2008).
Since the goal is to gain insight into the drivers of a regional wave climate it fol-
lows that the wave climate should be included within the optimization procedure (see
§ 3.2.4). Then the set of CP classes that are derived have strong links to the regional
wave climate. Furthermore, classes linked with these variables explain, as best pos-
sible, their occurrences. This is a useful tool in guiding the algorithm to an optimal
solution. Classifying CPs linked with extreme wave events is the focus of this study.
The classifying procedure uses wave heights as the dependent variable to find classes
of the independent variable, atmospheric pressure anomalies. The method of classifi-
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Table 3.1 The allocation of months to seasons

Season Months
Summer January – March
Autumn April – June
Winter July – September
Spring October – December

cation is described in detail by Bárdossy (2010); Bárdossy et al. (1995, 2002). Only a
brief overview is given here.

The classification method used herein is fuzzy-rule based which incorporates the use
of fuzzy-sets (Zadeh, 1965). This allows the algorithm to handle imprecise statements
such as ’strong high pressure’ or ’low pressure’ (Bárdossy et al., 1995). The CPs at each
time realization are assigned to a certain CP class or group. Each CP class is defined by
a rule which comprises a number of fuzzy set membership functions. The nth CP class
is described by the fuzzy rule n as a vector cn = [V (1, n), . . . , V (i, n), . . . , V (K, n)], for
all available grid locations (1, . . . , K), where V is the matrix containing all CP rules
(1, . . . , n), the index V (i, n) is the fuzzy set number corresponding to the location i

for rule n. The rules consist of the following fuzzy sets:

Fuzzy set number 0 - any type of anomaly,

Fuzzy set number 1 - strong positive anomaly,

Fuzzy set number 2 - weak positive anomaly,

Fuzzy set number 3 - weak negative anomaly and

Fuzzy set number 4 - strong negative anomaly.

The fuzzy set numbers (1, . . . , 4) describe the locations of different pressure types,
however the fuzzy set number 0 is irrelevant for the CP classification. In general most
of the grid locations belong to this fuzzy set number. The algorithm only considers
patterns with structures corresponding to the arrangement of the fuzzy set numbers
1, . . . , 4.

From the fuzzy set numbers described above, a membership grade µ at location i

can be assigned for each daily anomaly pattern as

µn(i, t) = g(cn(i), t) (3.2)
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where n is the fuzzy rule, g(cn(i), t) is the membership function for the fuzzy set
number j at location i at time t (Bárdossy et al., 2002). The membership grade
µ at each location ranges between 0–1 based on the membership function for the
location specific fuzzy number. A value of 0 implies that the anomaly value has no
association with the fuzzy number and a value of 1 implies the anomaly is strongly
associated with the fuzzy number. It follows that a combination of the membership
grades provide insight into the performance of each CP rule in relation to the daily
anomaly patterns. A degree of fit (DOF) is computed for each CP rule and the rule
with the highest DOF value is assigned to the circulation pattern class for that day.
The degree of fit is defined as follows (Bárdossy et al., 1995, 2002):

DOF (n, t) =
4∏

j=1

 1
N(n, j)

N(n,j)∑
i=1

µn(i, t)Pj

 1
Pj

(3.3)

where t is the day, N(n, j) is the number of grid points corresponding to the fuzzy set
number j for fuzzy rule n, the term ∑N(n,j)

i=1 µn(i, t) sums all the membership grades at
various locations corresponding to the fuzzy set number j for rule n , and the exponent
Pj is a parameter that allows us to emphasize the influence of selected rules on the
DOF .

The CP rules were obtained via an optimization procedure following Bárdossy et al.
(2002) and is described in § 3.2.4.

3.2.4 Optimization Methods

The goal of the optimization is to derive a set of CP classes or rules defining dominant
circulation patterns in a particular region. The rules are strongly linked to a variable
of interest. The optimization procedure should maximize dissimilarity between the CP
types while minimizing the variability within the classes. The significant wave height
(Hs) was selected as the ‘guiding’ variable for this study. The algorithm considers
both the daily average significant wave height and the daily maximum significant wave
height. The optimization procedure was carried out for the period containing all wave
data (1992–2009). A simulated annealing algorithm following Aarts & Korst (1989) is
used in the optimization procedure. Details of the process are given in Bárdossy et al.
(2002). The algorithm may be briefly outlined as follows:

(1) Randomly assigned CP rules are initialized and their performance is evaluated
through an objective function O.
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(2) The initial ‘annealing temperature’ is set to q0.

(3) A rule n is selected randomly.

(4) A location i is selected randomly.

(5) A fuzzy number c∗ is selected randomly.

(6) If cn(i) = c∗ return to step 2.

(7) Set cn(i) = c∗ and run the classification.

(8) Calculate the new performance O∗ for the new rules.

(9) If O∗ > O, accept the change.

(10) If O∗ ≤ O, accept the change with probability exp
(

O−O∗

qj

)
.

(11) If the change has been accepted, replace O by O∗.

(12) Repeat steps 2 – 10 a specified number of iterations.

(13) Decrease the ‘annealing temperature’ such that qnew < qold.

(14) Repeat the steps 2 – 12, until the number of accepted changes becomes less than
a predefined limit.

The optimization process relies strongly upon a set of objective functions. The
objective functions are based on the extreme wave events, wave heights and storm
duration as discussed in § 3.2.4.

Objective Functions

A good classification contains classes with corresponding wave statistics which differ
from the statistics calculated without classification. The goal of the classification is
to obtain a set of CP rules which correspond to the occurrence of extreme waves. Ex-
treme waves events are defined where Hs ≥ 3.5m. Therefore the objective functions
used within the algorithm are designed to optimize the CP occurrences which coincide
with extreme wave events. These are relatively rare events. A random classification
leads to the same probability of occurrence as the mean for each rule, which is unde-
sirable (Bárdossy, 2010). A good classification should lead to rules that differ from
the climatological mean for the selected variable, in this case the wave height.
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The intention of this classification is to find CPs that drive extreme wave events.
Three objective functions were used as the performance measures. The first objective
function relates to the conditional probability of an event based on the occurrence of
a CP class. It is given as:

O1(θ) =

√√√√ T∑
t=1

hCP (t) (p(Hs ≥ θ | CP (t))− p)2 (3.4)

where θ is a predefined threshold, T is the total number of days, hCP (t) is the frequency
of the CP class, p(CP (t)) is the frequency that the threshold is exceeded for a given
CP on a day t, p is the unclassified probability of exceedance for all days in period T .
The advantage of incorporating a predefined threshold θ is to allow the algorithm to
evaluate different scenarios. For this study two different thresholds were considered.
The first relating to extreme wave events whereby θ1 = 3.5 m and the second whereby
θ2 = 2.5 m. The second threshold allows the algorithm to explore a larger dataset
from which the classes can be derived.

Another useful measure of the performance relates to the mean significant wave
heights. The ratio between the CP class averaged wave heights to the unclassified mean
provides information on the separability of the classes from the mean. Therefore the
second objective function incorporating average significant wave heights is defined as

O2 =
T∑

t=1
hCP (t)

∣∣∣∣∣Hs(CP (t))
Hs

− 1
∣∣∣∣∣ (3.5)

where Hs(CP (t)) is the mean significant wave height on a day with the given CP(t)
class and Hs is the mean daily wave height without classification.

A weighted linear combination of Eq. 3.4, Eq. 3.5 was used to optimize the solution
to the classification algorithm. The weights were chosen to emphasize the importance
of certain objective functions to others and to correct for the range in values between
the different objective functions.

3.2.5 Classification Quality

Classification quality refers to the ability of the algorithm to maximize dissimilarity
between a set of CP classes, while minimizing variability within daily CP realizations.
This study focuses on classifying CPs driving extreme wave events, therefore there
are two criteria for measuring the classification quality. The first is the ability of
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the classification to explain extreme wave events. The second is the variability of the
classifications within each CP class. There exists an optimal number of CP rules which
successfully explain extreme events and daily CP realizations. Too few rules implies
that the resulting CPs do not allow a proper distinction of the causal mechanisms and
would lead to classes which have statistics similar to the unclassified case. Too many
classes increases the computational effort and captures features that are not general
and do not correspond to the wave generating mechanisms. Bárdossy (2010) suggests
utilizing the objective functions as a measure of the classification quality. Huth et al.
(2008) list a number of different quality measures that explain the separability between
and variability within CP classes. For this study the variability within the classes
as well as the degree of fit are used as measures of the classification quality. This
provides insight into the performance of the classes with respect to their ability to
explain average CPs.

The variability of extreme events is defined as the position of the lowest anomaly
relative to the average pattern. This was assumed as the storm centre. Wave events
are driven by storms associated with low pressures (i.e. negative anomalies). The
performance of the CP classes in explaining extreme wave events can be measured
by their relative contribution to extreme events, namely p(CP |Hs ≥ θ),where θ is a
predefined threshold (for this study 3.5 m). A classification strongly linked to the
wave climate should define classes whose frequency of occurrence correspond to the
average and extreme wave events. This implies that CPs driving extreme events should
occur infrequently, whereas CPs driving the average wave climate should occur more
frequently.

3.3 Results

3.3.1 Dominant CP Classes

The objective functions (Eqs. 3.4 & 3.5) were used to derive a set of CP classes which
explain extreme wave events. Fig. 3.2 shows the average anomaly patterns for all the
CP classes. CP99 refers to an unclassified class. Useful statistical parameters relative
to this study for a given CP class are: (a) Frequency of occurence, (b) Percentage con-
tribution of extreme events, (c) average and maximum significant wave heights (Hs).
These parameters are obtained from the classification and are shown in Table 3.2.

The results show two trends in CPs that drive wave development. Firstly CP01
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and CP02 (Figs. 3.2(a) & (b)) according to Table 3.2 occur most frequently (∼ 17%
of the time). CP01 resembles that of mid-latitude cyclones which frequently travel in
a west to east direction south of the country, while CP02 resembles the high pressure
systems that follow the mid-latitude cyclones. Secondly, Table 3.2 shows that CP03
is associated with 30 – 60% of all extreme wave events. The large contribution by
this class to extreme events is present all year round with the highest contribution in
winter (∼ 65%). CP03 (Fig. 3.2(c)) occurs infrequently (7 – 9% of the time), however
it is associated with large wave heights. For example average and maximum significant
wave heights associated with CP03 range from 2.4 – 3.0 m and 5.0 – 8.5 m respectively.
CP05 and CP06 (Figs. 3.2(e),(f)) according to the classification are responsible for
about 30% of extreme events in spring and summer respectively. CP06 represents low
pressure anomalies southeast of Madagascar. This appears to resemble the strong low
pressure systems that are associated with tropical cyclones. According to Mather &
Stretch (2012) low pressure systems southeast of Madagascar can cause large swells.
CP05 resembles low pressure systems over the interior and which extend southwards.

No time lag was considered when deriving the CP classes. This constrains the
algorithm to only consider CPs occurring on the day of a wave event and assumes
that extreme events are driven by relatively stationary CPs.
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Fig. 3.2 Average anomaly patterns for all CP classes:1–8. Positive anomaly contours
are shown as the dashed line while negative contours are solid.

3.3.2 CP Variability

Degree of Fit (DOF)

The degree of fit relates to how well the CP for each day is classified as a given class
relative to the rule file. The larger the degree of fit the stronger the relation between
the CP and the CP class. Fig. 3.3 shows the average anomaly pattern for CP03
together with the CPs associated with both the highest and lowest degree of fit value
for that class. CP03 is associated with cut-off lows to the east/south-east of South
Africa. The pattern also shows a strong high pressure region to the southwest. The
combination of strong cut off lows occurring in conjunction with high pressure regions
are important features for channeling waves towards the eastern coastline. Fig. 3.3(c)
is the CP with the lowest degree of fit for the class CP03 and it shows only a weak
anomaly pattern.

Variability Within Classes

It is expected that in the vicinity of the regions defining rule types (high or low
pressures) the standard deviation should be low. This is because the classification
is based on the location of these rules in comparison to the anomaly patterns for
specific days. Whereas the locations of “any anomaly” rule types (fuzzy number 0)
are expected to have significant variability, the variability in the vicinity of negative
anomalies (low pressures) can be attributed to the movement of the low pressure
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Table 3.2 CP Occurrence frequencies and wave height statistics associated with each
CP class.

STATISTICS CP01 CP02 CP03 CP04 CP05 CP06 CP07 CP08 CP99a

Occurrence frequency (p(CP )%)
Summer 18 18 8.0 13 7.5 8.1 5.6 15 8.3
Autumn 18 19 8.0 11 10 7.2 5.1 13 8.8
Winter 16 17 8.1 12 11 8.4 4.5 14 8.9
Spring 17 16 9.1 12 9.4 7.7 5.0 15 9.2
All Seasons 17 17 8.3 12 9.6 7.8 5.1 14 8.8

Threshold exceedance for a given CP (p(Hs ≥ θ |CP ) %)
Summer – 0.4 8.0 0.3 – 3.5 2.6 0.7 –
Autumn 1.2 1.5 12 1.6 2.1 2.0 5.6 0.6 5.0
Winter 0.9 0.8 14 – 0.9 0.4 2.3 0.8 0.4
Spring 0.3 – 4.6 0.6 2.2 – 0.7 – –
All Seasons 0.6 0.7 9.6 0.6 1.4 1.5 2.8 0.5 1.4

Exceedance contribution (p(CP |Hs ≥ θ)%)
Summer – 5.6 50 2.8 – 22 11 8.3 –
Autumn 7.7 10 33 6.4 7.7 5.1 10 2.6 17
Winter 7.5 7.5 64 – 5.7 1.9 5.7 5.7 1.9
Spring 4.5 – 55 9.1 27 – 4.5 – –
All Seasons 5.8 7.4 48 4.2 7.9 6.9 8.5 4.2 7.4

Average Hs (m) for each CP
Summer 1.8 1.9 2.5 1.8 1.8 2.2 2.2 1.9 1.9
Autumn 1.8 1.9 2.7 1.9 2.0 2.0 2.1 1.9 2.1
Winter 2.0 2.0 2.9 1.9 2.1 2.0 2.2 2.0 1.9
Spring 2.0 1.9 2.4 1.9 2.2 2.0 2.2 2.0 2.0
All Seasons 1.9 1.9 2.6 1.9 2.1 2.1 2.2 2.0 2.0

Standard deviation of Hs (m) for each CP
Summer 0.48 0.49 1.1 0.49 0.53 0.76 0.74 0.61 0.49
Autumn 0.58 0.66 1.0 0.70 0.76 0.66 0.90 0.55 1.0
Winter 0.58 0.61 0.94 0.55 0.66 0.58 0.66 0.55 0.67
Spring 0.51 0.49 0.84 0.52 0.71 0.50 0.61 0.50 0.49
All Seasons 0.54 0.57 1.0 0.56 0.69 0.63 0.74 0.56 0.70

Max Hs (m) for each CP
Summer 3.4 4.0 8.5 3.7 3.4 5.0 5.2 5.6 3.3
Autumn 4.0 5.5 5.7 5.5 6.3 4.3 5.1 4.0 5.4
Winter 4.2 3.8 5.6 3.4 3.8 3.5 4.3 4.8 3.6
Spring 3.9 3.3 5.3 4.5 5.4 3.4 3.7 3.5 3.3
All Seasons 4.2 5.5 8.5 5.5 6.3 5.0 5.2 5.6 5.4

aCP99 is the unclassified class. Blank entries imply zero occurrences in the data set
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systems. It is also expected that high pressure systems are more stable with lower
variability in their positions. For example Fig. 3.3(d) shows lower variability in the
vicinity of the high pressure region while high variability (standard deviation of 1)
in the low pressure region. This can be attributed to the movement of low pressure
systems around the negative anomaly. Fig. 3.3(d) shows high standard deviation
values in comparison to the mean negative anomaly. This could also indicate that CP
anomalies driving extreme events (cut-off lows) are associated with strong negative
anomalies.

3.3.3 CP rules and extreme events

Daily CP’s classified as in a certain class for extreme wave events (Hs ≥ 3.5m) were
compared to the average patterns for that class. Fig. 3.4 shows the average pattern for
CP03 together with selected extreme events corresponding to CP03. The centres of
the CP’s are shown as “+” symbols in the plot. A centre is defined as the location of
the peak negative anomaly. The variability within the class is apparent. However the
majority of CPs classified as CP03 resemble strong cut-off lows to the east/southeast
of the country. It is apparent that these strong cut-off lows drive extreme wave events.
Fig. 3.5 and Table 3.3 show CP’s associated with the six largest significant wave height
events. Four out the six events have been classified as CP03, the class contributing to
the majority of extreme events. The concept of CPs belonging, to some degree, to all
the classes is evident in Fig. 3.5(f). This shows a similar pattern to CP04 and CP08,
which both represent low pressures southeast of Madagascar. However according to
the classification this CP belongs to class CP08 and not CP04. From visual inspection
it appears to resemble class CP04 better than CP08. Fig. 3.5(a) is the CP associated
with the March 2007 storm which caused severe coastal erosion along the KwaZulu-
Natal coastline (Corbella & Stretch, 2012c; Mather & Stretch, 2012) with significant
wave heights reaching 8.5m.
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Fig. 3.3 Average anomaly pattern for CP03 (a) with (b) the anomaly with highest
DOF, (c) the anomaly with lowest DOF value, while (d) shows the standard deviation
for all CP03 anomalies.
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Fig. 3.5 CP’s associated with the six largest significant wave heights for the dates (a) 19/3/2007, (b) 5/5/2001, (c) 18/3/2001,
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Table 3.3 Six of the most extreme wave events on record and their associated CPs for
the period 1992 to 2009.

Fig. 3.5 Date CP Hs (m)
(a) 19/03/2007 CP03 8.50
(b) 05/05/2001 CP05 6.30
(c) 18/03/2001 CP03 5.92
(d) 03/04/2001 CP03 5.66
(e) 23/09/1993 CP03 5.64
(f) 19/03/2001 CP08 5.63

3.4 Discussion

Classifying circulation patterns is a useful tool for investigating the occurrence of
certain patterns over a given region. There are many different techniques used for
classifying CPs, each of which has its benefits and drawbacks (Huth et al., 2008).
Classification can be subjective or objective (to a degree). However the goal is always
to group similar patterns into individual classes. A useful application for engineering
purposes is utilizing a variable of interest to ‘guide’ the algorithm to find CPs linked
to its occurrence. Bárdossy et al. (2002) successfully implemented this to classify CPs
that explained wet and dry events in Europe.

The emphasis of the present study has been on the statistical link between at-
mospheric circulation patterns and extreme wave events. This is the first time the
method described here has been used in this context and it has the potential to im-
prove current methods of risk analysis. The benefit of fuzzy logic as a classification
tool is that each daily CP belongs, to some degree, to all the CP classes. This is
characteristic of atmospheric circulation where daily CPs form part of a continuum
rather than a set of individual states as suggested by the derived CP classes (Huth
et al., 2008). However a potential drawback of the method is the manner in which the
CPs on each day are assigned to a class (Huth et al., 2008). The degree of fit (§ 3.3.2)
used in this study incorporates the connectivity to a given class through AND/OR
combinations of HIGH/LOW and NOT HIGH/NOT LOW anomalies as described in
Bárdossy et al. (1995). However this technique has been successful in associating CPs
with rainfall events (e.g. Bárdossy, 2010; Bárdossy et al., 2002)

In the context of our case study site on the east coast of South Africa the most
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frequent CPs are low and high pressure anomalies located south of the country. This
can be attributed to the west–east progression of mid-latitude cyclones which frequent
this area. They are major contributors to the wave climate along the South African
coastline (Rossouw et al., 2011). The low pressure systems can become isolated after
being displaced towards the equator and can become stationary (Preston-Whyte &
Tyson, 1988). These stationary cut-off lows can drive the development of extreme
wave events. Table 3.2 indicates that the dominant CP that drives extreme events
along the KwaZulu-Natal coastline is CP03, which is associated with abnormally low
pressure to the east-southeast. CPs classified as CP03 resemble cut-off lows and the
pattern agrees with speculations by Corbella & Stretch (2012d); Mather & Stretch
(2012); Rossouw et al. (2011) concerning drivers of extreme waves. Low pressure
anomalies linked to storms east to south-east of South Africa drive wind fields that
direct the wave attack toward the coastline.

Callaghan et al. (2008); Corbella & Stretch (2013) highlight the importance of
identifying independent storms for risk analysis of extreme wave events. One limitation
with the methods described herein is that it is difficult to evaluate the independence of
the different CPs. A particular storm in various stages of development may belong to a
number of CP classes rather than a single class according to the classification scheme.
Examples are cut-off lows that become detached from extra-tropical cyclones traveling
west to east in the region south of the country. The process of storm development
drives wave development. This suggests that it may be better to locate a specific type
of CP at any location rather than a specified type of CP at a fixed location.

3.5 Conclusions

A fuzzy rule based classification method has been adapted to identifying the atmo-
spheric circulation patterns that drive regional wave climates. The east coast of South
Africa was used as a case study. The method is based on normalized anomalies in
daily 700 hPa geo-potential heights. The CP classes are derived from an optimization
procedure which is guided by a variable of interest, in this case wave heights. The
classification shows a strong anomaly pattern east-southeast of South Africa which
explains 30 − 60% of extreme wave events. This CP type explains extreme events
in all seasons. However it occurs infrequently (∼ 8% of the time) and is associated
with large wave heights ranging from 5.0 − 8.5 m. Frequently occurring CP classes
have similar structure to mid-latitude cyclones or translational low pressure systems
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(followed by a zone of high pressure) that occur south of South Africa (Taljaard, 1967).
The methodology discussed here appears to be new in the context of wave cli-

mate analysis and has potential for application to risk assessment studies in coastal
management and engineering.
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Chapter 4

On linking atmospheric circulation
patterns to extreme wave events for
coastal vulnerability assessments.
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Abstract

Atmospheric circulation patterns (CPs) are fundamental drivers of regional wave cli-
mates. A fuzzy rule based classification algorithm has recently been developed to
identify these atmospheric features. The algorithm is guided by wave heights and op-
timises the location, shape and strength of a set of CP classes in order to find features
that drive extreme waves. This paper focuses on a method for evaluating the perfor-
mance of CP classification algorithms and reducing the subjectivity in the selection
of classification parameters. We suggest a method based on entropy to quantify the
classification quality and provide a means to objectively define an optimal number of
CP classes. We also explore the sensitivity to the temporal resolution of the data. For
our case study site the entropy measure indicates that a good quality classification
requires 15–20 CP classes. However regardless of the number of classes used there is
a persistent, common class that explains a large proportion of extreme wave events.
The methods described here contribute to developing a new framework for improved
statistical wave modelling in coastal vulnerability risk assessments.

4.1 Introduction

Atmospheric features drive regional wave climates. Their occurrence and persistence
control wave development including extreme wave events that can cause severe coastal
erosion. Therefore atmospheric circulation patterns (CPs) are fundamental drivers of
coastal vulnerability.

The physical links between ocean waves and atmospheric circulation is complex
since it involves processes over a range of spatial and temporal scales. Current global
wave models rely heavily on reanalysis with data assimilation to produce reasonable
hind-cast wave data, but remain poor at reproducing extreme events nearshore (Caires
et al., 2004; Chawla et al., 2013; Stopa & Cheung, 2014; Swail & Cox, 1999; Tolman
et al., 2002). Furthermore they are limited in their ability to predict future climate
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scenarios. However event timing is generally well captured by models, so they can
be used to identify the drivers of regional wave climates. Recently, the classification
of synoptic scale atmospheric circulation with links to regional wave climates has
provided insights that suggest that CPs can be used to statistically model regional
wave climates (Corbella et al., 2015; Espejo et al., 2014; Pringle et al., 2014). A more
detailed discussion of this approach is presented in § 4.4.2.

There are several reasons why classifying atmospheric drivers and their links to
waves should have an important role in coastal vulnerability and climate change as-
sessments. It provides a natural way to identify independent storm events for risk
assessment. Corbella & Stretch (2012b) identified independent events based on auto-
correlation, while Li et al. (2013) separated independent events by requiring a min-
imum inter-event time, and Callaghan et al. (2008) manually assessed independent
events based on the meteorological features associated with them. The transition
of CPs between classes seems to be the most physically meaningful method for de-
lineating independent events. Atmospheric CPs also contain important information
relevant to the distributions of wave height, direction and period. For example when
a particular CP type occurs the associated wave height, direction and period can be
(statistically) predicted. CP classification can also be used to extend current data
sets and to infill missing data (Hewitson & Crane, 2002). Finally the prediction and
evaluation of climate change impacts on coastal vulnerability would be more robust if
they are linked to changes in the atmospheric circulation patterns that are the basic
drivers of extreme wave events.

Objective atmospheric classification algorithms have been used extensively in the
past to cluster similar circulation patterns into classes representing different atmo-
spheric states Bárdossy (2010); Bárdossy et al. (1995, 2002); Hess & Brezowsky (1952);
Huth et al. (2008); Lamb (1972). Automated classification techniques that have been
used to great effect include clustering analysis, principle component analysis (PCA)
and self organizing maps (SOMS) (Hewitson & Crane, 2002; Huth et al., 2008). While
these methods have been shown to provide insight into the CPs that are typical of
particular regions, links to surface weather phenomena (such as precipitation, tem-
perature or the wave climate) are only found after the classes are derived and are
not part of the class derivation itself. This study aims to elucidate the links between
atmospheric CPs and coastal vulnerability events. In such cases coupling a variable of
interest associated with those events to CPs after the classes have been derived may
not be the most effective approach. Alternatively, if the variable of interest is used
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coastal vulnerability assessments.

to guide the CP classification to an optimal solution we can gain more direct insights
into the types of CPs that drive those events. In fact Bárdossy et al. (2015) have
shown how two guiding variables (wave height and precipitation) used by the same
classification algorithm produce significantly different results.

Pringle et al. (2014) were the first to apply statistical methods to finding a set of
atmospheric states (or circulation patterns) with strong links to wave behaviour. This
new approach to wave climate analysis may have important implications for coastal
vulnerability and risk assessment. It uses a fuzzy rule based classification algorithm
to identify CPs that drive wave development and builds on the approach previously
introduced by Bárdossy et al. (1995) for linking CPs to rainfall. The classification
uses objective reasoning and is guided by the wave climate data to give an optimal
solution. However Huth et al. (2008) argue that so-called objective classifications are
still subjective to some extent, such as in the selection of certain key parameters. For
example in their classification study Pringle et al. (2014) used eight CP classes whose
patterns were derived from daily data. The decision to use eight classes was subjective
and the effect on the model performance was not evaluated. Nor were the effects of
the selected temporal resolution of the data. The sensitivity of the algorithm to such
parameters can be important. Therefore this paper addresses these issues and suggests
an objective means to select the best combination of model parameters. Applications
of CP based wave modelling techniques, which are currently under development for
coastal vulnerability assessments, are then discussed.

4.2 Method

4.2.1 Case Study Site

The wave climate along the KwaZulu Natal coastline of South Africa is driven by
a number of circulation pattern (CP) types. Those driving wave development have
been cited as mid-latitude cyclones (cold fronts), tropical cyclones, and cut off lows
(Corbella & Stretch, 2012d; Mather & Stretch, 2012; Rossouw et al., 2011). Austral
autumn and winter months (Table 4.1) experience the largest wave heights on average
(Corbella & Stretch, 2012d). During these months the tracks of mid-latitude cyclones
move equator-ward by a few degrees, a result of high pressure cell concentrations
shifting northward (Preston-Whyte & Tyson, 1988).

Wave heights at 3 hourly intervals were obtained from wave observation buoys at
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Fig. 4.1 Locations of wave observations at Durban and Richards Bay on the KwaZulu-
Natal coastline of South Africa

Durban and Richards Bay (refer Fig. 4.1) for the period (1992–2009). Corbella &
Stretch (2012d) found a strong correlation between wave heights from the two wave
buoys. Therefore the Richards Bay Wave Rider was used to infill missing data within
the Durban Wave Rider record to derive one continuous wave record.

The identification and classification of atmospheric circulation patterns used height
anomalies of the 700 hPa geo-potential with a 2.5◦ × 2.5◦ grid resolution. Pressure
anomalies are defined as

h(i, t) = k(i, t)− µ(i, j(t))
σ(i, j(t)) (4.1)

where j(t) represents the natural annual cycle of the mean and standard deviation at
location i and time t. The pressure data was from the ERA-Interim dataset (http:
//apps.ecmwf.int/datasets/) for the period 1979 – 2012. It is noted that the ERA-
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Interim dataset also provides reanalyzed wave data for the same period. However only
the observed wave height is used herein.

Table 4.1 The allocation of months to seasons

Season Months
Summer December – February
Autumn March – May
Winter June – August
Spring September – November

4.2.2 Optimization and Classification

Atmospheric classification that is guided by a variable of interest provides insight into
the physical mechanisms driving its occurrence. For this study the significant wave
height was used as the variable of interest and the focus was on extreme wave events.
An extreme wave event was defined as the time from which the significant wave height
exceeds 3.5 m to the time it reduces below 3.5 m. The threshold of 3.5 m was chosen
because observations suggest wave heights exceeding this value are responsible for
significant coastal erosion (Corbella & Stretch, 2013).

In this study atmospheric classification refers to both an optimisation procedure,
in which a set of classes are derived, and a classification method, by which CPs are
assigned to the classes.

The classification method herein is based on fuzzy logic and detailed descriptions
of the algorithm are given by Bárdossy (2010); Bárdossy et al. (1995, 2002); Pringle
et al. (2014). The use of fuzzy logic allows the algorithm to define areas of relatively
‘high’ or ‘low’ pressures.

At each time interval a degree of fit (DOF) is computed for all classes. The DOF
evaluates the spatial similarity of the anomaly at a certain time to each of the classes.
Subsequently the class corresponding to the highest DOF is assigned as the CP for
that time.

The classes themselves are derived from an optimisation procedure that maximises
an objective function linked to the significant wave height. The objective function
serves as a ‘guide’ for the optimisation algorithm in order to obtain a set of clearly
defined classes with statistics significantly different from the mean. The objective
function is itself a function that depends on wave height (Hs) and key statistical
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parameters thereof such that

O = f(g1(Hs), g2(p(Hs ≥ θ | CP (t), p(θ)); w1, w2) (4.2)

where θ is a wave height threshold, CP (t) is the class assigned to day t, p(Hs ≥
θ | CP (t) is the probability of an event for a given wave height threshold θ conditioned
on each CP class, and p(θ) is the unconditional probability of an event for a given
threshold. The values w1 and w2 are weights applied to the functions g1 and g2. The
weights reflect the relative importance and account for the range of values between g1

and g2. A simulated annealing algorithm is used for the optimisation.

4.2.3 Classification Quality Measures

It is important to quantify the sensitivity of the CP classification algorithm to changes
in the parameters that define the methodology. For example, what are the effects of
changing the number of classes used for classification or of using different temporal
resolutions in the data? A good classification contains dissimilar classes while reducing
the variability within each class. Furthermore for this study it should be able to
balance the degree of certainty (or confidence) with which a particular subset of CP
classes explains the extreme wave events while reducing the total number of classes
required.

Changing the number of CP classes has direct implications on the classification
quality. If the number of classes is too many the classification is unable to capture
general climatic features that describe extreme wave events. Alternatively, too few
classes result in CPs that are unable to describe climatic mechanisms in sufficient
detail to distinguish between them (Pringle et al., 2014).

Huth et al. (2008) list a number of quality measures such as the explained variance
(EV), pattern correlation ratio (PCR) and within type standard deviation (WSD).
These measures all relate to the model’s ability to maximise dissimilarity between
classes while reducing the variability within classes. The explained variance incorpo-
rates a type of Euclidean distance measure using the sum of squares. It is given by

EV = 1− ssi

sst

(4.3)
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with

ssi =
∑K

k=1

∑Nk
j=1,j ̸=i

∑Nk
i=1

∑L

l=1

∑M

m=1(xlmik−xlmjk)2∑K

k=1 Nk(Nk−1)
, (4.4)

sst =
∑N

j=1,j ̸=i

∑N

i=1

∑L

l=1

∑M

m=1(xlmi−xlmj)2

N(N−1) , (4.5)

where ssi is the mean total sum of squares within a class, sst is the mean total sum
of squares without classification, and xlmik the anomaly value at the (l, m) grid point
for the ith index belonging to kth class, with K the total number of classes.

Another useful measure of the classification performance is the pattern correlation
ratio. This is defined as the ratio between the mean correlation coefficient between
classes and the mean correlation coefficient within the classes (Huth, 1996). It is given
by

PCR = Pcb

Pci

(4.6)

with

Pcb =
∑K

l=1,l ̸=k

∑K

k=1

∑Nl
j=1

∑Nk

i=1 r(xik,xjl)∑K

l=1,l ̸=k

∑K

k=1 NkNl

, (4.7)

Pci =
∑K

k=1

∑Nk
j=1,j ̸=i

∑Nk
i=1 r(xik,xjk)∑K

k=1 Nk(Nk−1)
, (4.8)

where Pcb is the mean correlation coefficient between fields from different classes, Pci

is the mean correlation coefficient between fields within a given class, r(xik, xjl) is the
correlation coefficient between the ith index for the kth class and the jth index for the
lth class, x a vector containing all anomaly values, and Nk is the number of anomalies
belonging to the kth class.

The within class standard deviation also provides insight into the ability of the
classification to minimize variability within a class and it is given by

WSD = 1
K

K∑
i=1

sdi (4.9)

where K is the total number of classes and sdi is the standard deviation within the
ith class.

The aforementioned performance measures are only able to quantify the quality
of the classification with respect to one variable, i.e. pressure anomalies. However
for this study it is also important to evaluate how well the classification performs in
deriving CPs that are associated with extreme wave events. For this we propose the
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Shannon Entropy.

Shannon Entropy as a measure of classification quality

A good classification should balance the degree to which a particular subset of CP
classes explains extreme wave events while reducing the total number of classes re-
quired. Furthermore this performance measure should be based on the wave climate
and be strongly coupled with the classification but used in an independent manner.

Since our objective is to successfully identify atmospheric circulation patterns that
drive extreme wave events, a method that quantifies the model’s performance based
on this objective is required. Simply measuring the variability within and between
classes offers little knowledge of how well the classification explains extreme events.
Bárdossy (2010) used the objective functions themselves to identify an optimal number
of CP classes. However the objective functions are not an independent measure of the
classification quality since they are used in the optimization process to derive the
classes.

The Shannon entropy (Shannon, 1948) provides useful information on the certainty
of an outcome or the expected information quantity and is defined as

H = −
N∑

n=1
(pn log pn) (4.10)

where pn is the probability of occurrence of event n and N is the total number of
events.

Shannon entropy has found wide application. Originally used to gage the certainty
of an outcome it is extensively used in information theory (Shannon, 1948). It has
also been shown to be a useful tool in statistical modeling. For examples see Petrov
et al. (2013), Gotovac & Gotovac (2009). Equation 4.10 has the following important
properties particular to the present study (Shannon, 1948):

(a) A smaller number of classes contains more information i.e. more CPs are assigned
to each class. This reduces the certainty with which the classification explains
extreme wave events therefore increasing the entropy,

(b) H is always positive unless all but one pn has the value unity, and

(c) the entropy of two independent events is the sum of their individual entropies.
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The contribution of CPs to extreme events provides useful insight into the drivers
of those events. This information is also unbiased towards the frequency of occurrence
since it is conditioned on the occurrence of a CP given an event. Therefore it is possible
to identify a class that drives extreme events and occurs frequently, as an example.
However it is better to find classes that occur infrequently but also contribute to the
event space since extreme wave events tend to occur infrequently. Hence it is possible
to use the contribution of CPs to events defined as Pn = p(CP |Hs ≥ 3.5) to calculate
the entropy as follows:

H = − 1
K

K∑
n=1

Pn ln Pn (4.11)

where Pn is the contribution of class n to extreme events and K is the total number
of classes. Equation 4.11 is a measure of the average entropy per CP class. Increasing
the number of classes improves the ability of the classification algorithm to find classes
driving extreme wave events. Therefore Pn for the classes driving the events should
increase whereas Pn for all other classes should reduce. This increases the certainty of
the CP classes driving the events thus reducing the average entropy value. However,
increasing the number of classes eventually leads to diminishing returns. A larger set
of classes improves the classification’s ability to capture specific climatic features while
simultaneously reducing its ability to capture general features.

4.3 Results

4.3.1 Previous Classification Results

Pringle et al. (2014) have previously applied the fuzzy rule based classification algo-
rithm to link atmospheric CPs to regional wave climates. The KwaZulu-Natal coastline
(Fig. 4.1) was used as a case study site. Their results showed that 40 – 60% of extreme
wave events were associated with one type of CP. Fig. 4.2 shows the anomaly pattern
for that CP and the statistics associated with the CP class are given in Table 4.2. It
was noted that the high-low coupling in the pressure field drives strong winds towards
the coastline that can in turn lead to large wave events.

It is important to verify whether this anomaly pattern is distinct or whether it
comprises several CP types because of the low number of classes used by Pringle et al.
(2014). In other words if the number of classes is increased above the 8 classes used by
Pringle et al. (2014)), what are the associated spatial and statistical changes to this
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Fig. 4.2 The CP anomaly that according to Pringle et al. (2014) drives approximately
40–60% of extreme wave events at the case study site (Fig 4.1).

4.3.2 Classification Quality

The Shannon entropy (Eq. 4.11), PCR (Eq. 4.6), WSD (Eq. 4.9) and EV (Eq. 4.3)
were used to evaluate the classification quality as discussed in § 4.2.3. The optimized
CP classes were derived for the time period 2001 – 2009 and then the classification
(assigning CPs to classes) was performed for the period 1990 – 2000. Fig. 4.3(a) and
(b) show that the entropy and PCR provide the most insight into the performance
of the classification whereas the EV and WSD provide little insight. In general the
EV is shown to increase with increasing number of classes while WSD decreases. This
is expected since more classes provide the algorithm with the ability to explain a
larger number of atmospheric states thereby reducing the variance within each class.
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Table 4.2 The occurrence statistics and associated wave height statistics for the CP
shown in Fig 4.2 after (Pringle et al., 2014).

Statistics
Frequency of occurrence: h(CP ) %

Summer 8.0
Autumn 8.0
Winter 8.1
Spring 9.1
Annual 8.3

Contribution to extreme events: p(CP |Hs ≥ 3.5 m) %
Summer 50
Autumn 33
Winter 64
Spring 55
Annual 48

Probability of an event given a CP Class : p(Hs ≥ 3.5 m|CP )) %
Summer 8.0
Autumn 12
Winter 14
Spring 4.6
Annual 9.6

However neither are related to the wave climate. Therefore they are unable to describe
the loss of generality of the classification with the increase in the number of classes
in comparison to the entropy and PCR. Fig. 4.3(d) shows that the WSD approaches
a value of 1 with increasing number of classes. The classes are based on normalised
anomalies within the 700 hPa geopotential therefore on average the classes should
have a mean of 0 and standard deviation of 1.

In the context of previous classification techniques and their relative performance
Huth et al. (2008) evaluated the performance of a number of different classification
methods. The techniques evaluated ranged from k-means clustering, T-mode principle
component analysis (PCA) and correlation based, to mention a few. Their classifi-
cation was based on sea level pressures. Results showed EV values ranging from
10 – 40% and PCR values ranging from 40 – 60%.These results are comparable with
those obtained for this study.

The average entropy for each class and the PCR (Fig. 4.3(a) and (b)) provide
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Fig. 4.3 Classification quality measures (a) Shannon entropy, (b) PCR, (c) EV and
(d) WSD for classifications using different numbers of classes showing actual values
(points). Solid lines indicate approximate general trends in the quality measures.

interesting insight into the model performance. Both measures show a rapid decline
followed by only small changes with increasing number of CP classes. It is expected
that both the entropy and PCR will decrease with increasing number of classes. The
increase in classes improves the ability of the algorithm to locate a set of discrete well
separated classes. Improving the correlation within classes, while decreasing the corre-
lations between classes, results in a better classification and decreases the PCR value.
It is clear that the PCR shows little change for more than about 15 classes. Similarly
the entropy shows only slow changes beyond about 10 classes. This is attributed to
the improvement in the model’s ability to locate CPs driving extreme events. However
increasing the number of classes reduces the classifications ability to capture general
climate features. Therefore there is a point of diminishing returns which is evident
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in the small amount of information gained by increasing the number of CP classes
beyond 10 to 15.

4.3.3 Sensitivity to Temporal Resolution in the data

The time interval of the pressure data was reduced from daily to 6-hourly. The relative
differences in the classification statistics were evaluated with the results shown in Ta-
ble 4.3. The statistics evaluated were: (a) the frequency of a particular class (p(CP )),
and (b) the contribution of a CP class to the total number of events (p(CP |Hs ≥ 3.5)).
A negative change implies that for the higher resolution pressure data the class con-
tributes less towards the statistic of interest. The number of classes used in the classi-
fication was 16. This number was chosen in accordance with Fig. 4.3 which shows that
it produces a good quality classification. There is little improvement in classification
quality for a greater number of classes. The daily and 6-hourly classifications were
run using the classes derived from daily data.

The classification captures the occurrence of the CP classes well at both temporal
resolutions, with less than 5 % change for all classes. Table 4.3 shows that p(CP |Hs ≥
3.5) is more sensitive to changes in the temporal resolution of the pressure data. This
reflects the duration of the storm events and the detail with which they are captured.
Storms typically last a few days therefore a classification using 6-hourly data is able
to capture significantly more detail than one using daily data.
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Table 4.3 Relative differences (%) to key statistics when the CP classification was run for 1-day and 6-hour temporal
resolutions and with 16 CP classes. Note that the labels of the CP classes as CP01, CP02, etc is arbitrary, but CP99 denotes
an unclassified class. The wave height threshold θ used to define the extreme wave events was θ = 3.5 m for this analysis.

Statistics CP01 CP02 CP03 CP04 CP05 CP06 CP07 CP08 CP09 CP10 CP11 CP12 CP13 CP14 CP15 CP16 CP99

Difference in occurrence frequency p(CP ) %
Summer 1 -1 0 0 0 -1 0 2 0 0 0 1 0 0 0 0 0
Autumn 0 -2 1 0 1 0 0 1 1 0 0 1 -1 0 1 0 0
Winter 0 1 1 0 0 -1 0 1 0 0 0 0 0 0 -1 0 0
Spring 0 0 0 0 0 0 -1 2 0 0 -1 -1 -1 0 0 0 0
Annual 0 0 0 0 0 -1 0 1 0 0 0 0 0 0 0 0 0

Difference in conditional probability of an event given a CP p(Hs ≥ 3.5|CP ) %
Summer 0 -2 0 2 -2 -3 -4 0 -6 0 0 -1 -2 0 0 0 0
Autumn 0 1 0 -5 -11 -16 -6 -3 -15 -6 -3 -2 -25 -4 -4 1 0
Winter 0 -1 -1 -6 -7 -11 -8 -4 -3 0 2 0 -3 0 0 0 0
Spring -1 -3 -7 -2 0 0 -8 -5 -8 0 0 -2 1 -1 -2 -2 0
Annual -0 -1 -2 -3 -5 -7 -6 -3 -8 -2 -0 -2 -8 -1 -1 -1 0

Difference in contribution to extreme events p(CP |Hs ≥ 3.5) %
Summer 0 -10 0 31 -4 -4 -5 0 -20 6 0 3 -4 0 6 0 0
Autumn 4 1 6 -2 -3 -6 2 -1 0 -2 2 4 -5 0 0 1 0
Winter 0 -1 5 2 -5 -20 -1 -3 9 0 8 0 3 0 2 2 0
Spring 1 -8 -7 10 0 0 14 -4 -5 0 3 -6 5 4 -2 -4 0
Annual 2 -2 3 3 -3 -7 1 -2 0 -1 4 1 -1 1 2 0 0

aCP99 is the unclassified class.
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4.3.4 CP Similarity

Classification schemes were carried out where the total number of CP classes was
varied in the range 1 – 16. Since the lowest entropy was found for greater than 15
classes (Fig. 4.3) it was not necessary to calculate the entropy for classifications using
less than 8 CP classes, and those with 2, 4, 6, and 7 classes were omitted.

The results from all the classification schemes reveal an interesting feature. Fig. 4.4
shows a CP class that is similar for all the classifications undertaken. This class is
an anomalous low pressure region east of the KwaZulu-Natal coastline that drives
a strong wind towards the coastline resulting in large wave conditions. Table 4.4
shows the correlation coefficients between the class described above for a particular
classification scheme and all other schemes.

The average CP is very similar to that found by Pringle et al. (2014). Marginal
differences can be noted in the strength, location and high-low coupling. According
to Pringle et al. (2014) this class explains 40 – 60% of extreme wave events. It is
important to note how this pattern becomes more refined and stronger as the number
of classes increases. This suggests that there may be more than one type of CP driving
the extreme wave events. However this specific class is associated with the majority
of extreme events.

Table 4.4 A matrix of cross-correlation coefficients between the different classification
schemes showing the persistence of a dominant class contained in all classifications.
The classification was not run for 2, 4, 6 and 7 classes. The table is symmetric about
the central diagonal.

CP Classes : 1 3 5 8 9 10 11 12 13 14 15 16

1 1 - - - - - - - - - - -
3 0.98 1 - - - - - - - - - -
5 0.91 0.93 1 - - - - - - - - -
8 0.94 0.96 0.82 1 - - - - - - - -
9 0.95 0.97 0.87 0.96 1 - - - - - - -
10 0.97 0.98 0.85 0.97 0.97 1 - - - - - -
11 0.97 0.97 0.93 0.92 0.97 0.97 1 - - - - -
12 0.96 0.95 0.87 0.87 0.91 0.94 0.96 1 - - - -
13 0.98 0.96 0.89 0.90 0.95 0.96 0.96 0.95 1 - - -
14 0.90 0.89 0.79 0.79 0.84 0.87 0.93 0.95 0.86 1 - -
15 0.91 0.87 0.85 0.82 0.83 0.90 0.86 0.87 0.92 0.83 1 -
16 0.91 0.93 0.96 0.85 0.88 0.90 0.93 0.92 0.90 0.93 0.87 1
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Fig. 4.4 The outcome of different classification schemes where the number of specified
classes varied from 1–16. The results reveal a persistence common class that occurs
in each scheme as is shown in sub-plots (a) – (l). The common class is an anomalous
low pressure east of the coastline. Solid contours delineate positive (high) pressure
anomalies whereas dashed contours represent negative (low) pressure anomalies.
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4.4 Discussion

The aim of this study was to describe refinements in a methodology for linking wave
climates to atmospheric CPs, including an objective way to select key model parame-
ters and to quantify the performance of CP classification algorithms. This is part of
an effort to develop new methods to statistically simulate regional wave climates with
links to CPs for applications to coastal vulnerability assessment - this is discussed
further in § 4.4.2.

4.4.1 CP links to wave climates

In diverse storm environments it can be difficult to distinguish between the atmo-
spheric circulation patterns that drive wave development. However it has been shown
that statistical links between atmospheric CPs and regional wave climates can pro-
vide strong insights into this physical coupling. Pringle et al. (2014) introduced an
objective classification algorithm that is guided by the wave height in order to find
atmospheric features with strong links to extreme wave events. However the selection
of model parameters was to some extent subjective. Therefore it is a important to
establish the best combination of parameters that produce a realistic classification.
In the present work we have proposed and tested an objective method based on the
Shannon entropy to evaluate the performance of the classification.

A good objective classification is one in which the causal mechanisms of the variable
of interest are captured well with the least number of CP classes required. It was found
that the Shannon entropy is a good measure of classification quality. This is because
a classification that realistically explains extreme wave events requires a good degree
of certainty with which it is able to explain those events. For the case study site it
is evident that a realistic classification requires 10 – 20 CP classes. The entropy is
also shown to agree with other performance measures such as the pattern correlation
ratio as described by Huth (1996). Both quality measures initially change rapidly
with increasing number of classes, followed by more gradual changes. The advantage
of using the Shannon entropy over other performance measures is that it couples the
CP classes with their ability to explain extreme wave events, whereas the performance
measures described in Huth et al. (2008) are based solely on the pressure values.

The duration of extreme wave events is typically in the order of hours. Therefore
increasing the temporal resolution of the data improves the classification. The statistic
that showed the most sensitivity to temporal resolution at the case study site was the
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contribution of a CP class to the number of recorded events. This is due to the
improved detail with which the classification is able to capture the extreme wave
events. There were only small changes in the frequencies of the classes. This indicates
that the ability of the classification to successfully identify atmospheric states is good.

A persistent CP class that drives wave events along the KwaZulu-Natal coastline
is shown in Fig. B. Regardless of the number of CP classes used in the classification,
an anomalous low pressure region east of the coastline causes a large percentage of
extreme wave events. This pattern is similar to that found by Pringle et al. (2014).
There are minor differences in the strength, location and in the high-low coupling.
This has implications for coastal vulnerability and risk analysis for the region. The
CP class shows that low pressure regions at a specific location are likely to produce
extreme wave events. However, one aspect that requires further research is that the
classification is currently not able to provide details of how the low pressure anomalies
move towards this location. For example a cut-off low and a mid-latitude cyclone that
move into this region will be classified as in the same class. This could be a source of
error when using this methodology for identifying independent events.

4.4.2 Applications to Wave Modelling

The use of CPs to model waves is a new and interesting approach to coastal vulnera-
bility assessment. It differs from purely statistical models by preserving links to the
physical drivers of waves while still not needing to explicitly model complex physical
processes over wide spatial and temporal scales.

Current global wave models suffer from the following drawbacks (Caires et al.,
2004; Swail & Cox, 1999):

1. Accurately estimating extreme wave heights is limited by the accuracy (or lack
thereof) of wind field inputs, which in turn is a function of model grid resolution.

2. Without the benefit of hindsight through re-analysis and data assimilation,
global wave models do not yet provide a means to accurately assess future wave
climate scenarios.

3. Site specific wave climate estimation generally requires an additional downscaling
process.

Statistical methods with links to atmospheric CPs can provide solutions to these
problems (Pringle & Stretch, 2015).
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1. They are based on observed wave data and have been shown to provide insight
into complex wave climates by elucidating the various types of weather systems
that are associated with specific wave event characteristics (Corbella et al., 2015;
Espejo et al., 2014; Pringle et al., 2014).

2. CP sequences can be modelled as a Markov process to form the basis for syn-
thetic wave climate simulation. This is similar to the methodology proposed
by Bárdossy & Plate (1991) but in their study it was applied to precipitation
modelling.

3. CPs have been demonstrated to be useful for downscaling from regional climate
models to site specific locations (e.g. Bárdossy & Pegram, 2011; Camus et al.,
2014).

Developing CP–based wave climate simulation requires accurate descriptions of the
dependence structure between wave height, period and direction for each CP class (see
e.g. Corbella et al., 2015). Thence, given a sequence of simulated CPs, it is possible to
simulate a synthetic wave climate that can be used for coastal vulnerability assessment
or design applications. This methodology is currently under development.

4.5 Conclusions

This paper focuses on a method for evaluating the performance of CP classification
algorithms and reducing the subjectivity in the selection of classification parameters.
The algorithm discussed here was first introduced by Pringle et al. (2014) for use in
wave climate analysis and simulation and was therefore strongly linked to wave statis-
tics. The Shannon entropy has been proposed as an objective measure for selecting
the optimal number of classes and other parameters because it links both the CPs and
their ability to explain extreme wave events.

For the case study site in KwaZulu-Natal, South Africa, the classification quality
is highest for 15 – 20 CP classes based on the Shannon entropy.

The sensitivity of the classification to temporal resolution is relatively low. How-
ever, the occurrence of a specific CP given an extreme wave event can be sensitive to
the increases in temporal resolution of the pressure data. This can be attributed to an
improvement in the classification method’s ability to capture the details of extreme
wave events.
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Classifications with different numbers of CP classes have all shown the presence
of a similar anomaly pattern that drives a large percentage of extreme wave events,
namely a region of low pressure east-southeast of the KwaZulu-Natal coastline.

The methods described here for linking atmospheric circulation patterns to extreme
wave events provide a potentially useful new framework for coastal vulnerability as-
sessments that should be generally applicable to any geographical region. Relating
extreme wave events directly to their physical drivers should improve the robustness
of statistical wave models and thereby facilitate their use for design and vulnerability
assessments, and the assessment of future climate change effects.
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Chapter 5

Assimilation of ocean wave spectra
and atmospheric circulation
patterns to improve wave modelling
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Abstract

The modelling of waves associated with extreme events is fundamental to coastal
engineering design and coastal vulnerability assessments. The storm systems that
drive extreme wave events are associated with specific atmospheric circulation patterns
(CPs). In this paper the link between these circulation patterns and wave spectra is
explored as a means to improve wave modelling in engineering applications. The
methodology involves partitioning wave spectra into low frequency swell and locally
generated wind waves. The origin(s) of the swell waves can then be estimated in
order to link them to the atmospheric circulation pattern(s) that generated them.
A method based on fuzzy logic and fuzzy sets is used to identify and classify the
atmospheric circulation patterns. Finally the spectral characteristics associated with
specific circulation patterns can be obtained. The methodology is tested using a
case study on the east coast of South Africa. The atmospheric circulation patterns
driving low frequency swell events resemble those previously identified as the dominant
drivers of significant wave events in the region. The link between wave spectra and
CPs can be used to study the impacts of specific CPs on the coastline. For example
the spectra associated with swell produced by tropical cyclones can be used to model
their potential impacts. This new methodology may improve the inputs to spectral
wave models and aid studies of climate change impacts. It may also help in identifying
statistically independent storm events and improve multivariate statistical models of
such events.

5.1 Introduction

The relationship between atmospheric features and ocean wave energy spectra is com-
plex. However, understanding this relationship may improve the application of spec-
tral wave models in coastal vulnerability assessments and in the analysis and design
of coastal infrastructure.



5.1 Introduction

Atmospheric states can be classified into distinct circulation patterns (CPs) that
provide insights into regional wave climates (Camus et al., 2014; Pringle et al., 2014).
The insights can be used to improve statistical models of extreme ocean waves and
even to develop a means to simulate long term wave records (Espejo et al., 2014). Di-
rect measurements of waves are often constrained by budgets that allow only short or
intermittent data sets. In contrast atmospheric pressure data is globally available over
the past century. This paper focuses on a new method of developing links that can help
to improve the inputs required for spectral wave models such as SWAN (Booij et al.,
1999). Spectral wave models use the wave action balance to perform wave transfor-
mations. This process requires the specification of the wave spectrum as a boundary
condition. The spectral shapes defined by the default parameter values in spectral
wave models may be inappropriate for waves driven by a particular forcing. The aim
of this paper is to provide a method of estimating typical spectral characteristics that
are applicable to specific forcing mechanisms. For example if the effects of a cyclone
are to be modelled the proposed method can identify which spectral characteristics
are appropriate for waves produced by that forcing mechanism.

In addition the method provides a means of identifying statistically independent
events associated with synoptic scale features. For statistical analyses of extrema a
set of independent events generally needs to be identified. Traditionally, independent
storm events are defined from significant wave height data using a wave height thresh-
old (e.g. Callaghan et al., 2008; Corbella & Stretch, 2013; Mendez et al., 2008). Storm
events are assumed to begin when the wave height threshold is exceeded and to end
when the wave height falls below and remains below the threshold for a specified time
period. The minimum inter-event time period is a subjective choice but may be esti-
mated using autocorrelation (e.g. Corbella & Stretch, 2013). This classical method
has numerous flaws, the most significant of which is that it does not distinguish be-
tween wave events driven by different meteorological systems, each of which contains
its own set of statistics. For example if a tropical cyclone occurs within the user de-
fined inter-event time after a cut-off low both independent events will be recorded as
a single event. The classical method would therefore produce an incorrect statistical
distribution by containing two independent events within one. By partitioning the
wave spectra and cross assigning the wave partitions we can define actual independent
events without requiring a subjective inter-event time period.

In this paper we discuss a method of estimating the spectral characteristics of waves
caused by various forcing mechanisms using a partitioning and swell tracking algorithm
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and then linking them to atmospheric CPs. We initially describe the proposed methods
of linking wave spectrum characteristics to the CPs (§ 5.2). Results from our case study
site at Durban, South Africa are then presented (§ 5.3). Finally we discuss the results
and the limitations of our approach (§ 5.4).

5.2 Methods

In order to link wave spectral characteristics to CPs we need to estimate the origin(s)
of the waves. The waves produced near the coast are typically forced by local winds
that do not have a long enough fetch to develop a significant amount of wave energy.
For this reason we are interested in swell waves that develop far offshore and are driven
by large scale circulation patterns. These swell waves generally have higher energies
and are of particular interest for coastal engineering applications.

To estimate the origin of swell waves we first have to ensure that we are only consid-
ering the swell component of the total wave energy. The energy spectra are therefore
partitioned into unique swell and wind waves by means of a partitioning algorithm
(§ 5.2.2). The spectral partitions are then cross assigned into a collection of indepen-
dent swell events (§ 5.2.3). Using the linear wave theory deep water wave dispersion
relationship and spherical geometry the swell origins can be estimated (§ 5.2.3). The
origins of the events are then grouped by location or spectral characteristics (§ 5.2.3).
The grouped origins are then used to search the global geo-potential height data during
the times when the swell is estimated to have been produced (§ 5.2.5). The circula-
tion pattens within the origin groups are then averaged into a characteristic circulation
pattern for those swell events.

5.2.1 Case study site

The province of KwaZulu-Natal on the east coast of South Africa has two relatively
long records of wave data measured at Durban and Richards Bay (Fig. 5.1). Descrip-
tions of the wave characteristics for this region, including directional energy spectra,
are given by Corbella & Stretch (2012d, 2014b). The spectral wave data are derived
from wave recording buoys that are listed in Table 5.1. The wave recording buoys
sample at a rate of 1.28 Hz and the data sets have spectral data available at 3-hour,
1-hour and 0.5-hour intervals.

Data for geo-potential heights that are required to investigate atmospheric circu-
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lation patterns were obtained from the ERA-Interim data set (http://apps.ecmwf.int/
datasets/) for the period 1979 – 2013 at 6 hourly intervals. Circulation patterns are
defined in this study as normalized anomalies derived from the 700 hPa geopoten-
tial with a grid resolution of 2.5◦ (10◦S 0◦E − 50◦S 50◦E). The 700 hPa geopotential
anomalies indicate regions of relatively high and low pressures and can be used to
infer wind fields without accounting for boundary layer effects (Bárdossy et al., 2015).
Furthermore they are less noisy than those based on surface pressures which facilitates
the automated CP classification procedure.

29.5°S

29°S

29.5°S

29°S

31°E 31.5°E 32°E 32.5°E

31°E 31.5°E 32°E 32.5°E

Richards Bay 
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( 32.1E,-28.8S)

Durban 
Waverider 
( 31.1E,-29.9S)

SOUTH 
AFRICA

Fig. 5.1 Map of South Africa showing KwaZulu-Natal with locations of the wave
recorders.

Wind data is required to identify the locally generated wind wave components
of the wave energy spectra. Durban and Richards Bay both have land based wind
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recording instruments for their port control. Durban and Richards Bay wind data was
available from 31/05/2002 to 31/07/2013 and 19/08/1993 to 31/07/2013 respectively.
It should be noted that coastal wind gradients may produce dramatically different
wind velocities between offshore and onshore locations. In this case the buoys are
within 2 km of the wind recording instruments and are a representative measurement.
Since the data period is restricted by the availability of the wave data (Table 5.1)
Durban was only analysed for approximately 6 years and Richards Bay was analysed
for approximately 16 years.

Table 5.1 Historical wave recording instruments at Durban and Richards Bay, their
operating periods and water depth (from Corbella & Stretch (2014b))

Instrument Date Depth (m)

Durban 23/08/2007 – 30/04/2013 30Directional Waverider
Richards Bay 11/06/1997 – 14/10/2002 223D Directional Buoy
Richards Bay 08/11/2002 – 30/04/2013 22Directional Waverider

Mid-latitude cyclones (with associated cold fronts), coastal lows, cut-off lows and
tropical cyclones have been cited as the main swell producing mechanisms along the
KwaZulu-Natal coast (Corbella & Stretch, 2012d; Mather & Stretch, 2012; Rossouw
et al., 2011). The reader is referred to Hunter (1987); Preston-Whyte & Tyson (1988)
and Taljaard (1995) for a detailed description of South African weather systems.
Coastal lows form closer to the coast than cut-off lows, mid-latitude and tropical cy-
clones. Therefore they are typically associated with smaller wave heights and shorter
periods. Mid-latitude cyclones that traverse west to east in the region south of the
country, drive long period southwesterly – southeasterly swell waves and occur during
the austral winter months. Cut-off lows are deep, low pressure systems that become
cut-off from the west–east moving mid-latitude cyclones (Preston-Whyte & Tyson,
1988). Their persistence can produce large swell waves with long periods. Tropical
cyclones produce long period waves typically from the north-east or east-north-east
and occur during late austral summer/early autumn months. However Mather &
Stretch (2012) argue that tropical cyclones that become stationary south of Madagas-
car can drive severe wave conditions resulting in extensive coastal erosion. Seasons
are defined in Table 5.2.

The wave data from Durban and Richards Bay will be used to demonstrate a
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method of linking spectral wave data to the above-mentioned circulation patterns.

Table 5.2 The allocation of months to seasons

Season Months
Summer December – February
Autumn March – May
Winter June – August
Spring September – November

5.2.2 Partitioning of spectral wave energy

The partitioning of spectral wave data is the separation of spectral energy into swell
energy and wind-wave or sea energy. The swell energy is usually characterised by
waves produced large distances away from the coast and have longer periods and
higher energy than local wind-waves. The proposed method is focussed on the origin
of the more energetic swell waves. In order to estimate the origin of specific swell
waves one must first remove the locally formed wind wave energy and partition the
swell waves that are produced from different forcing locations. Numerous authors have
taken an interest in developing partitioning algorithms (e.g. Gerling (1992); Hanson
& Phillips (2001); Portilla et al. (2009); Voorrips et al. (1997)) and Aarnes & Krogstad
(2001) provide a general review of these algorithms. The algorithm implemented in
this paper is a mixture of those proposed in Hanson & Phillips (2001) and Voorrips
et al. (1997).

Direct measurements of directional wave spectra S(ω, θ), where ω is frequency and
θ is direction, are often not archived because they are either considered unnecessary
or impractically large to store. Most available spectral data is therefore limited to
1-dimensional frequency spectra S(ω). Applying the partitioning algorithm to two-
dimensional spectra is similar to applications with one-dimension spectra. The reader
is referred to Hanson & Phillips (2001) for a detailed description of the partitioning
algorithm. Here we provide only a brief summary of this partitioning algorithm.

Initially the spectral peaks are isolated and separated using a steepest ascent al-
gorithm. A number of these isolated peaks will contain wind-wave peaks and these
are identified by a wave age criterion. All the peaks that satisfy the criterion are
considered to be local wind-waves and are removed from the partitioned data. The
remaining peaks are all swell energy but may belong to the same swell system. Mu-
tual swell peaks are combined if they satisfy a peak separation criterion. The peak
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separation criterion is satisfied if the peaks are within a threshold distance of each
other. The threshold contains a calibration factor κ which may be unique to par-
ticular data sets. Finally any partitions whose energy falls below a specified energy
threshold (A/(ω4

p + B)) are removed, where A and B are calibration factors.

Partitioning statistics

Partitioning statistics are required for the tracking algorithm (§ 5.2.3). The relevant
partitioning statistics are a partitioning identification number, the observation time
(t), the total energy (E), the significant wave height (Hs), the mean (ωm) and peak
frequency (ωp) and the mean direction (θm).

The total spectral energy is defined as

E =
∫

ω

∫
θ
S(ω, θ) dθ dω, (5.1)

The significant wave height is defined as

Hs = 4
√

E, (5.2)

and the mean frequency and mean direction are defined as

ωm = E∫
ω

∫
θ S(ω, θ)ω−1 dθ dω

, (5.3)

θm = arctan
(∫

ω

∫
θ S(ω, θ) sin θ dθ dω∫

ω

∫
θ S(ω, θ) cos θ dθ dω

)
, (5.4)

respectively.

5.2.3 Swell tracking

Cross Assignment of Wave Partitions

It cannot be assumed that all the partitioned spectra are uncorrelated and many swell
partitions may represent only one wave system. These dependent events need to be
collected by cross assignment criteria. Although both Hanson & Phillips (2001) and
Voorrips et al. (1997) provide cross assignment criteria neither have any theoretical
reason to be preferred over the other. The cross assignment criteria, as with other
partitioning criteria, are used mainly as a means to calibrate the cross assignments.
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For these reasons we create our own criteria, the bounds of which are determined
iteratively.

Two partitions, A and B, are cross assigned if they satisfy the following criteria:

1. |EA−EB |
EA

< 0.2

2. |θmB − θmA| < 20 ◦

3. |ωmA−ωmB |
ωmA

< 0.015

Each partition is compared to the 6 consecutive partitions. The comparison of
the 6 consecutive partitions is based on the assumption that it is unusual for more
than 3 swell sources to be identified in any one recording period. The latter has never
occurred in the available case study data. This is however a function of the specific
data set and the comparison length may need to be changed for other locations.

Swell origin identification

The swell source may be estimated from linear wave theory and the partitioning statis-
tics. The group velocity, Cg = g/4πd, can be rewritten in terms of frequency and travel
time to find the distance d to the wave origin, namely

d = g

4π
(

dω
dt

) . (5.5)

Assuming that the frequency at the observation point is increasing over time and that
the wave origin time, t0, can be calculated at ω = 0 we can calculate the wave origin
time as

t0 = −b

(
dω

dt

)−1

, (5.6)

where b is the ω intercept at t = 0. The rate of change of the frequency (dω
dt

) is
calculated from the best fit line between the observation time (t) and mean frequency
(ωm) of the cross assignment groups.

The distance to the swell origin can then be used with spherical geometry to
estimate the coordinates of the swell source. The source latitude and longitude are
given by Bartsch (1974) as:

ϕ = sin −1(sin ϕ0 cos θd + cos ϕ0 sin θd cos ϑ),

φ = φ0 + sin −1
(

sin θd sin ϑ

cos ϕ

)
,

(5.7)

85



Assimilation of ocean wave spectra and atmospheric circulation patterns
to improve wave modelling

where ϕ0 is the observation latitude, φ0 is the observation longitude, ϑ is the mean
direction of the cross assignment group, θd = d/RE is the angular distance from the
swell origin and RE is the radius of the earth.

Grouping of independent swell events

Before the characteristic circulation patterns can be assigned to swell origins the cross
assignment groups have to be collated into swell that have similar points of origin.
This is done on the assumption that waves formed at similar locations will have similar
forcing systems. To investigate the plausibility of this assumption we also carried out
an additional alternative grouping based on the wave characteristics.

The spacial groupings are defined by segments of circles extending from the wave
recording instrument into the ocean. The segment size may be defined at a user’s
discretion. Here we use segments of 22.5 ◦ divided into intervals of 5 ◦. Fig. 5.2
illustrates a segment of independent swell events.

The grouping by wave characteristics is defined in terms of significant wave height,
peak period and directions. All swell events that fall within a similar range of these
characteristics are grouped together. If the assumption that similar wave events are
formed by similar CPs is correct, then the two grouping methods should have a strong
correlation. Fig. 5.2 shows an example comparing the two methods. The small blue
dots are the swell sources grouped by location and the larger black dots are the swell
sources grouped by wave characteristics. The two methods of grouping show similar
results. The wave characteristics grouping contains less points as it is limited to a
specific range of wave heights, whereas the location grouping contains all the swell
events within a segment irrespective of wave height.

5.2.4 Atmospheric classification

Automated classification provides significant insight into high dimensional problems.
Different states are grouped together through a clustering technique such as k mean,
principle component analysis or artificial neural networks (Hewitson & Crane, 2002;
Huth et al., 2008). However in the aforementioned techniques, links to surface weather
phenomena are only made after the classes (or groups) are found (e.g. Camus et al.,
2014). The classification algorithm used in this study was first developed by Bárdossy
et al. (1995) and adapted by Pringle et al. (2014) to incorporate wave climate analysis.
The algorithm consists of two parts, firstly a set of CP classes are derived using an
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Fig. 5.2 A map of the Indian Ocean with the dashed lines showing the grouping seg-
ments. The small blue dots show a spatial grouping of swell sources and the larger
black dots show a grouping by wave characteristics. The grouping by wave characteris-
tics has the following parameters: 1.5m < Hs < 2.0m, 10s < Tp < 12s, 90◦ < θ < 135◦.
The large black dot indicates the location of the Durban wave recording buoy

optimization procedure and secondly CP anomalies at each time are assigned to a
particular class. The optimization procedure is guided by the significant wave height
(Hs) to an optimal solution using a set of objective functions and simulated annealing.
It follows that the classes derived in this supervised manner will have strong links
to wave behaviour and should provide insight into the causal mechanisms of regional
wave climates (Pringle et al., 2014).

The classification method herein is based on fuzzy logic and fuzzy-sets after Zadeh
(1965). The use of fuzzy logic allows the algorithm to quantify the meaning of state-
ments such as ‘strong low pressure’ (Bárdossy et al., 1995). Details of the method and
its performance can be found in (Bárdossy, 2010; Bárdossy et al., 1995, 2002; Pringle
et al., 2014; Stehlik & Bárdossy, 2003). Only a brief overview is given here.

The CP classes are defined as a fuzzy rule which consists of spatially distributed
fuzzy numbers that correspond to fuzzy-set membership functions. The jth class is
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described by the vector vj = [H(1, j), . . . , H(K, j)] for all grid points (1, . . . , k, . . . , K).
The matrix H contains all the rules (1, . . . , j). To each grid point k one of the following
fuzzy-set membership functions can be assigned based on the anomaly value (Pringle
et al., 2014):

Fuzzy set number 0 - any type of anomaly,

Fuzzy set number 1 - strong positive anomaly,

Fuzzy set number 2 - weak positive anomaly,

Fuzzy set number 3 - weak negative anomaly and

Fuzzy set number 4 - strong negative anomaly.

A degree of fit (DOF) is then assigned to each class for the CP anomaly at time t .
This means that the anomaly on any given day can belong to a degree to all classes.
However the class with the highest DOF value is assigned as the CP for that particular
day.

The classes are derived through an optimization procedure. The optimization is
based on a set of objective functions. It is through the objective functions that the wave
height is incorporated (Pringle et al., 2014). The first objective function corresponds
to extreme wave events. An event is defined as the time from when Hs ≥ 3.5m to the
time Hs < 3.5m.

O1(θ) =

√√√√ T∑
t=1

(p(Hs ≥ θ | CP (t))− p)2 (5.8)

where θ is a predefined threshold, T is the total number of days, p(Hs ≥ θ | CP (t))
is the conditional probability of an extreme event for a given CP on a day t, p is
the unconditional probability of exceedance for all days in period T . Two different
thresholds were considered : θ1 = 3.5 m and θ2 = 2.5 m). The two thresholds force the
algorithm to consider CPs driving both extreme wave events and medium size wave
events.

The second objective function corresponds to the average significant wave heights
and is defined as

O2 =
T∑

t=1

∣∣∣∣∣ln
(

Hs(CP (t))
Hs

)∣∣∣∣∣ (5.9)

where Hs(CP (t)) is the mean significant wave height at time t with a given CP class
and Hs is the mean daily wave height without classification.
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5.3 Results

The optimization procedure maximizes a linear combination of Equations 5.8 and 5.9.
This implies that the optimization aims to define a set of distinct classes based on the
wave height that have statistics significantly different from the mean (or unclassified
case).

5.2.5 Linking swell events to circulation patterns

The circulation patterns associated with storm swell energy are obtained by ensemble
averaging the anomalies that occurred at the estimated times of the swell origins for
each grouping of independent swell events. This average (or characteristic) CP can
then be plotted and compared with the location of the inferred grouped swell origins.
§ 5.3 presents the results for all the swell groupings.

The characteristic CPs are then classified according to § 5.2.4 into the classes
that best describe their appearance. The choice of the number of classes used in
the classification is generally subjective but Pringle et al. (2015) have provided an
objective method for estimating the optimal number of classes. They suggested a
range of 15 – 20 and therefore 16 CP classes were used for the present study. The
16 CP classes to which the characteristic CPs are assigned were delineated according
to the optimization procedure discussed in § 5.2.4 using the significant wave height
ERA-Interim pressure at a 6-hourly temporal resolution.

5.3 Results

The results obtained from analysis of the Durban and Richards Bay data are similar
so we focus on presenting results from the Durban data.

5.3.1 Partitioning KwaZulu-Natal wave data

Wind data is crucial in the separation of wind waves from swell waves. Fig. 5.3 shows
the wind roses of Durban and Richards Bay.
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Fig. 5.3 Wind roses for Durban (31/05/2002 – 31/07/2013) and Richards Bay (19/08/1993 – 31/07/2013
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An example of partitioned data, both in terms of the associated frequency spectra
and the directional energy spectra, is shown in Fig. 5.4. Fig. 5.4a shows the unpar-
titioned spectral data and the recorded wind vector, Fig. 5.4b shows the partitioned
swell component in the data and Fig. 5.4c shows the partitioned wind-wave compo-
nent. The plots show that the partitioning algorithm has effectively separated the
locally generated wind-waves from the swell waves. The 2-dimensional plots illustrate
how the wind waves are significantly different from the swell waves in both energy,
direction and period.

The calibration factor κ for the peak separation criterion was calculated iteratively
and a value of 0.8 was adopted. The function A/(ω4

p + B) was used to define the peak
energy threshold following Hanson & Phillips (2001). The parameters A and B were
chosen as A = 1.0 × 10−5 and B = 1.0 × 10−3 respectively. The intention of the
threshold is to eliminate noise and Fig. 5.5 shows the spectral energy for the Durban
data relative to the specified energy threshold.

91



A
ssim

ilation
of

ocean
w

ave
spectra

and
atm

ospheric
circulation

patterns
to

im
prove

w
ave

m
odelling

0°

45°

90°

135°

180°

225°

270°

315°

0.05
0.10

0.15
0.20

0.25

3.6 m/s

0°

45°

90°

135°

180°

225°

270°

315°

0.05
0.10

0.15
0.20

0.25

0°

45°

90°

135°

180°

225°

270°

315°

0.05
0.10

0.15
0.20

0.25

0.0

0.5

1.0

3.0

5.0

7.0

a b c
Directional wave spectrum

0.00 0.05 0.10 0.15 0.20 0.25 0.30
Frequency (Hz)

0

1

2

3

4

5

P
o
w

e
r 

S
p
e
ct

ra
l 
D

e
n
si

ty
 (

m
2

/H
z)

0.00 0.05 0.10 0.15 0.20 0.25 0.30
Frequency (Hz)

0

1

2

3

4

5

P
o
w

e
r 

S
p
e
ct

ra
l 
D

e
n
si

ty
 (

m
2

/H
z)

0.00 0.05 0.10 0.15 0.20 0.25 0.30
Frequency (Hz)

0

1

2

3

4

5

P
o
w

e
r 

S
p
e
ct

ra
l 
D

e
n
si

ty
 (

m
2

/H
z)

d e f
Frequency energy spectrum

Fig. 5.4 An example of a directional energy spectrum (a) and frequency spectrum (d) partitioned into their respective swell
(b & e) and wind-wave spectra (c & f)
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Fig. 5.5 The minimum energy threshold for the Durban data as defined by A/(ω4
p +B).

The dots show the total energy of each swell partition.

5.3.2 Swell origins and associated circulation patterns

The derived spatial origins of the cross-assigned swell are shown in Fig. 5.6. The dots
indicate the origin of the swell and the colour of the dots indicates the associated wave
periods. As expected the shorter wave periods have origins closer to the coast than
the longer wave periods. The majority of the swell wave events originate from the
south east and have wave periods above 10 seconds.

Fig 5.7 shows five characteristic CP anomalies, the classes to which the classifica-
tion algorithm assigns the anomalies, and the associated wave directional spectra. The
swell origins shown as dots in Fig. 5.7 were grouped according to the spatial grouping
method described in § 5.2.3. Visually, the characteristic CPs only weakly resemble the
CP classes to which they are assigned. Furthermore the associated CP anomalies show
a high degree of variability. While their shapes are similar to the identified classes
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Fig. 5.6 A map of the Indian Ocean with the coloured dots showing all the swell sources
for Durban. The colours depict the swell periods as defined in the legend. The large
black dot indicates the location of the Durban wave recording buoy

their strengths are significantly weaker (values ranging from about -0.5 to +0.5). This
may be attributed to the movement of low pressure cells within the vicinity of the swell
origins or inaccuracy in the location and grouping of the swell origins. According to
this method of swell grouping, the characteristic CPs are similar to west–east moving
mid-latitude cyclones that frequent the region south of the country. The large area
of high pressure shown in Fig. 5.7 (c) is typical of the pattern associated with the
passage of mid-latitude cyclones.

Grouping the swell origins using the associated wave characteristics (Fig. 5.8) yields
results with stronger associated CPs and therefore improved fidelity in associating CPs
with the swell origins. The associated CPs were classified as (a) & (b) CP03, (c) CP08,
(d) CP07 and (e) CP09. Their statistics are shown in Table 5.3. The wave parameters
used for grouping the swell origins were as follows:

(a) Hs = 1.5− 2.0 m, ω = 0.1− 0.088 Hz, θ = 90− 135 ◦

(b) Hs = 1.5− 2.0 m, ω = 0.0875− 0.075 Hz, θ = 90− 135 ◦
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(c) Hs = 1.5− 2.0 m, ω = 0.0875− 0.075 Hz, θ = 135− 180 ◦

(d) Hs = 2.0− 2.5 m, ω = 0.1− 0.088 Hz, θ = 90− 135 ◦

(e) Hs = 2.0− 2.5 m, ω = 0.088− 0.075 Hz, θ = 135− 180 ◦

Wave heights above 3.0 m were not considered since there were too few events on
record during the time period considered using directional wave data (see Table 5.1).
According to Table 5.3 CP07 is associated with the majority of extreme wave events,
while CP09 contributes the largest percentage of extreme wave events during winter.
All CP classes occur infrequently (4% – 6%). Figs. 5.7 and 5.8 show that the main
driver of wave events is the strong coupling of low and high pressures to the east of
the country. The location and orientation of this coupling defines the characteristics
of the wave events such as wave height, direction and period.

5.3.3 Average wave directional spectra and associated circu-
lation patterns

Atmospheric circulation patterns contain important information on wave height (or
energy), direction and frequency which is of particular importance to coastal vulner-
ability assessment. This is shown specifically in Fig. 5.9 which contains average wave
directional spectra for each CP. It is also clear that the classification algorithm is able
to capture CP classes with significantly different wave characteristics. CP07 and CP09
Fig. 5.9(b) and (d) are associated with the largest wave energies which is also reflected
in Table 5.3 as these two CPs contribute the most towards extreme wave events. The
direction of wave attack is strongly linked to the orientation of the high-low pressure
coupling. For example CP09 has a high-low pressure coupling such that it drives a
strong southerly wind and hence wave energy is from the south. CP03 and CP08
Fig 5.9 are associated with low to medium wave energies. Fig 5.9(a) suggest that the
higher frequency easterly component of the wave energy is driven by the low/high
coupling to the east of the country. However the atmospheric driver of the lower
frequency southerly component is unclear. Typically this pattern (CP03) resembles
the high pressures that follows the west-east propagating mid-latitude cyclones which
drives southerly to south-easterly waves which explains the southerly component of
the wave energy. This is also seen in Fig 5.9(c) and (d) in which CP08 and CP09
resemble mid-latitude cyclones with a strong component of southerly wave energy.
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Fig. 5.7 The origins of swell events and associated CP anomalies using the spatial grouping method. The class assigned by
the classification algorithm is shown in the top panel. The swell origins (dots) and associated average CP anomalies are
shown in the centre panel. The associated wave directional spectra are plotted in the bottom panel. The characteristic CPs
are classified as (a) CP15, (b) CP10, (c) CP12 (d) CP15 and (e) CP10.
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Fig. 5.8 The origins of swell events and associated CP anomalies using the wave characteristics grouping method. The
class assigned by the classification algorithm is shown in the top panel. The swell origins (dots) and associated average CP
anomalies are shown in the centre panel. The associated wave directional spectra are plotted in the bottom panel. The
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Fig. 5.9 The average wave directional spectra for associated CPs: (a) CP03, (b) CP07, (c) CP08 and (d) CP09.
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Table 5.3 CP occurrence frequencies and their associated wave event statistics. The
wave height threshold θ used to define the wave events was θ = 3.5 m for this data.

CP CP03 CP07 CP08 CP09
Occurrence frequency (p(CP )) %

Summer 6.54 6.49 5.85 4.15
Autumn 5.41 5.55 4.83 5.27
Winter 6.07 4.66 4.30 5.31
Spring 5.53 5.70 5.58 4.74
All Seasons 5.89 5.60 5.13 5.13

Contribution to extreme events (p(CP | θ)) %
Summer 0.00 26.6 0.00 0.00
Autumn 7.89 10.5 0.66 10.5
Winter 9.52 11.1 4.76 17.5
Spring 5.26 44.7 0.00 7.89
All Seasons 7.38 16.2 1.48 11.1

5.4 Discussion

The main proposition underpinning this study was that linking the occurrence of storm
waves at a location of interest to atmospheric circulation patterns can improve anal-
ysis and modelling in coastal vulnerability assessments or coastal engineering design
applications. We have demonstrated that spectral partitioning into non-local swell
components and local wind-wave components can be used to track the origins of the
swell waves and thus link them to their associated atmospheric circulation patterns.
The successful establishment of these links is complex and our experimentation has
highlighted some of the difficulties in achieving this.

The partitioning procedure contains various calibration factors that affect the out-
comes e.g. for spectral peak separation and defining the energy threshold. The reader
is referred to Hanson & Phillips (2001) for an explanation of the calibration factors.
The cross assignment conditions in the swell tracking algorithm (§ 5.2.3) may also be
site specific. The dependence on user defined calibrations makes the procedure less
robust and detracts from its generality.

Perhaps the largest uncertainty is contained within Eqs. 5.5 and 5.6. Due to the
dispersive nature of surface waves we expect waves with the largest wave periods to
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have traveled from the greatest distances. However, there are occasions when dω/dt

for wave events with long wave periods are similar to those with small wave periods.
Such events may therefore be grouped unrealistically close to one another, perhaps
due to neglecting dissipation effects. Incorrect spatial and temporal placement can
create errors when linking CPs with the swell origins. Therefore outlier values need to
be removed from the spatial and/or wave characteristic groupings prior to analysis of
their associated CPs. Here we eliminated frequency values that were more than one
standard deviation from the mean.

Fig. 5.6 shows all the unique swell events for the Durban data and illustrates some
of the above-mentioned issues with the procedure. The swell origins are the small dots
and they are coloured according to the magnitude of their wave periods. The swell
origins largely behave as expected with the shorter period waves forming closer to
shore than the longer period waves. However there are examples when this is not the
case due to the reasons noted above. Some events are also estimated to have formed
over Madagascar which is obviously not possible.

The linking of CPs to wave origins based on the spatial grouping method (Fig. 5.7)
showed high variability that suggests erroneous coupling of storm origins with CP
anomalies. However the method of grouping based on wave characteristics (Fig. 5.8)
performed much better in this regard. Pringle et al. (2014) noted that it is possible
for a specific storm to belong to a number of classes during its development because
the set of classes represent different atmospheric states with no attached temporal
information. The relative orientation of high and low pressure anomalies is also not
directly incorporated into the CP classification procedure. This may be important
for discriminating between waves from different directions because the locations of
high and low pressures influences the direction of the surface wind field that drives
wave formation. In general the strongest winds occur in the zone between high and
low pressures where the pressure gradient is high. However the results in Fig. 5.9
indicate that the CP classification algorithm can successfully discriminate between
wave spectra of varying strength and direction. Therefore we propose that the CPs
are a physically meaningful way to describe complex wave climates.

Although the algorithm has limitations it can have significant benefits in some
applications. The linking of spectral wave energy to CPs is valuable in spectral wave
models. As shown in § 5.3 different circulation patterns produce different spectral
shapes. It would therefore be erroneous to assume the same spectral shape for all wave
conditions or to use the default spectral characteristics provided by some spectral wave
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models (e.g. SWAN). The link between the spectral data and the CPs can be used to
fit a parametric model to the spectral data to study the impacts of specific CPs on
the coastline. For example the specific spectral shape for swell produced by tropical
cyclones can be used to model their potential impacts. This may also be useful for
the study of climate change phenomena where one could study the changes in forcing
mechanisms as opposed to directly investigating the wave data.

Another important application of the algorithm may be found in the statistical
analysis of extreme wave events and wave climate modelling. Firstly it provides a
physically meaningful way to identify independent events. Furthermore it provides a
method to differentiate and model wave directional spectra in complex wave climates.
The classical method of defining independent events uses wave height thresholding and
cannot reliably define statistically independent events. The proposed algorithm avoids
the mixing of statistically independent events by linking them to specific meteorologi-
cal systems in terms of their CPs. An example is shown in Fig 5.10 of a recorded wave
event on the east coast of South Africa with two different causal weather systems.
These two events may have been grouped as one using the two week time threshold
proposed by Corbella & Stretch (2012d). Li et al. (2014) used the classical method
of defining storm independence when they proposed a method of modelling multi-
variate storm parameters. In their method they identified that their model failed to
capture the physical limits of the storm driving forces. Camus et al. (2011) utilised
classification algorithms to group wave events with similar characteristics within a
complex wave climate for modelling purposes. The more recent work by Camus et al.
(2014); Espejo et al. (2014) also developed the links between atmospheric CPs and
the aforementioned wave climate. However these links were found after CP classifica-
tion, whereas in the method presented here the derivation of the CP classes is based
a priori on their link to the wave climate. This distinction and its benefits are further
discussed by Bárdossy et al. (2015). The results shown in § 5.3.2, 5.3.3 and Figs 5.7,
5.8 indicate that grouping events with similar characteristics on the assumption that
they are driven by similar CPs is valid at our case study site. Exploiting these links
can significantly improve statistical models.

101



Assimilation of ocean wave spectra and atmospheric circulation patterns
to improve wave modelling

4.5 3.0 1.5 0.0 1.5 3.0 4.5

0° 10°E 20°E 30°E 40°E 50°E
50°S

40°S

30°S

20°S

10°S

0° 10°E 20°E 30°E 40°E 50°E
50°S

40°S

30°S

20°S

10°S

(a) (b)

2001/4/4 2001/4/5 2001/4/6 2001/4/7 2001/4/8 2001/4/9 2001/4/10
Date

0

1

2

3

4

5

6

H
s 

(m
)

(c)

Fig. 5.10 An example of storm wave events in 2001 with two different driving weather
systems: (a) a mid-lattitude cyclone occurring on 2001/04/03, and (b) a tropical
cyclone occurring on 2001/04/08. Both events may have been grouped as one storm
by traditional threshold based methods. A threshold of 3.5m is shown by the dashed
line in (c)

5.5 Conclusions

In this paper we have proposed a new method for linking atmospheric circulation pat-
terns to wave spectral characteristics. This seems to be the first attempt at exploring
this link for regional wave data in the south west Indian Ocean. The wave spec-
tral energy distributions have been shown to be related to the relative positions and
orientation of low and high pressure anomalies. The new methodology may lead to
improved inputs to spectral wave models, aid in the study of climate change impacts,
and improve the identification of statistically independent wave events and multivari-
ate statistical models.

102



Chapter 6

Stochastic simulation of regional
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Abstract

Statistical modelling of wave climates is an important tool in coastal/ocean engineering
design and vulnerability assessments. Modern techniques of multivariate modelling
that exploit copulas are now being developed and used for risk assessment applications
in diverse fields ranging from finance to hydrology and coastal engineering. Many
such statistical models do not directly exploit the physical links between events of
interest, such as floods or extreme storm waves, and their fundamental drivers. On the
other hand, process-based models that attempt to include those links, are subject to
modelling errors due to our limited understanding of the processes and/or limitations
in the available computational resources to adequately resolve those processes. In this
paper we introduce a new mixed approach to the stochastic simulation of wave climates
that is conditioned on synoptic scale meteorological circulation patterns (CPs) as the
key drivers of waves. Copulas are used for the multivariate dependence structure in
the model while the CP occurrences are treated as a Markov chain. Simulated wave
time series are shown to reproduce observed wave statistics from a case study site,
including extremum statistics. The new techniques presented here should improve
statistical modelling while retaining their simplicity and parsimony relative to full
process-based models.

6.1 Introduction

It is important for coastal engineers, planners and managers to have detailed char-
acterisations of regional wave climates in order to carry out design and/or coastal
vulnerability assessments. Long term wave observations are generally needed to quan-
tify risks and specify design criteria. However when wave observations are limited
to relatively short periods, risk assessment and future projections are more uncertain
especially within the context of climate change. The application of global wave mod-
els seems an attractive solution. However the accuracy of wave data derived from
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these models depends strongly on wind field inputs that are themselves predicted by
a model that relies strongly on reanalysis using data assimilation. As a consequence,
they can be poor at predicting extreme events, and are unable to accurately predict
future wave climate scenarios (Caires et al., 2004; Chawla et al., 2013; Stopa & Che-
ung, 2014; Swail & Cox, 1999; Tolman et al., 2002). Multivariate statistical models
have recently been used to address this issue (e.g. Callaghan et al., 2008; Corbella &
Stretch, 2013). However, a drawback of purely statistical models is that they are not
directly linked to the physical drivers of the wave climate and therefore can potentially
produce unrealistic results.

Synoptic scale atmospheric circulation patterns (CPs) that can be identified through
classification techniques have recently been shown to have strong links to regional wave
climates (Camus et al., 2014; Corbella et al., 2015; Espejo et al., 2014; Pringle et al.,
2014). They provide a physically meaningful way to describe changes in wave state
and to identify independent storm events. These characteristics can be exploited to
model wave climates statistically. Bárdossy & Pegram (2011); Camus et al. (2014)
have shown that CPs can be used to successfully downscale output from regional cli-
mate models. Such models are limited in their applicability because the downscaling
technique can only correct statistical properties of the estimated wave climate. CPs
have not yet been used to directly model regional wave climates based on the associ-
ated intra-dependence structure between variables such as wave height (Hs), direction
(D) and period (Tp).

The simulation of wave climates can be approached in two different ways (Solari &
Losada, 2011). The first is to simulate entire wave records and the second is to sim-
ulate individual storm events with different durations and inter-arrival times (see e.g.
Callaghan et al., 2008; Corbella & Stretch, 2013; Solari & Losada, 2011). Simulating
storms typically requires the subjective selection of a wave height threshold to define
the start and end of a storm (Corbella & Stretch, 2013; Li et al., 2014). In contrast
simulating entire wave records reproduces the natural changes in wave states between
the extreme events.

In the past AR (auto-regressive) or ARMA (auto-regressive moving average) mod-
els have been used to statistically model regional wave climates. Examples of these
techniques are given by Cunha & Guedes Soares (1999); Guedes Soares & Ferreira
(1996); Solari & Losada (2011). However these models are purely statistical with no
links to the physical mechanisms driving wave development. Furthermore the use
of AR or ARMA models requires stationary statistics. Wave climates are typically
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non-stationary and not normal. Therefore the general Box-Cox transformations are
required to normalise the data after which the data must be transformed further to
ensure it is stationary (Box & Cox, 1964). However CPs provide a physically meaning-
ful framework to model non-stationary statistics. For example the transitions between
CPs and their seasonal or longer term variations can naturally delineate changes in
wave states. Links to CPs can therefore be exploited to simplify non-stationary sta-
tistical wave modeling. Such an approach is also well suited to the task of simulating
long wave records for investigating climate change effects.

In this paper we present a mixed approach to the stochastic simulation of wave
climates that is conditioned on the synoptic scale circulation patterns that drive them.
This new modelling approach is first described and then some simulation results are
presented that illustrate the model’s efficacy in reproducing the statistics of an ob-
served wave climate at a case study site.

6.2 Methods

6.2.1 Case Study Site

The regional wave climate along the east coast of South Africa (Fig. 6.1) is commonly
referred to as highly energetic (Mather & Stretch, 2012; Rossouw et al., 2011; Taljaard,
1967). A number of weather patterns are associated with the generation of this wave
climate. Mid-latitude cyclones, cut-off lows and tropical cyclones have been linked to
major wave events (Corbella et al., 2015; Mather & Stretch, 2012; Pringle et al., 2014).
However the role of tropical cyclones is debatable and according to Mather & Stretch
(2012) they tend to drive large wave events only when they become stationary south
of Madagascar and north-east of Durban.

Table 6.1 The allocation of months to seasons

Season Months
Summer December – February
Autumn March – May
Winter June – August
Spring September – November
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Fig. 6.1 Locations of the wave observation buoys at Durban and Richards Bay, along
the KwaZulu Natal coastline (Pringle et al., 2014).

6.2.2 Data Sources

The atmospheric classification algorithm used herein was applied to pressure anomalies
on the 700 hPa geopotential height with a grid resolution of 2.5◦(10◦S 0◦E - 50◦S 50◦E)
at a 6-hourly temporal resolution. This region is of sufficient size to include weather
patterns responsible for swell waves (Corbella et al., 2015). Positive and negative
anomalies indicate regions of relatively high and low surface pressures respectively.
Anomalies are defined relative to the mean and normalised by the standard deviation
for each Julian day j(t). The anomaly h at location i and time t is thus given by

h(i, t) = k(i, t)− µ(i, j(t))
σ(i, j(t)) (6.1)

where k(i, t) are the geopotential heights and µ(i, j(t)) and σ(i, j(t)) are the mean and
standard deviation values at location i and for Julian day j(t). The Julian day function
provides a smooth transition between CP states on different days. The pressure data
was obtained from the ERA-Interim dataset (http://apps.ecmwf.int/datasets/) for the
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period 1979–2012 at 6-hour intervals.
The 700 hPa geopotential height was selected for the atmospheric classification

because it has been widely used previously in similar weather pattern classifications
(see e.g. Bárdossy et al., 2015) and this prior knowledge and experience can be used
for comparison purposes. Tests using sea level pressures showed only small differences
in the outcomes. The lower level pressures are also typically more "noisy" (i.e. have
more small scale variability due to boundary layer effects), which can adversely affect
the optimisation process used to derive the CPs.

Wave data used to guide the classification algorithm were obtained from the Dur-
ban and Richards Bay waverider buoys (Fig. 6.1). A previous study has shown a
strong correlation between wave height data from the two buoys (Corbella & Stretch,
2012d). Therefore data from the Richards Bay waverider were used to supplement
missing data within the Durban dataset. The data comprises significant wave height,
direction and period at 3-hour intervals. Wave height and period have been recorded
for approximately 18 years from 1992–2009 whereas wave direction measurements have
only been recorded from 2007.

6.2.3 General Approach

This section briefly outlines the new CP-wave simulation technique after which a more
detailed description is provided in the sections that follow.

Firstly a fuzzy rule based classification algorithm is applied to gridded anomalies
within the 700 hPa geopotential height at a 6-hourly temporal resolution to delineate
CPs that are associated with wave development. A transition matrix is calculated to
describe the movement between classes. Secondly the distributions of wave climate
variables are for each CP are calculated and their dependence structures are evaluated
using Archimedian copulas. A pseudo-random CP sequence is simulated based on the
transition matrix for N years at a 6-hourly interval. From the simulated CP sequence
wave climate variables are simulated based on the associated CP based dependence
structures.

6.2.4 Classification of Atmospheric Circulation patterns

Pattern recognition algorithms aim to provide insight into multi-dimensional processes
(Huth et al., 2008). They involve identifying common states (or classes) which exhibit
similar properties and then grouping similar states together using a classification tech-
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nique (Huth et al., 2008). Examples include k-means clustering, principle component
analysis (PCA) and the use of artificial neural networks (ANN) (Hewitson & Crane,
2002; Huth et al., 2008). In the case of climate studies the links between different
classes and a surface variable of interest are typically only made after the classes have
been derived. However the technique used herein is distinct in that it has intrinsic
links to wave characteristics because wave heights are incorporated into an optimi-
sation procedure that identifies an optimal set of classes using objective functions.
The algorithm is based on fuzzy logic and was developed by Bárdossy et al. (1995)
and adapted by Pringle et al. (2014) to asses the drivers of regional wave climates.
Bárdossy et al. (2015) have highlighted an advantage of including the variable of in-
terest directly into the classification method by showing that the educed CP classes
can differ for different guiding variables.

The first type of objective function used to derive the optimal set of CP classes is
designed to select classes associated with strong wave events, i.e. those classes within
which the frequency of exceeding specified wave height thresholds is significantly higher
than the unconditional exceedance frequency. Whence

O1(θ) =

√√√√ T∑
t=1

(p(Hs ≥ θ | CPt)− p)2 (6.2)

where θ is the prescribed wave height threshold applied over the time period T , CPt

is the class assigned at time t and p is the unclassified relative frequency of an event.
Two wave height thresholds were used (Pringle et al., 2014): (a) θ = 3.5 m, since wave
heights greater than this are associated with severe coastal erosion on the KwaZulu-
Natal coastline (Corbella & Stretch, 2013); (b) θ = 2.5 m, a threshold associated
with midrange wave heights. The addition of the midrange wave height threshold
reduces the ‘noise’ or ‘spiky’ behaviour of the objective function and improves the
optimization.

A second type of objective function was used to select CP classes that are associated
with wave heights significantly different from the unconditional mean. Whence

O2 =
T∑

t=1

∣∣∣∣∣Hs(CPt)
(Hs)

− 1
∣∣∣∣∣ (6.3)

where (Hs) is the unconditional average significant wave height and Hs(CPt) is the
average significant wave height for the given CP class assigned at time t.
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A linear combination of the objective functions (Eq. 6.2 and 6.3) was used to
locate an optimal set of CP classes using a simulated annealing optimisation algorithm.
Further details of our CP classification technique used herein are given in Bárdossy
(2010); Bárdossy et al. (1995, 2015); Corbella et al. (2015); Pringle & Stretch (2015);
Pringle et al. (2014). The outcome of the CP classification process is shown in Fig 6.7
where the average anomalies associated with the full set of derived CPs are presented.
The number of CPs used in the classification (sixteen in this case) was based on the
entropy criterion suggested and tested by Bárdossy et al. (2015); Pringle & Stretch
(2015).

6.2.5 Wave Climate Simulation

A complex, challenging and arguably the most important part of wave climate sim-
ulation is the modelling of their multivariate dependency structure. The dependence
structure between variables such as wave height (Hs), direction (D) and period (T )
is typically modelled using copulas or a joint probability method (JPM) (Callaghan
et al., 2008; Corbella & Stretch, 2013; De Michele et al., 2007; Li et al., 2013). In
high dimensional environments the relationships between variables can be unclear and
difficult to derive. However a link to CPs can provide insight into these relationships
and can simplify their modelling. For example the temporal sequence of wave climate
variables (Hs, D and T ) depend strongly on the occurrence of different CPs. Therefore
the CPs drive changes in the state of the wave climate. For example some CPs are
associated with calm periods while others are associated with extreme events. The
natural transitions of CPs between different states can therefore provide a physically
based temporal sequence of wave climate variables.

A summary of the steps used for the wave climate simulation is as follows:

1. Classify the observed pressure data as discussed in § 6.2.4.

2. Calculate the occurrence statistics for each CP and derive a CP transition matrix
(e.g. Table 6.2).

3. Calculate the distributions of wave climate variables for each CP and evaluate
their dependence structure (e.g. Fig. 6.4,6.5,6.8 & 6.9).

4. Simulate a pseudo-random CP sequence based on the transition matrix for N

years and 6-hour intervals.
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5. Simulate wave climate variables for the CP sequence using the CP based depen-
dence structure (e.g. Fig 6.6).

6. Repeat steps 4-5 M times.

Simulating a CP sequence

A Markov Chain was used to model the transitions between CPs. A transition proba-
bility matrix was constructed to describe the temporal sequencing of the CPs. The CP
sequence can be expressed in terms of conditional probabilities P (CPt |CPt−1) = p

(s)
ij

where p
(s)
ij i, j = 1 . . . n is the probability of a specified CP occurring at time t given

the CP at the preceding time step (t−1) during season s, where n is the total number
of CP classes (n=16 in this case). The transition probabilities were estimated for each
season to account for the seasonal features of the wave climate: seasons are defined
in Table 6.1. The conditional probabilities p

(s)
ij made up the transition matrices for

each season. A preliminary analysis of the transition probability matrix shows strong
diagonal dominance due to the high CP persistence over the 6-hour time intervals.
This is shown in Fig 6.2. In other words the probability of a CP remaining the same
for consecutive time steps is high. This pattern stability or persistence drives large
waves towards the coast since the CP associated wind field has time to develop the
sea state. The transition probability matrix also shows that changes in CP regimes
favour transitions to particular successor CPs. For example in Fig 6.7 the CP in row
1 column 1 is most likely to move to the CP in row 1 column 2 since that has the
dominant transition probability for the transition to another CP.

The simulated CP sequence was 100 years long with a 6-hour temporal resolution.
This process was repeated 101 times to obtain a suitable sample size and account for
a number of different scenarios. From the simulated CP sequence it was then possible
to simulate a set of 101 wave climates each spanning 100 years.

Marginal Distributions

In order to simulate wave climates conditioned on the occurrence of different CPs it is
important to accurately describe the relationships of Hs, T and D within each CP. The
marginal distributions for Hs, T were modeled using a non-parameteric kernel density
estimation (KDE) technique (Rosenblatt, 1956), whereas wave directions (D) were
sampled from the empirical distribution. The fixed width kernel density estimator is
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Fig. 6.2 Transition probability matrices showing strong diagonal dominance in CP
transitions. Arbitrary CP numbers are assigned to the classes and are shown on the
plot as the x and y axes accordingly.
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defined as
f̂(x) = 1

dN

N∑
i=1

K
(

x− xi

d

)
(6.4)

where d is the kernel width (referred to as the bandwidth), N is the total number of
sample points and K is a kernel function describing the shape of the individual kernels.
The kernel function K(·) has a mean of zero and density of one: in this case the kernels
were assumed to be Gaussian N(0, 1). The KDE technique has the advantage that it
does not rely on fitting a particular distribution to the dataset. However the method
does not describe extreme values well. This is because it is based on observations
that are limited by the maximum value on record. To account for this limitation
exponential tails were fitted to the two largest observed values on record. This can be
justified by an assumption that the tails of distributions often approach an exponential
distribution (Gyasi-Agyei & Pegram, 2014; Maidment, 1993). An exponential tail is
given by

F (z) = 1− (1− pe) exp [−(z − ze)/L] (6.5)

where the pair (ze, pe) corresponds to the second largest value ze and its associated
cumulative frequency pe. The parameter L is derived by substituting the largest
observed value and it’s associated cumulative frequency. Examples of this technique
are shown in Fig 6.3 for CPs associated with both small and large waves. This method
of estimating extremes was only applied to (Hs) values.

Simulating Waves

The aim of this study was to develop a simple method to simulate regional wave
climates driven by CP occurrences. However there are fundamental properties of
wave mechanics that must be incorporated. An example is the existence of temporal
dependence in wave heights e.g. large waves tend to follow large waves and similarly
for small waves. Other examples include the relationships between wave heights, wave
periods, and wave directions.

In order to correctly model the temporal sequence of wave heights their lag one
(6-hour) correlation was investigated. Temporal correlations at larger time lags are
more difficult to interpret because there is limited data at larger lag times due to
our approach of conditional sampling on CP occurrences. The Kendall’s tau statistic
showed strong correlation between wave heights at a 6-hour temporal shift. The log
transform was applied to wave height values to normalise and reduce sampling bias.
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Fig. 6.3 Cumulative frequency distributions for CPs associated with small wave heights
(solid line) and a CP associated with large waves (dashed line). Also shown are the
exponential tails for each distribution (red) calculated from Eq. 6.5.

This revealed strong dependence in both the upper and lower tails of the distribution
- an example is shown in Fig. 6.4(a) &(b).

The strong tail dependence suggests that a simple AR model would not capture
such detail correctly and therefore a copula based approach was considered. Details
of the copula approach are discussed in § 6.2.7

Observed sample pairs of wave period (T ) and wave height (Hs) indicate that the
largest values of each variable were correlated whereas no clear correlation is evident
for low wave heights. An example of this relationship is shown in Fig 6.9. Therefore
the wave period was simulated using a copula approach conditioned on the wave height
for the given CP at each time step. The copula approach is well suited to describe
complex relationships between variables. Marginal distribution functions for Hs and
T were estimated according to § 6.2.5.

The data indicated no clear relationship between wave height and average direction
for small to average wave heights. However Fig 6.5 shows that larger waves (Hs ≥ 3m)
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Fig. 6.4 (a) A sample scatter plot of log transformed wave heights with 6-hour separa-
tion showing strong dependence and (b) the lag one wave height plot of the marginals
F (H t

s) and F (H t+1
s ) showing the rank correlation.

are associated with wave directions between 135◦−180◦. Therefore the wave directions
were simulated conditioned on the wave height from their empirical distributions for
each CP. The reason for this choice in simulating wave directions was that the avail-
able data for wave directions at the case study site were limited to approximately 5
years. Therefore fitting conditional marginal distributions to the dataset is difficult.
Furthermore the empirical distributions limit the wave directions to physically realistic
values. This prevents the simulation of waves with directions that are unrealistic. An
alternative approach where the wave simulation is conditioned on the wave direction
(rather than CP occurrence) is discussed in § 6.4.

6.2.6 Physical Limits

Naturally occurring physical limits on wave climate parameters prevent the occurrence
of unrealistic values. However in some instances it is possible to simulate such values
using statistical models. Examples of the physical limitations include wave breaking
due to steepness or water depth and the direction of the approaching waves relative
to the coastline. Waves can only approach a coastline from its seaward side which is
a function of the coastal orientation. Wave steepness is defined as the ratio of wave
height (H) to wave length (L) and for deep water is given as (e.g. Goda, 2008)

H

L
= 2πH

gT 2 (6.6)
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Fig. 6.5 Observed wave height and directions for a particular CP.

where g is the gravitational constant and T is the wave period. The maximum wave
steepness was assumed as 1

7 (Michelle, 1893).
While the link with CPs constrain the wave climate parameters to a certain range

on average, it is still possible to simulate unrealistic combinations of values. For
example simulating a small period with a large wave height or a wave direction that
cannot occur relative to the coastal orientation. Therefore to account for this the wave
period T was limited by Eq 6.6 given the simulated wave height. Significant attention
has been focussed on large wave heights or limiting the wave height due to steepness
and water depth restrictions. However it is also possible to simulate waves that are
unrealistically small. To address this the simulated waves were restricted by a lower
bound that was the smallest observed wave height. Wave direction was simulated
according to § 6.2.5.

6.2.7 Copula Based Simulation

Copulas have been widely used for describing and modelling the dependence struc-
ture in multivariate statistics. Recently they have been applied to risk assessment
within the coastal engineering context including coastal erosion prediction based on
multivariate wave statistics (Corbella & Stretch, 2012a, 2013; Li et al., 2013, 2014).
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Fig. 6.6 Example of a simulated storm sequence showing the wave height (a), wave
period (b) and wave direction (c).

An advantage of copulas is that the dependence structure between random vari-
ables is completely described by the copula function independently of the individual
marginal distribution functions. Sklar (1959) showed that a copula can describe the
joint cumulative multivariate distribution function H(x1, . . . , xn) for continuous ran-
dom variables x1, . . . , xn such that

H(x1, . . . , xn) = C{F (x1), . . . , F (xn)} (6.7)

where C{·} is the copula function and F (x1) . . . , F (xn) are the individual marginal
distributions functions for x1, . . . , xn continuous random variables.
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Archimedean copulas provide a relatively simple framework for constructing a cop-
ula from an observed set of random variables. They can be described by a single
parameter based on the sampled Kendall’s tau statistic. A detailed description of
Archimedean copulas is given by Nelson (2006). In the bivariate case an Archimedean
copula C(u, v) can be formally defined as

C(u, v) = ϕ−1(ϕ(u) + ϕ(v)) (6.8)

where ϕ is a generator function that is continuous and strictly decreasing from [0,1]
to [0,∞], u = F (X) and v = F (Y ) are the marginal distribution functions for the
random variables X, Y.

Two different copulas were used to simulate the pairs Hs-Hs and Hs-T values for a
given CP. Firstly the temporal sequence of wave heights was simulated using the N12
copula. This copula is well suited to describe the relationship between variables that
exhibit strong dependence especially in the extremes as shown in Fig 6.4. The N12
copula is described in Nelson (2006) with generator function

ϕ(q) =
(

1
q
− 1

)θ

(6.9)

where q is a value between (0,1) and θ = 2/(3(1− τ)) with τ being the Kendalls tau
statistic.

The temporal sequence of wave heights were simulated as follows:

1. Randomly select initial H(0)
s value given CP at t = 0.

2. Set h(0)
s = ln(H(0)

s ).

3. Calculate the percentile u = F (h(0)
s ) given CPt+1 and marginal distribution

function F .

4. Calculate the percentile v conditioned on u as P (V ≤ v|U = u) = ∂C(u,v)
∂u

.

5. Return the transformed wave height value at the given quantile level v as H(t+1)
s =

exp(F −1(v)), where F is the marginal distribution function.

6. Repeat N − 1 times, where N is the length of the simulation time.

Given the sequence of wave heights it is possible to simulate the conditional se-
quence of wave periods T . The Gumbel-Hougaard copula was used to simulate the
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wave period conditioned on wave height. This copula is defined by the generator
function

ϕ(q) = (− ln(q))θ (6.10)

where q is a random variable on the interval (0,1) and θ = 1/(1− τ). The Gumbel-
Hougaard copula has no lower tail dependence but strong upper tail dependence. This
dependence structure is expected for wave heights and periods since large waves are
generally associated with large periods, which is demonstrated in Fig 6.9.

6.2.8 Statistical Comparisons

A basic requirement for statistical models is that they can generate simulations that
reproduce the statistical properties of the observed data that is being modelled. Com-
parisons used for this study include seasonal average wave heights, directions and
periods as well as return period statistics and event probabilities. An event proba-
bility is defined as P (Hs ≥ θ) where θ is a predefined wave height threshold (3.5m
herein). The univariate wave height return period is used herein as it is a simple mea-
sure and easily compared to previous studies. The return period is defined as (Goda,
2008; Salvadori, 2004)

RP = µT

1− p
(6.11)

where µT is the average inter-arrival of storms and p is a probability level.

6.3 Results

6.3.1 CP Simulation Statistics

Table 6.2 Seasonal wave climate statistics between the Simulated and Observed data.
Standard errors for the sampled statistics (one standard deviation) are shown in brack-
ets.

Season Summer Autumn Winter Spring
Statistic Sim Obs Sim Obs Sim Obs Sim Obs
Hs(m) 1.6 (0.01) 1.6 1.7 (0.01) 1.7 1.7 (0.01) 1.6 1.8 (0.01) 1.6
T (s) 10.5 (0.03) 9.4 10.2 (0.05) 10.3 10.3 (0.04) 10.8 10.5 (0.03) 9.5
D (◦) 128 (0.3) 130 135 (0.3) 136 142 (0.3) 143 131 (0.3) 132
P (Hs ≥ θ) % 0.39 (0.08) 0.32 2.68 (0.22) 2.89 1.53 (0.17) 1.20 0.96 (0.11) 0.70

Table 6.2 shows statistics for mean wave height, mean direction, mean period and
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P (Hs ≥ θ) obtained from all the simulated sequences as well as the observed data.
Values from the simulated sequences are shown with their standard deviations. The
seasonal mean values show little variability. Only small differences are apparent be-
tween observed and simulated values for wave periods and directions. The simulated
wave series accurately match the observed exceedance probability statistics of the ex-
treme wave events. It is therefore evident that the CP based simulation technique
presented herein is able to simulate wave climates that accurately reproduce the ob-
served wave statistics.

Fig 6.7 shows the average anomaly patterns for all CP classes. Large wave events
are strongly associated with the CPs in row 2 column 3 and row 3 column 1. The
orientation of the high-low pressures associated with these CPs drives strong winds
and subsequently large waves towards the east coast of South Africa.

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0
.8

-0
.6

-0.4

-0.2
-0.0

0.2
0.4

0.6

0.8

1.0

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S
-1

.0

-0.8

-0.6
-0.4

-0.2

-0.2
-0.0

-0
.0

0.
2

0
.4

0
.6

0
.8

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0.8
-0.6-0.4

-0
.4

-0.2

-0.2

-0.2

-0.0

-0.0

0.
2

0.
4

0
.6

0.8

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0
.8

-0
.6

-0
.4

-0
.2

-0.2

-0
.0

-0.0

0
.2

0.2

0.4

0.4

0.6

0.8

1.0

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-1
.0

-0.8

-0.6
-0.4

-0
.2

-0.0

0.20.4
0.6

0.8

1.0

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0.4

-0.4

-0.4

-0.2

-0.2

-0.2

-0.0

-0.0
0.2

0.4

0.
6

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-1
.0

-0.8-0.6
-0.4

-0.2

-0.2

-0.0

0
.2

0
.4

0.6

0.8

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0.8

-0.6

-0.4-0.2-0.0

0.2

0
.4

0.6

0.8

1.0

1.2

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-1
.2

-1
.0

-0
.8

-0
.6

-0
.4

-0
.2

-0
.0

0.2
0.4

0.4

0
.6

0.
8

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0.8

-0.6

-0.4-0.2

-0
.0

-0.0

0.2

0
.2

0
.4

0
.4

0
.6

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-1
.2

-1.0

-0
.8

-0
.6

-0.4

-0.2

-0.2
-0.00.20.40.6

0.8

0.8
1.0

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-1.0

-0.8

-0.6

-0.4

-0.2
-0.0

0.2

0.4

0.6

0.8

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-1.0

-0.8

-0.6
-0

.4

-0
.4

-0
.2

-0.0
0.2 0.4

0.6
0.8

1.0

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0.8

-0
.6

-0
.4

-0.4

-0
.2

-0.2

-0
.0

0.
2

0.
4

0.
6

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-0
.8

-0
.6

-0
.4

-0
.2

-0.2
-0

.0

0.2

0.
4

0.6

0.8

0° 10°E 20°E 30°E 40°E 50°E

10°S

20°S

30°S

40°S

50°S

-1
.0

-0
.8

-0
.6 -0

.4

-0
.2

-0
.0

0.
2 0.4

0.6

0.8

1.6 1.2 0.8 0.4 0.0 0.4 0.8 1.2 1.6

Fig. 6.7 Average anomaly patterns for all CP classes 1 – 16.
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6.3.2 Wave climate dependence structures

Fig. 6.8 shows scatter plots (both observed and simulated data) that indicate the
correlation between the wave height at times ti and ti+1, referred to herein as the lag
one dependence structure for significant wave heights. The data from three CPs are
included in Fig 6.8 as examples of those associated with large and smaller wave heights
for summer and autumn. In general autumn months are associated with the largest
waves and summer with the smallest (Corbella & Stretch, 2012d). It is apparent that
the N12 Archimedean copula models the lag one wave height dependence structure
well. This copula exhibits positive dependence in both the upper and lower tails of the
distribution. It is expected that the temporal structure of waves follows this pattern
i.e. large waves follow large waves and the same goes for small waves. This is reflected
in the value of the Kendall’s tau statistics, which were in the range 0.5 – 0.8 for all
CPs and for all seasons.
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Fig. 6.8 Observed and simulated lag one wave heights for particular CPs: CPs associated with large wave heights (a&b) and
(b) a CP associated with low wave heights. (a) & (c) show CPs associated with large waves and their dependence structure
for Autumn, (b) shows a CP associated with small waves for the summer months. The black dots indicate the observed
temporal structure and grey dots are simulated from the N12 copula.

122



6.3 Results

The relationship between wave height and wave period is more complex and Fig 6.9
reveals some interesting features. There is little correlation between the two variables
for small to medium wave heights. However Fig 6.9 shows a stronger correlation
at larger values. The clustering of simulated periods at small wave heights can be
attributed to the minimum wave height threshold imposed on the simulation and
discussed in § 6.2.6. It is interesting to note that the observations of wave height and
period appear to cluster in streaks of constant periods for varying wave heights. This
can be attributed to the quantisation of the wave periods in the processing of the wave
buoy data.
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Fig. 6.9 Observed (black dots) and simulated (grey dots) scatter plots of wave heights
and wave periods for a particular CP. The solid line indicates the wave steepness limit
using Eq. 6.6.

6.3.3 Univariate Return Periods

Comparison of the return periods from simulated and observed significant wave height
series suggest they are in good agreement. Fig 6.10 shows the univariate wave height
extrema analysis and associated return periods for the simulated (red line), and ob-
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served data (scatter points). Results using the ERA-Interim reanalysis data are also
shown (dashed line). To account for nearshore effects the ERA-Interim reanalysis
data was transformed from deep water to the location of the wave rider (see Fig. 6.1)
using the spectral wave model SWAN (Simulating WAves Nearshore) (Booij et al.,
1999). The 80th and 20th percentiles of the wave height extrema were obtained from
the simulated wave sequences and are included in the plot. Estimated significant wave
height return periods from the study of Corbella & Stretch (2012d) are shown as the
solid black line. The return periods were calculated using the peak over threshold
(POT) technique used in Corbella & Stretch (2012d). In their study a monthly win-
dow was used to delineate between independent events, the threshold was defined as
Hs ≥ 3.5m.
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Fig. 6.10 Simulated (red line) wave height return periods for the KwaZulu Natal Coast-
line. Scatter points show the observed values, the black solid line is the fitted extreme
value distribution after Corbella & Stretch (2012d) and the dashed line shows the
ERA-Interim reanalysis data. The shaded region indicates the 80th and 20th percentile
of wave height extreme obtained from the markov simulation.

In the case of the simulated wave heights greater uncertainty is expected at very
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large wave heights because they occur seldom within the 100 year sequence. The
simulated wave heights are larger than the observed values at low return periods.
However the model captures the general trend in wave height extrema well. For
example the return period associated with the largest observed wave height on record
(Hs = 8.5m) is approximately 30 yrs which agrees with the study by Corbella &
Stretch (2012d). The reanalysed wave data from the ERA-Interim dataset shows two
interesting features. Firstly at small return periods (< 2 yrs) the wave heights match
the simulated waves well. However the returns periods for wave heights above 5 m do
not agree well. This suggests that the reanalysed wave data does not reproduce event
peaks well, a feature discussed in detail by Caires et al. (2004); Swail & Cox (1999).
Furthermore this indicates that caution should be exercised when using reanalysed
wave data from global models for the analysis of wave height extrema.

6.3.4 Wave Climate Distribution

An important model validation exercise is to demonstrate that it is capable of repro-
ducing the correct wave directional statistics. Fig 6.11 shows wave roses of observed
and simulated wave climates for given CPs. The Fig. also shows where the majority
of waves come from and their associated wave heights (energy). It is evident from
Fig 6.11 that the simulated waves reproduce the correct wave directional distribution
for a given CP. Furthermore the spatial orientation of the high and low pressures
within the associated CPs can be linked to the shape of the wave roses. This is ex-
pected because the CPs are the fundamental drivers of the wave climate. The top
two panels show pressure anomalies consistent with wave directional statistics. How-
ever the relationship between CP orientation and wave direction is not as clear in the
bottom panel. The orientation of the pressure gradient in the bottom panel suggests
a strong east-southeasterly component in the wave directional statistics but the wave
rose shows a strong south-southeasterly component. Since the anomalies are derived
from the 700 hpa pressure level, wind fields at the surface can differ in direction from
that suggested by the orientation of the pressure gradients in the CP. This is due
to frictional effects near the surface and is demonstrated in Fig 6.11 where the CP
averaged surface wind fields are shown. The surface winds reveal interesting features
pertaining to wave directional statistics. For example winds in the top panel along
the east coast of South Africa have a southwest component, however observed wave
statistics suggest the waves are arriving from the south-southeast. Similarly winds in
the middle panel suggest waves will have a strong easterly component but observations
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show a strong east-southeast component. Therefore the differences between wave and
wind directions is attributed to refraction effects that are a function of the coastline
orientation and the location of the wave-rider buoy (see Fig 6.1). Corbella & Stretch
(2014a) explored the effects of refraction on wave data from the wave-rider buoy in
Durban and indicated that deep water waves could be refracted by between 6◦ and
16◦.

6.4 Discussion

Recent developments in statistical wave climate modelling have given new insights into
complex wave environments, particularly with respect to the dependance structure
of wave characteristics. Furthermore these models are computationally efficient and
therefore provide a simplified means to simulate many different possible scenarios.
A disadvantage of these techniques is they are typically not directly linked to the
physical drivers of regional wave climates. This study attempts to bridge that gap
through the development of a new approach that uses synoptic scale atmospheric
circulation patterns as a framework within which to simulate wave climates.

Simulated time series of wave climate variables using the techniques described
have been shown to reproduce the statistics of observed values. A key feature of the
simulated waves is that they include the correct number of extreme events. This is
important for risk assessment studies. Furthermore the temporal dependence structure
is well modelled thus ensuring that the ordering of the simulated waves is correct. The
wave height return periods associated with the simulated waves is in good agreement
with those previously deduced by Corbella & Stretch (2012d) from observed wave
heights. It is also important to note the limitations in analyses based on the ERA-
Interim wave data. The ERA-Interim wave data seems to reproduce observed statistics
for wave heights below 5m but not for wave heights above this threshold. This point has
been previously discussed by Caires et al. (2004); Swail & Cox (1999) and illustrates the
continuing need for accurately measured data and statistical models for the analysis
of extreme events.

The decision to model wave periods conditioned on wave heights is based on the
observation that large wave heights typically occur simultaneously with large wave
periods (Fig 6.9). This trend is reproduced in the simulated data. However due to
the dispersion relationship for water waves it is possible that given a sequence of wave
heights those with large periods can arrive before those with large wave heights and
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Fig. 6.11 Wave roses for observed (left) and simulated (right) wave climates with the
associated CPs (centre). Surface wind streamlines are also shown in the plot. The line
width indicates the relative magnitude of the wind velocity. Significant wave heights
for the wave roses are given by the colour legend below the plot.
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shorter periods.
Wave directions were sampled from the empirical distribution conditioned on the

wave height for each CP. The simulated wave climate exhibits similar characteristics to
the observed values in terms of their relative frequencies. Including the wave direction
in the simulation has strong implications for future climate prediction due to climate
change since changes in CP statistics may have an effect on the directional distribution
of the wave energy.

An alternative approach to a CP–based simulation method as presented in this
study is to model the wave climate conditioned on direction which in turn is defined
by the CP occurrences. For example consider the following steps:

1. At a given time t sample the CP based on CPt−1 and the transition matrix.

2. The CPt is associated with a specific wave direction distribution from which a
direction can be sampled.

3. Given this direction it is possible to conditionally sample the associated wave
height and period.

This alternative approach assumes that different wave heights and periods come from
different directional sectors for any given CP, a property demonstrated in Fig 6.11. It
was not used in the present study because of the relatively short record of directional
wave data available at the case study site (approximately 5 yrs).

We note that some of the choices made for the modelling presented here are likely
to be case study specific. For example the wave height thresholds used in the objective
functions discussed in §6.2 for the CP optimisation process. In this case our choices
reflect a focus on coastal vulnerability issues, but the algorithm allows for different
specifications of the objective functions if the focus is different. The outcome of the
CP selection and classification process and associated statistics will then be different.
We have not yet explored the effects of this on the wave climate simulations in detail,
but they should be investigated in future work.

The approach to simulating waves described herein provides a framework for as-
sessing future wave climate scenarios associated with climate change effects. This is
strategically important to coastal planners and engineers when assessing future coastal
vulnerability concerns. Pressure data obtained from global climate models (GCMs)
for future climate change scenarios can be used to drive this wave simulation tech-
nique. Changes in occurrence frequencies for different CPs will directly affect the
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wave simulation. This is advantageous because the simulated waves do not require
data assimilation which is not an option when simulating future wave scenarios. Fur-
thermore the synthetic wave sequences provide a continuous record from which it is
possible to assess nearshore processes and beach response.

6.5 Conclusions

This study presents a new approach for stochastically simulating wave climates based
on the occurrence of synoptic scale meteorological circulation patterns. The results
demonstrate that this methodology is a viable alternative to current stochastic ap-
proaches for simulating regional wave climates. Atmospheric circulation patterns pro-
vide an ideal framework for reconstructing the natural dependance structure within
wave climate variables such as wave height, direction and period, while copulas provide
the required flexibility to achieve this. Our new modelling approach has an advantage
of over purely statistical methods since the CPs used for conditioning the simula-
tions are the major drivers of the wave climate and have direct physical links to wave
characteristics. This should add reliability to predictions based on such models.

There is a need for additional work to test the methodology at different case study
sites and to explore coastal engineering applications of this modelling approach.
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Abstract

Stochastic models have a long history in the simulation of synthetic data sequences
for application to risk assessment e.g. in stochastic hydrology. Their use in coastal
engineering has recently grown with the application of multivariate models to asses
the risks from sea level rise due to warming of the global climate. In this study
we illustrate some typical coastal vulnerability applications of a recently developed
stochastic wave climate model that has links to synoptic scale atmospheric circulation
patterns (CPs). The modelling approach used allows for the simulation of a long
continuous time series of waves that are linked to their associated CPs. The time series
can be used for various types of coastal vulnerability assessments. Several examples
are illustrated using the east coast of South Africa as a case study. The results
demonstrate the robustness of the modelling technique and the potential applications
in coastal vulnerability assessments. The link to CPs facilitates the application of
these methods to the assessment of future climate changes on coastal vulnerability.

7.1 Introduction

Recent advances in coastal vulnerability and risk assessment have seen the use of
probabilistic models to stochastically simulate regional wave climates (e.g. Callaghan
et al., 2008; Corbella & Stretch, 2013; Pringle & Stretch, 2015). An advantage of
these approaches compared to process-based wave models is their cost effectiveness
for simulating long records. This is beneficial where wave observations are limited and
simulations can be used to extend wave datasets for risk assessment studies. Although
process based models aim to resolve the physical drivers of wave development they
are computationally expensive for long term simulations and are therefore limited to
shorter time durations.

Another approach is to use global wave hindcast datasets that are available from
wave modelling centres such as NCEP (National Centre for Environmental Predic-
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tion) or ECMWF (European Centre for Medium-Range Weather Forecasting). These
datasets typically span 30 - 40 years. However the accuracy of global wave models
relies strongly upon reanalysis and accurate wind field forcing (Caires et al., 2004;
Chawla et al., 2013; Tolman et al., 2002). Chawla et al. (2013); Stopa & Cheung
(2014) found that in general the NCEP and ERA datasets under-predict extreme
events nearshore. However the NCEP model better describes wave height variabil-
ity, especially in the upper percentiles, whereas the ERA model is more homogeneous
through time and therefore better suited to long term modelling (Stopa & Cheung,
2014). Therefore the best choice of model is application specific and both may be
inaccurate in characterising extreme events which are of fundamental importance in
risk assessment studies.

Recently Pringle & Stretch (2015) developed a new stochastic simulation technique
that is linked to the physical drivers of regional wave climates, namely synoptic scale
circulation patterns (CPs). Their modelling approach was to simulate a continuous
wave sequence rather than simulating independant storm events with various durations
and inter-arrival times as was previously done by Callaghan et al. (2008); Corbella &
Stretch (2013) amongst others.

Espejo et al. (2014); Pringle et al. (2014) were the first to exploit links between CPs
and regional wave climates in coastal vulnerability studies. Although their approaches
differed they were both based on the statistical classification of CPs into classes or
states that exhibit similar properties. The classification technique used in Pringle et al.
(2014) and in the present work, is based on fuzzy logic and wave data is explicitly used
to guide the algorithm to a suitable solution. Both studies have presented a strong
basis from which it is possible to evaluate coastal risk in a simplistic manner. For
example Camus et al. (2014) used the CPs to downscale multivariate wave climate
from global wave hindcast datasets and Pringle & Stretch (2015) have utilized the
CPs to simulate regional wave climates.

Atmospheric CPs present a natural way to describe transitions between wave states.
For example some CPs are associated with extreme wave events while others are
associated with calmer periods and the transition between states depends naturally
on the development and movement of CPs. Furthermore the CPs contain information
on the dependence structure between wave climate variables such as wave height (Hs),
wave direction (θ) and wave period (T). Therefore at each time step it is possible
to estimate the wave height, direction and period conditional on a particular CP
occurrence.
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Pringle & Stretch (2015) used a case study to demonstrate their model’s efficacy
in reproducing key statistics from the observed wave climate. In this follow-on paper
we focus on demonstrating specific applications of the new model as a tool for coastal
vulnerability analyses including: (a) the seasonal distribution of coastal erosion and/or
accretion due to cross-shore processes; (b) longshore sediment transport processes; and
(c) long-term shoreline evolution using shoreline models, in this case the recent model
of Jara et al. (2015). Observations from a case study site are used to validate the
modelling results where possible and illustrate the utility of the new wave modelling
approach.

7.2 Method

7.2.1 Case Study Site

The wave climate along the east coast of South Africa is driven by a number of
weather systems that result in an energetic environment (Preston-Whyte & Tyson,
1988; Rossouw et al., 2011; Taljaard, 1967). The three most common weather sys-
tems that drive large wave events are mid-latitude cyclones, cold fronts and tropical
cyclones (Corbella & Stretch, 2012c; Mather & Stretch, 2012; Schumann, 1988; Tal-
jaard, 1967). Although the contribution of tropical cyclones is questionable, those
that become stationary south of Madagascar can drive large waves towards the east
coast of Southern Africa (Mather & Stretch, 2012).

Durban is a coastal city located on the east coast of South Africa. Given its
highly energetic coastline and the location of its port, the city has constantly battled
against coastal erosion. Subsequently long term beach monitoring and a sand by-pass
scheme have been employed as mitigation strategies (Barnett, 1999). Since 1973 the
local authorities have recorded beach profiles every 3 months along a 100km length of
coastline extending both south and north from the city. Fig 7.1 shows the locations
of the Durban wave rider buoy and recorded beach profile used herein.

7.2.2 Data Sources

Wave height data used for the CP classification and wave simulation model were
obtained from two wave rider buoys off the coast of KwaZulu Natal at Durban and
Richards Bay. The data was for the period 1992 – 2009 at 3-hour intervals. However
wave directional data have only been recorded from 2007. The Richards Bay wave
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Fig. 7.1 Locations of the wave observation buoy at Durban and the Bluff beach profile
used herein along the KwaZulu Natal coastline (Pringle et al., 2014).

rider data was used to supplement missing data within the Durban record. Corbella
& Stretch (2012c) showed a strong correlation between the two datasets.

Atmospheric pressure data used in the classification algorithm was obtained from
the ERA-Interim dataset (http://apps.ecmwf.int/datasets/) for the period 1979 – 2012
at a grid resolution of 2.5◦(10◦S 0◦E - 50◦S 50◦E) at 6-hour intervals.

7.2.3 Automated Classification

The objective based classification was applied to anomalies within the 700 hPa geopo-
tential. Detailed descriptions of the algorithm are given in Bárdossy et al. (1995,
2002); Pringle et al. (2014).

The algorithm comprises of two components. Firstly a classification method that is
based on fuzzy logic is applied to the anomalies and groups them into a set of distinct
classes. The fuzzy logic is used in a manner that quantifies subjective statements
such s ‘high pressure’ or ‘low pressure’. Furthermore the fuzzy logic is exploited to
locate and group patterns with similar spatial orientaions and locations of high/low
pressure regions. Secondly an optimization procedure is then used to maximise an
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object function based primarily on the wave height (Hs) and properties thereof. The
objective function is described as

O = f(g1(Hs), g2(p(Hs ≥ θ | CP (t), p(θ)); w1, w2) (7.1)

where g1 and g2 are functions based on the following statistical properties of the wave
height: the average wave height Hs and p(Hs ≥ θ | CP (t)), the probability of a wave
heights being above a certain threshold θ conditioned on the CP occurance at time t.
The weights w1 and w2 express the relative importance of the two functions g1 and g2.
The objective function is used in such a manner as to derive CP classes with statistics
different from the mean.

7.2.4 Wave Climate Simulation

A brief overview of the wave climate simulation model is given here with full details
provided in Pringle & Stretch (2015).

As mentioned earlier atmospheric CPs classified into distinct classes contain im-
portant information about wave climate variables and the dependence structure that
links them. Furthermore the transitions between CP classes can be described as a
Markov process. Therefore given a set of wave climate variables (Hs, Tp, θ) and a CP
at some time ti it is possible to predict the CP and subsequently the wave climate
variables at time ti+1. Hence the model depends on two important parameters, namely
the occurrence of a particular CP at time ti and the dependence structure between
wave climate variables given the CP at time ti+1. The technical steps required for the
wave climate simulation are as follows (Pringle & Stretch, 2015):

1. Calculate relative statistical properties for each CP and derive the CP transition
matrix.

2. Calculate the distributions of wave climate variables for each CP and evaluate
dependence structures.

3. Simulate a pseudo-random CP sequence based on the transition matrix for N

years at a 6-hour interval.

4. Simulate wave climate variables based on the CP sequence and associated CP
based dependence structures.

5. Repeat steps 3 – 4 M times.
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Pringle & Stretch (2015) used bivariate copulas of the Archemedian family to model
the dependence structure between wave climate variables. The dependence structure
modelled included the lag one temporal wave height structure (Hs(ti)|Hs(ti−1) and
the wave period (Tp) conditioned on Hs. Wave directions for each CP were modelled
from their empirical distribution conditioned on the wave height (Hs). This decision
was based on the limited amount of directional wave data. Furthermore directional
wave data for each CP showed a strong association with the CPs able to delineate the
directional spread of wave energy into clearly defined sectors.

7.2.5 Model Validation

The model was applied to several validation exercises in order to test its ability to ac-
curately describe regional wave climates and the nearshore processes associated there-
with. The east coast of South Africa was used as a case study. One important aim of
the validation exercises was to demonstrate the usefulness of simulating an entire wave
record. The wave model was run at a 6–hour temporal resolution for 100 years and this
was repeated 101 times to obtain a representative sample of all possible wave climate
scenarios. Given the long temporal simulations of synthetic waves it is important to
select validation exercises that are not computationally demanding.

Seasonal Wave Energy Directional Statistics

Statistical properties of the directional wave energy for each season are presented using
wave roses. The wave roses provide a means to independently compare directional wave
energy sources and their occurrence probabilities for the simulated and observed wave
climates. Wave energy E is directly related to the significant wave height (Hs) squared
i.e. E ∝ H2

s . Occurrence probabilities for wave heights from different directional
sectors were calculated for each season defined in Table 7.1.

Table 7.1 The allocation of months to seasons

Season Months
Summer December – February
Autumn March – May
Winter June – August
Spring September – November
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Longshore Sediment Transport

Longshore sediment transport is important in that it is one of the factors that influ-
ences long term shoreline change, design of breakwaters and navigation channels etc
(Schoonees & Theron, 1993). Therefore it is a nearshore process that is fundamental
to accurate coastal vulnerability assessments. There are numerous empirical longshore
transport formulas available, for example the CERC formula (CERC, 1984b), the Van
Der Meer equation (Van der Meer, 1990) and the Kamphuis equation (Kamphuis,
1991): they have been reviewed by Schoonees (2000); Wang et al. (1998). The Kam-
phuis equation was used here, where the longshore transport Q (m3/year) is given by

Q = 6.4× 104 H2
sb T 1.5

p m0.75 d−0.25sin0.6(2θb) (7.2)

where Hsb is the significant wave height at breaking (in metres), Tp is the peak wave
period (in seconds), m is the beach slope, d is the water depth (in metres) and θb is
the wave angle at breaking. One reason this model was selected is because it includes
both wave period and direction as drivers of longshore transport which illustrates the
utility of a wave climate simulation technique that includes wave height, direction and
period.

Cross-shore Sediment Transport

In order to calculate the cross-shore profile response given the long temporal simula-
tion of the synthetic wave climate, a simple and reliable erosion structural function
is required. The function should not be computationally demanding and should be
easily incorporated into a Markov chain process. The time convolution shoreline re-
sponse model based on the concept of equilibrium profiles and proposed by Kriebel
& Dean (1993) is a suitable tool given the above criteria. Fig 7.2 shows an example
of the equilibrium shoreline profile concept proposed by Kriebel & Dean (1993). A
similar approach was recently adopted by Callaghan et al. (2008); Corbella & Stretch
(2012b) to estimate erosion from simulated wave storm sequences. An alternative ap-
proach would be to use a process-based or semi-empirical model such as XBEACH or
SBEACH (Larson et al., 1990; Roelvink et al., 2009). Although they are computation-
ally demanding it is possible to use these models to estimate cross-shore responses for
synthetic wave sequences (e.g. Corbella & Stretch, 2012b; Ranasinghe et al., 2013).
However Ranasinghe et al. (2013) argue that the increase in model sophistication was
not justifiable even though XBEACH was shown to most accurately predict the beach
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Fig. 7.2 Equilibrium shoreline response to an increase in water level (S) according to
Kriebel & Dean (1993).

According to Kriebel & Dean (1993) equilibrium beach profiles can be described
by

h =


−B x ≤ −B

m

mx −B
m
≤ x ≤ 4A3

9m3

A(x− x0)
2
3 x ≥ 4A3

9m3

(7.3)

where m is the beach-face slope estimated from beach profile data, B is the height
of the berm and A is an empirical constant based upon the particle size and settling
velocity. The beach response is calculated using the convolution method such that

R(t) = αR∞

∫ t

0
f(t)e−α(t−τ)dt (7.4)

where R(t) is the berm retreat at time t, α reflects the erosion time scale, τ is a time
lag and f(t) = sin2

(
π t

D

)
, D is the total storm duration, and R∞ defines the maximum
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retreat at t =∞ under steady forcing conditions. In this case

R∞ =
S
(
xb − hb

m

)
(
B + hb − S

2

) (7.5)

where S is the total surge (sum of the storm surge and wave setup). The volume
eroded is then calculated so that

V (t)
V∞

= R(t)
R∞

(7.6)

which is based on the assumption that the elevation contours erode at the same rate.
The maximum eroded volume above mean sea level is given by

Vm∞ = R∞B + S2

2m
− 2S5/2

5A3/2 (7.7)

The convolution model is used herein as a validation exercise. The concept of
eroded volume return periods is used to compare the simulated waves to the observed
waves. However it is noted that since the storm surge was not simulated, the total
surge S was based only on the maximum wave setup ηmax given by

ηmax = 40− 3γ2
b

128 γbHb (7.8)

where γb = 0.78 and Hb is the breaking wave height. Eq. 7.8 is assumed for saturated
wave conditions (Dean & Dalrymple, 1991).

A disadvantage of the Kriebel & Dean (1993) model is that the solution to Eq. 7.4
requires an idealized forcing function f(t). This is a problem when evaluating contin-
uous wave records as wave forcing cannot be easily idealized with a simple function
(Miller & Dean, 2004). Therefore the Kriebel & Dean (1993) model (KD93) used
herein was used to estimate beach erosion volumes due to storm events (Hs ≥ 3.5m)
only. The wave height threshold was chosen because observations suggest that wave
heights greater than this cause severe beach erosion (Corbella & Stretch, 2013). Fur-
thermore the observed shoreline response to waves greater than the threshold is shown
in Fig. 7.8. The robustness of the simulated waves was tested against the observed
wave record by evaluating the erosion return periods. The return periods were calcu-
lated using the peak over threshold method. Independent storm events were identified
using a minimum two week inter-arrival time based on autocorrelation (Corbella &
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Stretch, 2012b) .

Shoreline Evolution Model

To demonstrate the utility of having a method to simulate continuous wave records
a shoreline evolution model was applied to the synthetic dataset. Such models are
useful tools that can be relatively simple and easy to incorporate into a Markov Chain
sequence. Furthermore it is possible to predict shoreline positions both short and long
term.

The model selected for the present work was developed by Jara et al. (2015) as
an improvement to the model proposed by Yates et al. (2009). For ease of reference
it will be referred to herein as the dynamic equilibrium model (DEM). Only a brief
description of the model is given here – a detailed description is given in the cited
references.

The DEM is a model for shoreline position S(t) at time t given by

dS(t)
dt

= −C± [S(t)− S∞] (7.9)

where the equilibrium shoreline position S∞ is assumed to depend on the incoming
wave energy E, C+ is a rate parameter associated with accretion, and C− a rate
parameter associated with erosion. Under steady conditions and given enough time,
the shoreline will converge to the equilibrium position for a given wave energy.

The solution to Eq. 7.9 requires a function to relate S∞ to E. Yates et al. (2009)
first defined the equilibrium wave energy as a linear function of the shoreline position.
However Jara et al. (2015) suggested the use of a quadratic function to better describe
the relationship between the two variables. The equilibrium energy function (EEF)
leads to a set of possible equilibrium beach profiles (EBPs) given the incoming wave
energy. Whence Jara et al. (2015) define an EBP envelope that encompasses all
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possible EBPs as (refer Figs. 7.3 & 7.4)



ht − hbmax

tanϕ
+
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h

3/2
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3/2
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(
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(
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(

hbmax

A

)3/2

− ht − hbmax

tanϕ
,

Smax = xt −
xt(ht + B)− Vs

3
5ht + B

(7.10)
where Smin and Smax are the boundary shoreline positions for the EBP envelope, hbmax

is the maximum breaker depth, B is the berm height, Vs is the volume of sediment
contained in the EBP, xt is the distance to a stable toe at a water depth of ht, ϕ is the
sediment critical angle of repose and A is a constant based on the sediment settling
velocity.

hbmax

ht

B

Smin

Smax

Xbmax

Xt

EBP's

EBP envelope

Fig. 7.3 Equilibrium beach profile envelop according to Jara et al. (2015). The black
line indicates the EBP envelop that comprises all the individual EBPs (dashed lines).
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The EEF (Fig. 7.4) is used to determine the state of the current shoreline position
relative to the equilibrium shoreline position S∞ given the incoming wave energy E.
If the current shoreline position is larger than S∞ the beach will erode and visa versa
for S < S∞. The incoming wave energy E is calculated as

E =
(

γb

4

)2
h2

b (7.11)

where γb = 0.78 and hb is the water depth at breaking. To obtain the maximum energy
Emax the term hb is substituted with the value hbmax obtained by Eq. 7.10.

E

S

ErosionAccretion

Emax

Smin Smax

Fig. 7.4 Equilibrium energy function that relates the incoming wave energy to an
equilibrium shoreline position (Jara et al., 2015).

7.3 Results

7.3.1 Observed and Modelled Wave Directional Statistics

The seasonal wave roses for the observed and simulated wave data are shown in Fig 7.5.
In general the modelled data appears similar to the observed. The shape and origin
of wave energy for the modelled data is similar to the observed, even in cases where
there the directional distribution is bimodal. Furthermore the occurrence frequencies
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of different wave heights for the modeled data compare well with the observed data.
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Fig. 7.5 Seasonal wave roses for observed wave data (left panel) and modelled (right
panel) for the seasons: (a) Summer, (b) Autumn, (c) Winter and (d) Spring. The
significant wave heights associated with the wind rose directions are given by the
colour legend shown below the plot.
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7.3.2 Longshore Transport

The annual longshore sediment transport rates were calculated according to Eq. 7.2
for both the observed and simulated wave data. Since wave directional measurements
were only available from the year 2007, longshore transport statistics calculated from
the observed waves are subject to sampling errors due to the short record. Therefore
for each 100 year simulated wave climate randomly selected periods spanning the same
length as the observed record were sampled.

Fig. 7.6 and Table 7.2 shows that the mean and variance of longshore transport
rate calculated from the simulated data is in good agreement with the observed data.
However the simulated data is unable to reproduce the bimodal characteristic of the
observed transport rates. Furthermore the reasonable closeness between the 5th and
95th percentile confidence limits implies there is relatively little variation of longshore
transport within the simulated data.

Table 7.2 Average longshore transport for observed and simulated wave data. The
approximate range between 5th and 95th percentiles calculated from the simulated
data are also indicated.

Observed (m3/year) Simulated (m3/year)
1 293 484 1 143 172 (1 050 000, 1 300 000)
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Fig. 7.6 Probability distributions for (a) the observed longshore transport rates and (b)
simulated longshore tranpsort rates. The median (red line) and the 95th% confidence
limits (shaded) are also shown in the plot
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7.3.3 Cross-shore Transport

Both cross-shore beach response models described in § 7.2.5 were applied to the syn-
thetic wave dataset. The time convolution approach was used to estimate erosion
return periods, whereas the shoreline evolution model was used to evaluate short and
long term shoreline positions and the statistics thereof.

Erosion Return Periods

Fig. 7.7 shows the erosion return periods associated with both simulated and observed
wave records. Independent events were delineated with a two week window as used
by Corbella & Stretch (2012b). The erosion volumes estimated using the simulated
waves are similar to the observed. This demonstrates two key results of the simula-
tion technique. Firstly the simulated storms have similar durations to those of the
observed sequence. Furthermore the simulated storms have comparable wave energy
to the observed storms. The eroded volumes for return periods less than 40 years are
significantly different from those estimated in Corbella & Stretch (2012a). However
erosion volumes associated with return periods greater than 40 years are both simi-
lar in value and in the slope of the plots. The erosion volumes for associated return
periods in Corbella & Stretch (2012a) were estimated using a process based model.

Fig. 7.7 does not show an upper limit as proposed in literature and has a similar
shape to the results found in (Callaghan et al., 2008; Ranasinghe et al., 2013). The
eroded volumes for different return periods are similar in magnitude to those estimated
in Callaghan et al. (2008).

The results are tightly distributed for volumes associated with return period < 20
years. However the larger spread of values for return periods > 20 years is expected
as the synthetic wave records are only 100 years long.

Shoreline Positions

The DEM was calibrated using beach profile data from a site situated south of Durban
(refer Fig. 7.1). The site was chosen because data was not affected by the sand bypass
scheme at the port entrance. Furthermore the site is situated on a relatively straight
section of coastline. Therefore any divergence in longshore transport rates is negligible.
The EBP parameters were estimated using Eq. 7.10 with the following assumptions:

• The critical angle of repose (ϕ) was assumed as 15◦.
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Fig. 7.7 The erosion return periods based on the convolution method after Kriebel
& Dean (1993) showing the median (red line) and 80% confidence limits (shaded).
Scatter points show erosion volumes and return periods for the observed dataset.
Erosion volumes previously estimated by Corbella & Stretch (2012a) are shown by
the grey crosses.

• The median grain size D50 was estimated as 0.25 mm.

• ht was assumed equal to the closure depth of 15 m (Mather & Stretch, 2012).
According to beach profile data ht =15 m occurs at a distance xt ≈1200 m from
the reference datum.

• The shoreline position was chosen relative to the 0 MSL contour.

• The maximum shoreline position on record was assumed to be Smax =75 m from
which Vs was estimated.

The accretion/erosion rate parameters C± were estimated using a simple least squares
technique. Although Jara et al. (2015) set C+ = C−, for the present study we esti-
mated C+ = 5×10−7 s−1 and C− = 5×10−4 s−1. The calibration suggests that beach
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erosion occurs significantly faster than accretion i.e. erosion occurs at a time scale
of approximately 3 hours whereas accretion takes approximately 4 months. Fig. 7.8
shows that for the observation period the DEM is able to capture the general trends
of erosion and accretion, but does not accurately describe the extreme shoreline posi-
tions. This is attributed both to model limitations as well as missing data. Between
1993 – 2002 there are large periods of missing wave and shoreline data increasing the
modelling difficulty. However the model performs significantly better between 2002 –
2009 and appears to capture the beach response to the largest wave event on record
(March 2007) well.
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Fig. 7.8 The 0 MSL contour shoreline position for the beach profile used herein for
the period 1993–2009. The observed shoreline positions are shown as scatter points
connected with dashed lines. Modelled shoreline positions are shown with the solid
black line. The wave height data for the period is also shown.

The DEM was applied to the synthetic wave dataset. Fig. 7.9 shows an example of
a 100–year shoreline position simulation using the simulated waves. It is interesting to
note the effect of storm clustering on shoreline position as well as the effect of single
large storm events. For example there are a number of storm events that appear to
cluster during the period 2070 – 2079 which result in similar erosion quantities as
single events in 2016 and 2029.

Figs. 7.10(a) & (b) show the probability distribution function (PDF) and cumula-
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tive distribution function (CDF) for the simulated shoreline positions with the 5th and
95th% confidence limits. The mean shoreline position for the 0 MSL contour is ap-
proximately 50 m from the reference datum and the distributions reveal a heavy lower
tail. This is expected since the erosion rate parameter obtained from the calibration is
larger than the accretion rate parameter. Coupled with the high energy wave climate
this implies that the shoreline often does not fully recover to its equilibrium position
between storm events.
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Fig. 7.9 Example of simulated 0 MSL contour shoreline positions using the synthetic wave dataset for the period 1990–2090.
Wave height data are shown in the top panel
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Fig. 7.10 Shoreline position PDF (a) and CDF (b) for the 0 MSL contour as calculated
using the simulated waves. The median (red line) and the 5th and 95th% confidence
limits (shaded) are also shown in the plot.

7.4 Discussion and Conclusion

This study attempts to demonstrate the performance of a new wave climate simulation
technique for evaluating aspects of coastal vulnerability. The stochastic simulation
technique was described by Pringle & Stretch (2015) and is linked to the physical
drivers of regional wave climates. The synthetic wave dataset spans 100 years at a
6–hour temporal resolution. In general the model performs well and is reasonably
able to accurately mimic results from observed wave data in the analysis of nearshore
processes such as longshore and cross-shore sediment transport. Furthermore the
advantage of simulating continuous wave sequences was demonstrated using the new
shoreline evolution model developed by Jara et al. (2015).

The simulated wave time series provide a means by which to analyse both long and
short term coastal risk assessment associated with longshore and cross-shore sediment
transport. Return periods associated with simulated erosion volumes using the syn-
thetic wave data agree well with those from observed wave data. The predicted change
in erosion volumes with return period is qualitatively similar to results reported by
Callaghan et al. (2008). The erosion volumes increase without limitation for increasing
return periods which differs from the results of Corbella & Stretch (2012a) who sug-
gested an upper limit. This appears to be a limitation of the Kriebel & Dean (1993)
model for large erosion events since realistically an upper limit is expected. Recently
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Callaghan et al. (2013) showed that semi-empirical and process based approaches can
replicate this upper limit. However using those models with long-term synthetic wave
time series may be challenging.

Seasonal statistics suggest that the wave model accurately describes the origin and
direction of wave energy associated with different wave heights. The use of CPs to drive
the model is beneficial since they have been shown to accurately delineate directional
wave energy sources. Furthermore the CPs are capable of describing bimodal wave
energy sources which is beneficial for modelling purposes.

The new dynamic shoreline evolution model developed by Jara et al. (2015) was
used to demonstrate the advantage of simulating long continuous wave sequences.
Shoreline positions can be simulated for long periods with relatively low computa-
tional effort, which is advantageous for coastal risk assessments. In contrast shoreline
positions estimated in Yates et al. (2009) were based on wave data simulated using a
spectral wave model, which is not well suited to simulating long sequences of shoreline
changes because it is computationally demanding. A simple least squares technique
was used to calibrate the shoreline model using observed wave data. The calibrated
shoreline model successfully captured the general trends of observed shoreline posi-
tions.

A significant advantage of the stochastic simulation technique presented here is that
it is well suited to studying future climate scenarios that include climate change effects.
The links to atmospheric CPs should provide a robust framework for evaluating the
effects of changes in synoptic scale meteorology obtained from global climate models
(GCMs). Such changes have direct effects on surface variables of interest. For example
CPs have been used to asses changes in the statistical properties of precipitation (e.g.
Abiodun et al., 2015; Bárdossy & Pegram, 2011) and recently on the European wave
climate (e.g. Perez et al., 2015). Therefore the stochastic simulation of waves based
on GCM outputs for future climate scenarios provides a promising new methodology
for quantifying coastal vulnerability within the context of climate change. This is
because the effect of the changing climate on nearshore processes such as longshore
and cross shore beach response can be easily quantified through the statistical links
between CPs and waves.
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Chapter 8

Atmospheric classification as a
framework for assessing future
coastal vulnerability.
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Abstract

Recent developments in coastal vulnerability assessment have highlighted the benefits
of identifying the synoptic scale atmospheric circulation patterns (CPs) that drive
regional wave climates. A useful application of these CPs is to provide a framework
to stochastically simulate waves that are conditioned on the weather systems that
drive them. This has recently been exploited in the development of a hybrid CP-
linked stochastic wave climate simulation technique. The present study is focussed on
demonstrating two important properties of the CP classification and wave simulation
techniques. Firstly we demonstrate that the outcome of our CP classification algorithm
is robust to whether the wave data used is derived from models (with re-analysis) or
from direct measurements. Secondly, we show how the new CP-linked wave simulation
techniques can be applied to elucidate future wave climates associated with climate
change scenarios. To illustrate these methods the future wave climate on the east
coast of South Africa was simulated using CPs from HadGEM2-ES GCM simulations
for the period 2010 – 2100. Some long-term changes in the occurrence statistics of
extreme wave events are found for the case study location. More generally the results
suggest broad applicability of the methodology for both current and future coastal
vulnerability assessments.

8.1 Introduction

Within the context of climate change the ability to quantify risk in non-stationary en-
vironments is of fundamental importance. In coastal environments, coastal engineers
and planners require reliable models that can accurately describe regional wave cli-
mates and associated risk factors. The application of multivariate statistical models is
one method of addressing this issue, but in general they are not directly linked to the
meteorological forcing of waves and can sometimes produce unrealistic results (Cor-
bella & Stretch, 2013). Furthermore, non-stationary statistics can be complex and
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difficult to incorporate into such models. Alternatively, process-based global wave
models have become increasingly attractive due to improvements in their performance
(Caires et al., 2004; Chawla et al., 2013; Mínguez et al., 2011; Swail & Cox, 1999; Tol-
man et al., 2002). The accuracy of these models depends largely upon the wind field
inputs that drive them and they currently require re-analysis with data assimilation
to produce accurate results. They are therefore unable to accurately predict future
wave climate scenarios. Furthermore the ability of global wave models to accurately
simulate extreme events depends strongly on the grid resolution. This is particularly
important nearshore, an area that is typically poorly resolved by global wave models
(Mínguez et al., 2011). The prediction of climate change effects can therefore benefit
from hybrid statistical models that retain links to the physical mechanisms that drive
regional wave climates.

The use of meteorological features to drive coastal risk assessment models has re-
cently attracted increasing attention in research. For example Zou et al. (2013) incor-
porated an ensemble modelling framework linking meteorological features to coastal
flood risk through regional downscaling. Camus et al. (2014) proposed the use of
weather pattern types as a statistical downscaling framework for regional wave cli-
mates. Espejo et al. (2014); Pringle et al. (2014) have recently shown how atmo-
spheric classification can be a useful tool in coastal vulnerability assessment since it
can provide a link between statistical risk assessment models and process-based global
wave models. The transition between different atmospheric states or classes is a phys-
ically meaningful way to describe wave behaviour. This link was exploited in a recent
stochastic wave simulation technique proposed in Pringle & Stretch (2015). Further-
more the use of atmospheric classification provides a useful framework within which
to assess climate change effects (e.g. Perez et al., 2015).

Following Bárdossy et al. (1995) the atmospheric classification algorithm used
herein is based on fuzzy rules with intrinsic links to surface variables, in this case
wave characteristics. Pringle et al. (2014) were the first to apply this atmospheric
classification technique to elucidate the drivers of regional wave climates. The classes
are automatically derived in a supervised manner based on their ability to explain
wave characteristics such as wave heights, directions, periods and storm durations.
Pringle et al. (2014) focussed on using the wave height as the variable of interest to
classify circulation patterns (CPs).

Wave climate estimation using the latest generation of spectral wave models has
become increasingly accurate. While it may never replace the reliability of direct
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wave observations it is particularly useful where direct measurements are not available.
Furthermore it provides an alternate dataset to use in an atmospheric classification
algorithm. Therefore CP classification using modelled wave data has the potential
to describe the drivers of wave climates in regions where no wave observations are
available. This approach is also well suited to analysing and quantifying future coastal
vulnerability concerns.

The aim of this study is to investigate the robustness of our automated fuzzy
rule based classification in locating the drivers of regional wave climates using only
modelled wave data. If the algorithm can locate the same CPs as those derived from
direct wave measurements then this robustness can be exploited in coastal vulnerability
at locations without wave measurements. We also demonstrate an application of a CP-
linked stochastically wave simulation model for evaluating future wave characteristics
under climate change scenarios. This is based on a supposition that changes in regional
CP occurrence frequencies predicted by global climate models (GCMs) will in turn
drive significant changes in the wave climates in those regions.

8.2 Method

8.2.1 Case Study Site

The KwaZulu-Natal wave climate on the east coast of South Africa, shown in Fig 8.1,
has been studied in some detail (Corbella & Stretch, 2012a,b,c,d; Mather & Stretch,
2012). However, it is only recently that Pringle et al. (2014) have focussed on the
physical drivers of the wave climate, namely the atmospheric circulation patterns
associated with major wave events. They noted that stationery low pressure systems
south or east of the country drive large waves towards the coastline. Specific weather
systems associated with extreme events have been cited as tropical cyclones (TC’s),
mid-latitude cyclones and cut-off lows (Corbella & Stretch, 2012d; Mather & Stretch,
2012; Pringle et al., 2014; Rossouw et al., 2011; Schumann, 1988). Deep low pressure
systems east of the country coupled with a ridging high pressure region behind a
frontal low, can cause strong winds to blow towards the coastline with associated
extreme wave conditions.

Corbella & Stretch (2013) defined extreme wave events as those where the sig-
nificant wave height Hs ≥ 3.5m since the 3.5 m threshold was found to delineate
events that cause significant coastal erosion. The austral autumn and winter months

158



8.2 Method

are typically associated with the occurrence of the largest wave heights in the region
(Corbella & Stretch, 2012d). Seasons are defined in Table 8.1.
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Fig. 8.1 Locations of the wave observation buoys at Durban and Richards Bay, along
the KwaZulu Natal coastline (Pringle et al., 2014).

Table 8.1 The allocation of months to seasons

Season Months
Summer December – February
Autumn March – May
Winter June – August
Spring September – November

8.2.2 Data Sources

Observed and Modeled Wave Data

Observed wave data was obtained from the Durban wave-rider buoy (refer Fig. 8.1)
for the period 1992 – 2009. Where necessary missing data was supplemented by
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data from the Richards Bay wave-rider buoy (Fig 8.1) to provide a continuous wave
record. Corbella & Stretch (2012b) showed a strong relationship between wave heights
measured by the two buoys.

Re-analysis swell and significant wave height data were obtained from the ERA-
Interim dataset1. The ERA wave data is based on the third generation WAM model
((Dee et al., 2011; Komen et al., 1994) and uses data assimilation to improve the
results. Wave data were extracted for the location 30◦S - 31◦E (Fig 8.1).

Atmospheric Pressure Data

The classification of atmospheric states is based on pressure anomalies on the 700 hPa
geo-potential. Re-analysed atmospheric pressure data were obtained from the ERA-
Interim dataset for the area 10◦S, 0◦E – 50◦S, 50◦E with a grid resolution of 2.5◦and
for the period 1972 – 2009.

Pressure fields on the 700 hpa geo-potential for the same region were also obtained
from the HadGEM2-ES implementation of the CMIP5 centennial simulations for the
period 2010 – 2100 (Collins et al., 2011; Jones et al., 2011). Analysis of the pressure
data included two future scenarios or “representative climate pathways” (RCPs): a
low emission scenario (RCP2.6) and a high emission scenario (RCP8.5) (Moss et al.,
2010).

The CP anomalies are defined as perturbations on a specific pressure level, namely

a(x, t) = p(x, t)− p(x, j(t))
σ(x, j(t)) (8.1)

where a(x, t) is the anomaly value at location x for time t, p(x, j(t)) and σ(x, j(t)) are
the mean and standard deviation pressure level at location x for Julian day j(t). The
inclusion of the function j(t) is to provide a smooth transition between CP states for
different days.

8.2.3 Classifying Atmospheric Circulation

Classification of atmospheric circulation refers here to a computer assisted process
whereby (a) states (or classes) with similar properties are identified, and (b) grouped
together. The classification technique used herein differs from most others used in
climate studies because it is guided by a surface variable of interest. Wave heights

1http://apps.ecmwf.int/datasets/
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are incorporated into an optimisation procedure to identify classes that are the main
sources of specific wave characteristics. An outcome of this is that the classes have
intrinsic links to wave behaviour. The methodology is based on fuzzy logic and was
developed by Bárdossy (2010); Bárdossy et al. (1995, 2002). Pringle et al. (2014)
adapted the algorithm to delineate sources of wave behaviour. Bárdossy et al. (2015)
demonstrate the advantage of including a variable of interest in the classification by
showing that the educed set of CP classes associated with different variables of interest
can be distinct.

The goal of the classification is to optimally delineate the physical drivers of re-
gional wave climates. Therefore an optimisation procedure is used that is based on
the wave height with the assumption that similar CPs drive similar wave events. Two
objective functions are used. The first objective function is designed to identify CP
classes associated with large wave events. These CP classes are associated with higher
frequencies of exceeding specified wave thresholds than the unconditional exceedance
frequency. Whence

O1(θ) =

√√√√ T∑
t=1

(
h(Hs ≥ θ | CP (t))− h

)2
(8.2)

where θ is a prescribed wave height threshold for the time period T , CP (t) is the class
assigned to time t and h is the unclassified mean frequency of an event. The algorithm
considered two wave height thresholds after Pringle et al. (2014): (a) θ ≥ 3.5 m, wave
heights greater than this are associated with severe coastal erosion (Corbella & Stretch,
2013); (b) θ ≥ 2.5 m, a threshold associated with midrange wave heights.

The second objective function aims to identify CPs with mean wave height statistics
that are different from the unclassified mean. The ratio between the mean wave heights
for CP classes and the unclassified mean wave height is incorporated as follows:

O2 =
T∑

t=1

∣∣∣∣∣Hs(CP (t))
(Hs)

− 1
∣∣∣∣∣ (8.3)

where (Hs) is the unclassified average significant wave height and Hs(CP (t)) is the
average significant wave height for the given CP class assigned for time t. A weighted
linear combination of Equations 8.2 and 8.3 are used to find an optimal solution
to the classification. The weights reflect their relative importance and account for
the different average magnitudes of the objective functions. A simulated annealing

161



Atmospheric classification as a framework for assessing future coastal
vulnerability.

algorithm was used in the optimisation process.

8.2.4 Classification Similarity

The classification technique outlined in § 8.2.3 was applied to the ERA-Interim pres-
sures (at the 700 hPa geopotential) using two different wave datasets: (a) direct wave
measurements and (b) re-analysed modelled waves. That is, from the same pressure
dataset two different sets of CP classes were derived using the measured and reanal-
ysed wave data respectively. The relationship between the two classifications was
evaluated using a contingency table. The classifications have a non-numerical basis
therefore methods such as regression analysis cannot be used to quantify their simi-
larity (Stehlik & Bárdossy, 2003). The contingency table is a useful measure of the
association between the two classifications. For example two classifications that are
exactly similar possess classes with the same spatial configurations. Therefore each
class in the first classification will occur with a matching class in the second classifica-
tion. Since the classification technique is stochastic in nature, the class labels assigned
to each set of CPs are arbitrary. More importantly the spatial orientation of pressures
within the classes derived using reanalysed waves may differ from those obtained from
wave measurements. The differences can arise from the optimisation process itself or
from differences between the two wave datasets. The contingency table provides a
simple means to identify similar classes from each classification.

Two useful statistics can be calculated from the contingency table. They are based
on a χ2 statistic defined as (Hartung et al., 1999)

χ2 =
I∑

i=1

J∑
j=1

(
nij − ni.n.j

n

)2

ni.n.j

n

(8.4)

where I and J are the number of classes in the first and second classification respec-
tively. I and J also reflect the number of rows and column within the contingency
table. nij is the number of simultaneous occurrences of class (row) i with class (col-
umn) j, ni. is the total number of simultaneous occurrences of class (row) i with all
the j classes (columns). Similarly n.j is the total number of simultaneous occurrences
of class (column) j with all i classes (rows) and n is the total sum of all the occur-
rences within the contingency table. The term ni.n.j

n
represents the expected number

of simultaneous occurrences of class (row) i with class (column) j.
The dependence between the two classifications can be measured by the modified
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Pearsons coefficient C and the Cramer coefficient V . Both measures are bounded by
0 and 1 and the stronger the association between classifications the larger the values.
The modified Pearsons coefficient is defined as

C =

√√√√ min(I, J)
min(I, J)− 1

√
χ2

χ2 + n
(8.5)

whereas the Cramer coefficient is defined as

V =

√√√√ χ2

n(min(I, J)− 1) (8.6)

It is expected that for our case study the two classifications should be strongly
associated since the CPs that drive the wave events are present in both.

8.2.5 Wave Simulation

Only a brief overview of our CP–based method for the stochastic simulation of waves
is presented here since a detailed description is given by Pringle & Stretch (2015). The
wave simulation technique exploits the strong links between CPs and wave character-
istics. These links are also used for the classification method described in § 8.2.3.

The occurrence of different CPs and their transitions between states provide a
physically meaningful way to simulate waves because each CP is associated with wave
climate variables that have specific interdependence structures. Pringle & Stretch
(2015) showed that the CP sequences can be described as a Markov process. Therefore
given a CP at some time ti and wave variables (Hs, Tp, θ) it is possible to simulate the
CP and associated wave variables at time ti+1. Bivariate copulas conditioned on the
CPs were used to model the dependence structure between significant wave heights and
periods Hs|Tp and between significant wave heights at different times Hs(t)|Hs(t− 1).
Wave directions were simulated from their empirical distributions conditioned on the
wave heights and CP occurrences.

The classification method was applied to future pressure data from HadGEM2-ES
GCM simulations for both high and low emission scenarios. Changes in CP occurrences
were estimated using the classes derived from the ERA-Interim pressure dataset. The
new CP occurrence statistics for the future scenarios were then used to simulate future
wave climates based on the CP – wave dependence structure derived from directly
measured wave data.
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8.2.6 Evaluating Changes in Wave climate

The stochastic wave simulation technique was applied using the CP statistics obtained
for the near (2010 – 2050) and distant (2050 – 2100) futures in the RCP2.6 and
RCP8.5 climate scenarios. The statistical properties of the simulated waves were used
to evaluate changes in wave behaviour for the two future scenarios. This is important
because changes in wave behaviour have direct implications for coastal vulnerability
assessments. The wave statistics analysed for changes included the seasonally averaged
wave heights, directions and periods, wave height return periods, and seasonal wave
roses. The return period is defined as (Goda, 2008; Salvadori, 2004)

TR = µt

1− p
(8.7)

where µt is the average storm inter-arrival time and p is the probability level.

8.3 Results

8.3.1 Measured and reanalysed wave heights

The measured and reanalysed wave data are well correlated for average wave heights.
Both the Pearson and Spearman’s cross-correlation coefficients are about 0.7 at zero
time lag (Fig 8.2(a)). In contrast Fig 8.2(b),(c) and Fig 8.3, 8.4 and 8.5 show the
inability of the ERA wave model to accurately reproduce extreme wave events. The
model is able to capture general trends such as correct timing of the event and shape
but underestimates the peak wave heights. The peak correlation coefficient is at a
zero time lag (see Fig 8.2(a)), which suggests the timing is correct. Swail & Cox
(1999) found similar trends when comparing ERA and NCEP (National Centre for
Atmospheric Research) wave height data. They attributed such differences to the
model’s inability to sufficiently resolve compact wind fields such as in tropical cyclones
and mid-latitude cyclones.
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Fig. 8.2 The relationship between the measured and ERA-reanalysed wave data are shown in (a) the lagged Pearsons
correlation coefficients, (b) scatter plot of wave heights and (c) Quantile-Quantile plot .
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Figs. 8.3, 8.4 and 8.5 show time sequences of three extreme wave events off the
KwaZulu-Natal coastline. The sequences are driven by different meteorological fea-
tures. Fig. 8.3 was an event driven by a strong cut-off low system that became sta-
tionary east of the coastline. It is the largest wave event on record for the KwaZulu-
Natal coastline and caused severe coastal erosion. Mid-latitude cyclones as shown in
Fig. 8.4 are common weather systems for the South African climate. This particu-
lar mid-latitude cyclone was responsible for driving an extreme wave event along the
KwaZulu-Natal coastline. Fig. 8.4 shows the CP two days before the occurrence of
the peak wave height of the extreme event. This is approximately the time it takes
for deep water waves to reach the coastline from such a distance. This is based on
a estimated group velocity for waves with a period of 10 seconds. Tropical cyclones
are sometimes cited as major drivers of extreme wave events along the KwaZulu-Natal
coastline (Corbella & Stretch, 2012d; Mather & Stretch, 2012). However they are
only capable of driving large waves towards the coastline when they occur at specific
locations, for example within the Mozambican channel or south of Madagascar. An
example of this is shown in Fig. 8.5. Both the occurrence of a cut off low (south east
of the coastline) and a tropical cyclone are shown to drive large waves towards the
coastline. Their tracks are shown as red and black respectively.
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Fig. 8.3 The March 2007 storm event showing (a) the storm track with corresponding
CP at the peak of the storm event. (b) The observed (solid line) and ERA modeled
(dashed line) wave heights at the Durban waverider buoy for March 2007.
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Fig. 8.4 (a) A typical mid-latitude cyclone with associated track and CP two days
before the storm peak. (b) The observed (solid line) and modeled (dashed line) wave
heights at the Durban waverider buoy for May 2001.
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Fig. 8.5 (a) The tracks of a tropical cyclone (black) and a cut-off low (red) and CP at
time of the storm peak. (b) The observed (solid line) and ERA modeled (dashed line)
wave heights at the Durban waverider buoy for Feb 1997.
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8.3.2 Classification Comparison

Two classification procedures were applied to the CP anomalies on the 700 hPa geopo-
tential. Classes were first derived using measured wave data to form the objective
functions that guided the classification (§8.2.3). The classification was then re-run
using reanalysis wave data. Sixteen CP classes were specified in both cases, which
according to Pringle & Stretch (2015) is optimal (in the sense of minimum entropy)
and gives a classification outcome that provides strong insight into the physical drivers
of the wave climate.

Contingency

The contingency table (Table 8.2) provides a means to statistically compare the two
classification outcomes. The similarities between the classifications is evident in the
table. For each class derived using reanalysis wave data there is a corresponding class
derived from the measured wave dataset that occurs in conjunction with it a large
percentage of the time. That is, for each row in Table 8.2 there is a matching column
in which the occurrence frequencies are high. The modified Pearson’s correlation coef-
ficient and Cramer’s coefficient are 0.77 and 0.28 respectively. Although the Cramer’s
coefficient value seems low, these values are similar to what Stehlik & Bárdossy (2003)
found when comparing European classification schemes.
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Table 8.2 Contingency table of the two classifications. The rows contain CP classes derived from the observed wave climate.
The columns are classes derived from reanalysed wave data. Values in the table are normalised by the number of cases in
each column (%)

CP : CP01 CP02 CP03 CP04 CP05 CP06 CP07 CP08 CP09 CP10 CP11 CP12 CP13 CP14 CP15 CP16 CP99

CP01 11 38 20 0 36 7 12 0 6 6 13 1 9 4 8 1 6
CP02 9 11 1 0 25 4 26 1 27 7 9 2 0 4 4 2 7
CP03 1 4 4 1 12 9 14 1 4 3 8 10 3 6 6 1 11
CP04 2 5 11 3 7 0 6 6 1 2 8 7 1 3 5 29 1
CP05 2 2 0 48 1 1 2 15 3 9 0 5 7 4 3 1 0
CP06 5 4 3 1 5 5 7 0 1 10 4 5 5 0 8 1 12
CP07 1 2 12 4 2 6 5 14 10 4 9 18 6 3 1 13 2
CP08 35 12 0 4 3 1 2 4 2 5 7 1 1 3 3 0 1
CP09 5 1 0 2 2 1 3 34 8 4 0 2 0 14 3 8 0
CP10 20 7 2 13 3 6 8 4 4 21 4 3 3 30 12 3 2
CP11 1 0 1 6 0 15 0 9 11 7 1 12 15 9 5 11 0
CP12 0 0 17 0 0 2 1 1 3 4 4 11 16 1 18 7 1
CP13 0 1 9 1 2 10 6 6 14 3 1 7 17 8 0 6 7
CP14 0 5 2 1 1 20 1 1 3 1 5 4 4 8 9 1 28
CP15 6 3 11 16 1 0 4 4 0 9 21 4 0 0 6 11 0
CP16 1 2 9 1 0 10 3 0 2 3 5 6 12 2 8 5 11
CP99 0 0 0 0 0 2 0 0 1 2 0 2 1 0 0 0 11
aCP99 is the unclassified class.
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Spatial Similarity

Figs. 8.6, 8.7 and 8.8 show CP class comparisons for the two classifications. Fig. 8.6
refers to the pair of classes that according to Table 8.2 have the strongest association.
Both classes have a low pressure region to the south of the country that is bounded
by a northerly located high pressure region. This pattern is similar to a mid-latitude
cyclone in an early stage of its development. According to the classifications the classes
occur approximately 12% and 10% of the time in the measured and ERA-modeled wave
scenarios respectively.

Extreme wave events predicted by the ERA wave model are driven predominantly
by CPs shown in Figs. 8.7(a) and 8.8(a). According to Table 8.3 these two classes
contribute about 54% and 16% to extreme events respectively. The classes appear
very similar in appearance to their counterpart classes derived using observed wave
data. However according to the wave statistics in Table 8.3 the classes contribute
significantly less to extreme wave events. This may be attributed to the fact that
classifications based on observed wave data are able to capture significantly more
detail that those based on simulated (with reanalysis) wave data.

Table 8.3 Key CP statistics using the ERA reanalysis wave data to delineate the classes
for the period 1992–2009. Comparisons with classifications using observed wave data
to delineate classes are shown in brackets.

CLASS Frequency Threshold exceedance given CP Exceedance contribution

p(CP ) % p(θ|CP ) % p(CP |θ) %
CP05 (CP01) 10 (12) – (0.48) 0.91 (5)
CP08 (CP09) 5.4 (4.8) 8.6 (3.2) 54 (11)
CP16 (CP04) 4.8 (5.6) 3.0 (2.1) 16 (9.2)
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Fig. 8.6 Classes derived using observed wave heights (a) and modelled wave heights
(b). According to Table 8.2 these classes have the highest degree of association.
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Fig. 8.7 (a) The class with the largest (∼ 54%) contribution to extreme wave events ac-
cording to modelled data (a) and (b) its corresponding class with strongest association
according to Table 8.2.

8.3.3 Future Wave Climate

The CP classification methodology was applied to at the 700 hPa geopotentials ob-
tained from the HadGEM2-ES GCM for the period 2010-2100. This was done to
demonstrate the possibility of utilising CPs to evaluate future wave climate scenar-
ios. The sixteen CP classes used for this application were still those derived from
the pressure anomalies obtained from the ERA-Interim dataset in conjunction with
direct wave measurements (see § 8.3.2). However, CP statistics for the near future
(2010-2050) and distant future (2050-2100) GCM simulations were used to simulate
waves and evaluate changes for the future wave climate.
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Fig. 8.8 (a) The CP class with the second largest (∼ 16%) contribution to extreme
wave events according to modelled data and (b) its corresponding class with strongest
association according to Table 8.2.

Future CP Statistics

The maximum and minimum differences in CP occurrence frequencies for two future
climate scenarios (RCP8.5 and RCP2.6) between the near and distant future are shown
in Table 8.4. The long term changes are calculated as the differences in statistics
between the distant future (2050-2100) and near future (2010-2050) as estimated by
the HadGEM2-ES GCM. Also shown is the comparison between historical pressures
predicted by the HadGEM2-ES GCM and reanalysed pressures for the period 1979-
2009. The results in Table 8.4 indicate that there are only small changes in CP
occurrences in the distant future for both the high and low emission scenarios. Changes
in CP statistics for future climate scenarios will directly affect future wave behaviour.
However since Table 8.4 indicates small changes in CP occurrences, it is expected
that there will be small changes to wave behaviour. However in terms of longshore
sediment transport rates Q even a small change in wave height can have a significant
effect since Q ∝ Hm

s with m > 1 (CERC, 1984b; Kamphuis, 1991). It is also important
to evaluate changes in wave direction because a previously sheltered stretch of coast
may become vulnerable to wave attack.

Changes in Wave Behaviour

Synthetic wave datasets were simulated based on CP statistics for the near future
(2010 – 2050) and distant future (2050 – 2100) and for the two climate scenarios
RCP2.6 and RCP8.5. The two periods were chosen to evaluate changes in wave be-
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Table 8.4 Maximum and minimum estimated differences in CP occurrence frequencies
between historical and HadGEM2-ES GCM predictions. The table also shows the dif-
ferences between the near future and distant future as predicted by the HadGEM2-ES
GCM for two scenarios. The long term changes are calculated as the difference between
CP occurrence frequencies in near future (2010-2050) and distant future (2050-2100).

Statistics: Min Max
Historical Comparison in CP Frequency %
Summer -2 4
Autumn -2 1
Winter -2 2
Spring -2 4

Long Term Changes RCP8.5 %
Summer -3 3
Autumn -2 4
Winter -2 2
Spring -3 2

Long Term Changes RCP2.6 %
Summer -2 2
Autumn -1 1
Winter -2 2
Spring -2 2

haviour between the near and distant future. The synthetic waves were simulated for
100 years using CP statistics for each period. The length of the datasets were chosen
so as to evaluate wave heights associated with the 100 year event. This process was
repeated 101 times to obtain a suitable sample size.

Fig. 8.9 shows the return periods and associated wave heights for the two future
scenarios and between the two periods. According to the HadGEM2-ES simulation
there are no significant changes in wave height extrema between the near and distant
future for the RCP2.6 emission scenario. However for the RCP8.5 emission scenario,
wave heights associated with return periods greater than 5 years will be larger in the
distant future. This has direct implications for coastal vulnerability.

In general according to the simulations based on the output from the HadGEM2-
ES GCM there will be no significant changes in wave direction along the east coast of
South Africa. Fig. 8.10 shows the wave roses derived from the simulated wave data for
the RCP8.5 emission scenario in the near and distant future. They suggest that there
will be a decrease in wave energy from the east-southeast sector while wave energy
from the south-southeast sector will increase. However these changes are small (in the
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Fig. 8.9 Return period statistics and associated wave heights for two different future
scenarios: (a) RCP2.6 and (b) RCP8.5. Wave heights and return periods for the
distant future (2050-2100) are shown in blue whereas those in the near future (2010-
2050) are shown in red. Shaded regions indicate the 80% confidence limits.
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order of 1 or 2%).
Table 8.5 shows no significant change in the seasonal statistics of wave climate

variables for both future climate scenarios between the near and distant future.

Table 8.5 Average statistics for important wave variables (Hs,Tp,θ) obtained from
the stochastic wave simulation for the near and distant future based on two future
scenarios.

Statistics: Summer Autumn Winter Spring
RCP2.6 Near Future (2010-2050)

Hs (m) 1.6 1.7 1.7 1.8
Tp (s) 10.5 10.2 10.4 10.5
θ (degrees) 130 136 143 131

RCP2.6 Distant Future (2050-2100)
Hs (m) 1.6 1.7 1.7 1.8
Tp (s) 10.5 10.2 10.4 10.5
θ (degrees) 128 135 143 131

RCP8.5 Near Future (2010-2050)
Hs (m) 1.6 1.7 1.7 1.8
Tp (s) 10.5 10.3 10.4 10.5
θ (degrees) 129 135 143 131

RCP8.5 Distant Future (2050-2100)
Hs (m) 1.6 1.7 1.7 1.8
Tp (s) 10.5 10.3 10.4 10.5
θ (degrees) 128 136 143 141
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Fig. 8.10 Wave roses derived from the the HadleyGEM2-ES RCP8.5 scenario for the
(a) near (2010-2050) and (b) distant future (2050-2100).
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8.4 Discussion

Classification of synoptic scale circulation patterns into discrete states with strong
links to ocean wave behaviour has been proposed as a new framework for coastal
risk assessment (Pringle et al., 2014). The separation of atmospheric features into
classes relies strongly upon a selected variable of interest such as the wave height.
Previous studies have only applied such classification techniques to locations such as
the KwaZulu-Natal coastline where there are reliable wave observation records (Pringle
et al., 2014). However with improvements in simulated reanalysed wave data, it is
important to clarify the ability of the classification scheme to delineate CPs based
only on such simulated datasets. If the methodology can be shown to be insensitive to
the source of wave data then the model can be used for future risk assessment studies
on a global scale.

Wave climates predicted by global models have improved due to increased resolu-
tion, improved model formulations, and the application of reanalysis with data assim-
ilation. However the ability of such models to predict extreme wave events for coastal
engineering design and vulnerability applications still requires a clear understanding
of the fidelity of these simulated data sets. In general a strong relationship exists
between observed and modelled (with reanalysis) wave data. However extreme events
can be relatively poorly reproduced in terms of significant wave heights although the
timing of the events appears approximately correct. For our case study site, observed
and modelled wave data were shown for different CPs such as mid-latitude cyclones,
cut-off lows and tropical cyclones. As noted in §8.2.1 these CPs are fundamental
drivers of the regional wave climate generally, and extreme events in particular.

To test the robustness of the CP classification technique reanalysis wave data from
the ERA-Interim dataset was used as the guiding variable. The classes derived from
this wave data were compared to those derived from observed wave data. There is a
strong inter-dependence between the two classification outcomes. Furthermore there
is good spatial resemblance between classes and the occurrence frequencies for similar
classes are in broad agreement. This implies that the technique is robust with respect
to small differences in the wave data used.

The implications of our results for coastal risk assessment are important. For ex-
ample the use of reanalysis data allows one to apply the technique to regions where
direct wave measurements are not available. Furthermore the results demonstrate an
advantage of using CPs as a framework for assessing the implications of future climate
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changes on waves. The recently developed stochastic wave simulation technique based
on the CPs was applied to output from a GCM for different future scenarios. This
technique differs from typical CP-based downscaling techniques for assessing climate
change because continuous sequences of waves are simulated based on the CP-Wave
links (e.g. Abiodun et al., 2015; Bárdossy & Pegram, 2011; Perez et al., 2015). In
general CP-based downscaling only uses the statistical properties of a variable of in-
terest associated with individual CPs to correct GCM predictions of the variable of
interest. Recently (Perez et al., 2015) showed how the relationship between a variable
of interest and CPs can be used to predict monthly or seasonal statistics thereof .

The CPs can also be used to develop quantile-quantile transforms between observed
and GCM-predicted values (e.g. Bárdossy & Pegram, 2011). The Q-Q transforms
can then be applied to correct the statistical properties of variables predicted by
the GCM. However such techniques are limited to statistical measures and cannot
be used to explicitly describe complex processes, for example beach response due to
wave forcing. Therefore simulating continuous wave sequences are advantageous when
assessing nearshore processes such as cross-shore and longshore beach responses (e.g.
Pringle et al., 2015).

According to the GCM used herein significant changes in the regional wave climate
for our case study location are only identifiable for the high emission scenario. The
changes show up in the wave height return period statistics and suggest that wave
heights with return periods TR ≥ 5 years will increase in the distant future. An ad-
ditional advantage of incorporating CPs into future wave climate assessment studies
is that they incorporate important information on wave directional characteristics.
For example if GCMs predict a future change in CP occurrence frequencies this may
imply an associated change in wave directional characteristics. This could in turn
have implications for coastal vulnerability since a change in wave direction may lead
to coastlines becoming more exposed to wave attack. For our case study location only
small changes in wave directional statistics are predicted for the simulation periods
used. However small changes in wave statistics may have significant effects on pro-
cesses such as sediment transport rates and associated beach erosion. In their study
Corbella & Stretch (2012b) estimated that beach erosion will increase at a rate of
0.14%/year/storm and 0.2%/year/storm for 0.0057 m/yr increases in Hs along the
east coast of South Africa. Furthermore Perez et al. (2015) estimated that on average
wave heights and periods in the North Atlantic and mediterranean will decrease in the
distant future.
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8.5 Conclusion

Synoptic scale atmospheric classification has been shown to be a robust framework
for coastal risk assessment by comparing classes derived using reanalysis wave data
and those derived from directly measured wave data. In general the results suggest
that there is a strong inter-dependence between the classifications. This has impor-
tant implications for coastal risk assessment including those associated with future
climate change scenarios. This has been demonstrated using a recent stochastic wave
simulation technique that is linked to circulation patterns that are the main drivers
of waves. The technique can be applied to any location including those where wave
data are limited to those obtained from global wave models.
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Chapter 9

Synthesis and Conclusion

9.1 Introduction

This chapter presents a summary of the findings of the research papers (Chapters 3-
8) described herein regarding the statistical links between atmospheric circulation
patterns and regional wave climates. The conclusions are presented followed by rec-
ommendations for future research.

9.2 Improvements to Coastal Vulnerability Assess-
ment

The primary focus of this research was to present a new framework to statistically sim-
ulate regional wave climates so as to improve current coastal vulnerability assessment
techniques. Statistical methods have an advantage over process based approaches
because they are less computationally demanding. Therefore it is possible to easily
generate large synthetic wave datasets with statistics that are similar to wave observa-
tions. The datasets can then be incorporated within vulnerability assessment studies.
However current statistical simulation techniques are not directly linked to the mete-
orological features that drive wave climates. This makes it difficult to delineate wave
characteristics from various sources. Furthermore purely statistical models are not
restricted by the physical limitations of wave development such as the wave direction
relative to the coastal orientation. This research has addressed these issues by identi-
fying the statistical links between regional wave climates and atmospheric circulation
patterns. The links are then used to stochastically simulate synthetic wave datasets.
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Classification is a useful tool when identifying trends in complex environments be-
cause it attempts to group similar states together thus reducing data dimensionality.
Atmospheric classification was used herein to delineate the links between wave devel-
opment and synoptic scale circulation (see Chapter 3). The classification method used
herein was based on fuzzy logic and statistical links to wave behaviour were used to
optimize the shape of the different CP classes. Therefore the CP classes are explicitly
linked to wave behaviour. This approach differs from other classification techniques
that derive the classes first and then link them to a variable of interest. This has direct
implications when linking a surface variable to the occurrence of specific meteorological
features. It is shown in Appendix A that the drivers of different surface variables such
as waves and precipitation can differ significantly. The fuzzy rule based classification
described in Chapter 3 was able to successfully delineate between the meteorological
drivers of the KwaZulu Natal wave climate. Furthermore extreme wave events were
shown to be associated with specific meteorological features. This has direct impli-
cations for simulating waves because the occurrences of these meteorological features
are strongly associated with large waves.

The optimal number of CP classes required to explain wave behaviour was found
to be about 16 (Chapter 4). This was based on the ability of the classes to explain
wave behaviour, particularly the occurrence of extreme events. A method based on
the Shannon entropy was used to quantify classification quality. This approach differs
from other classification quality measures in that it directly links the CP classes to
waves. Furthermore increasing the temporal resolution of the pressure data improved
the detail with which the classification captured extreme wave events. A low pressure
region to the east of the KwaZulu Natal coastline is strongly associated with large
waves. The high/low coupling drives strong winds towards the coastline.

The classification was applied together with a swell tracking algorithm to evaluate
sources of wave energy along the KwaZulu Natal coastline (Chapter 5). This research
demonstrated the ability of the classification to identify the CPs associated with differ-
ent wave energy directional spectra. The orientation of the high/low pressure regions
are directly linked with the shape of the spectra. This is a beneficial property of the
classification that can be exploited for modelling purposes.

The CP-wave links provide a means to improve stochastic simulations of regional
wave climates while retaining a physical basis. Chapter 6 presents a wave simulation
technique that is based on the occurrences of different CPs. The ability of the clas-
sification to delineate wave behaviour was exploited to simulate the waves. The CPs
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naturally define changes in the wave state between periods associated with large waves
and those associated with smaller waves. Archimedean Copulas were used to describe
the dependence structure between wave climate variables conditioned on the CPs.
The synthetic wave dataset exhibited similar characteristics to the observed dataset.
An extensive validation exercise described in Chapter 7 demonstrated two important
properties of the simulated waves. Firstly they exhibit statistics that are similar to
the observed dataset. Secondly they can be easily incorporated into vulnerability as-
sessments involving complex nearshore processes. Of particular interest is their use in
simulating continuous sequences of a process of interest. For example the waves were
applied to a new semi-empirical cross shore beach response model. The model relates
shoreline positions to the incoming wave energy and the shoreline can either accrete
or erode depending on the steady state equilibrium shoreline position.

The wave simulation model is strategically important for evaluating future wave
climate scenarios due to climate change effects. Changes in CP frequencies predicted
by global climate models for different future climate scenarios will have a direct impact
on wave behaviour. This can be easily incorporated into the wave simulation tech-
nique based on the assumption that the wave statistics for each CP remain unchanged.
This is demonstrated in Chapter 8 where changes in CP frequencies predicted by the
Hadley-GEM2-ES model were used to evaluate future wave climates scenarios. Sig-
nificant changes to wave behaviour were only identified for a high emission scenario
because these changes were only noticeable in the wave height return period statistics.
In general the wave heights at given return periods are predicted to increase in the
distant future for the east coast of South Africa. Furthermore Chapter 8 demonstrated
that the classification algorithm can be applied to regions with little to no observed
wave data. This is of fundamental importance because the classification algorithm
relies strongly upon wave data. However this research has demonstrated that reanal-
ysed wave data can be used in the classification algorithm as a supplement to wave
observations.

9.3 An Alternative to Reanalysed Wave Datasets

The use of global wave datasets available from wave modelling centres such as NCEP
and ECMWF has become more attractive in coastal vulnerability studies due to im-
provements in modelling techniques. Furthermore the datasets span approximately
30-40 years. However the reanalysed data still suffer significant drawbacks. For ex-
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ample extreme events are not well captured because they rely strongly upon accurate
wind field forcing and reanalysis with data assimilation. The accurate descriptions of
extreme events are fundamental to coastal vulnerability assessments. Furthermore the
modelling techniques are not well suited to assess future wave climate scenarios due
to climate change effects.

The CP-wave simulation technique discussed herein is an attempt to address these
issues. The simulation technique is not computational demanding lending itself to
generating large synthetic wave datasets. Extreme events are well described and the
CP-wave simulation technique is well suited to assess future wave behaviour.

9.4 Elements of Originality

This study has presented a new framework to assess coastal vulnerability by focussing
on the meteorological drivers of regional wave climates. An existing classification al-
gorithm, originally developed to evaluate the drivers of rainfall events, was modified
to explore the links between waves and synoptic scale circulation patterns. The appli-
cation of this classification procedure to aspects of coastal engineering is completely
new. Furthermore the circulation patterns derived herein have strong links to wave
behaviour because the classification algorithm is driven by the waves to an optimal
solution.

The relationship between the waves and the CPs were then used to stochastically
simulate waves. This stochastic simulation technique presents the first mixed approach
to wave simulation. The simplicity of statistical models is exploited whilst retaining the
links to the physical drivers of waves. The simulation technique is well suited to assess
future wave behaviour because it is based on synoptic scale meteorology. Atmospheric
circulation is generally well predicted by GCMs because it involves processes that range
large spatial scales. Furthermore the continuous sequences of waves are well suited to
evaluate nearshore processes required for current and future coastal risk assessments.

This study has shown that the classification algorithm can be applied to regions
in which only reanalysed wave data is available. Therefore the CP-wave simulation
technique can be applied to these regions, improving current and future coastal vul-
nerability assessments. It is likely that wave simulations based on reanalysed datasets
will under estimate extreme wave events. However future improvements in global wave
modelling techniques will address these issues and improve wave climate estimation.
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9.5 Conclusion

The statistical links between atmospheric circulation patterns and regional wave cli-
mates were exploited to delineate wave behaviour along the east coast of South Africa.
A fuzzy rule based classification algorithm was developed that optimizes the shape of
a set of CPs that drive wave development. The algorithm was applied to anomalies
in the 700 hPa geopotential heights. This study has shown that only a few types
of CPs are associated with large wave events along the east coast of South Africa.
Strong high/low pressure regions to the east of the South Africa can drive large waves
towards the coastline. Therefore the classification provides significant insight into the
drivers of complex wave climates. A sensitivity study was applied to the algorithm to
quantify the optimal arrangement of the classes and reduce subjectivity in selection of
the number of CP classes. The Shannon entropy indicated that 16 CP classes provided
significant insight into wave behaviour particularly in regard to extreme events.

Analysis of wave directional spectra indicated that the shape of the CPs are ex-
plicitly linked with the shape of the spectra. For example the orientation of the high
and low pressures are directly related to the distribution of wave energy. This char-
acteristic was then exploited to stochastically simulate synthetic wave sequences with
properties similar to the observed wave data.

The research presented herein has provided the framework from which to stochas-
tically simulate regional wave climates with direct links to meteorological features that
drive wave development. The advantage of simulating continuous sequences of waves
is that they can be easily incorporated within beach response models. Furthermore
the links between CPs and waves were shown to provide the framework to assess future
wave behaviour due to climate change effects.

9.6 Suggestions for Future Research

The use of CPs to provide insight into complex wave climates is an attempt to simplify
the high dimensionality of the environment. However a drawback of the classification
technique presented herein is that it it treats atmospheric circulation as a set of sepa-
rate distinct states. Atmospheric circulation forms more of a continuum with different
CPs varying smoothly between states. Therefore a Lagrangian approach to classifying
different air trajectories may address this issue.

Currently the classification algorithm used herein optimizes the CP classes based
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on objective functions formulated on the wave height. These objective functions can
be modified further to include other variables such as wave direction and wave period.
The inclusion of such variables may provide additional insights into the links between
synoptic scale circulation and wave behaviour.

An alternative approach to the CP-wave simulation technique proposed herein is
to simulate the wave climate conditioned on wave direction. This is approach can
be justified because it has been shown that the CPs delineate the associated wave
energy directional distributions. Therefore the CPs can be used to define the wave
direction from which the wave period and wave height can be inferred. This alternative
approach has been discussed in Chapter 6.
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Abstract

This paper presents the application of Fuzzy Rule Based Circulation Patterns (CPs)
classification in the description and modelling of two different physical processes: rain-
fall regimes and ocean waves. Large ocean waves are typically generated over fetches
of the order of thousands of kilometres far off shore, whereas rainfall is generated by
local atmospheric variables including temperature, humidity, wind speed and radia-
tion over the area of concern. The spatial distribution of these variables is strongly
dependent on regional pressure patterns, which are similar for associated weather and
wind behaviour on a given day. The choice of the CP groupings is made by search-
ing for those CPs which generate (i) different daily rainfall patterns over mesoscale
regions and (ii) wave heights from different directions at chosen shoreline locations.
The method used to choose the groupings of CPs is a bottom-up methodology using
simulated annealing, ensuring that the causative CPs are responsible for the character
of the results. This approach is in marked distinction to top-down approaches such as
k-means clustering or Self Organising Maps (SOMS) to identify several classes of CPs
and then analysing the effects of those CPs on the variables of choice on given histori-
cal days. The CP groups we define are often different for the two phenomena (rainfall
and waves) simply because different details of the pressure fields are responsible for
wind and for precipitation. The region chosen for the application is the province of
KwaZulu-Natal in South Africa, using the same set of raw geopotential heights to rep-
resent the pressure patterns, but selecting from the set those typical patterns affecting
ocean waves on the one hand and regional rainfall on the other.

A.1 Introduction

Local weather (precipitation, temperature wind) and related phenomena such as floods,
storm and waves are strongly dependent on atmospheric processes. These processes
are very complex and highly non linear. On the other hand due to the continuity



A.1 Introduction

of the atmospheric conditions these local phenomena are imbedded into large scale
features. It is both of theoretical and practical importance to understand these links.
Among the atmospheric variables, pressure is the driver for flow and transport. Air
pressure at the land surface is a variable which can be measured simply and with
good accuracy. Selected observations and meteorological models provide information
on high altitude pressure conditions. Air pressure and geopotential heights are among
the best modeled quantities. Therefore it is reasonable to use them as a basis to
describe atmospheric circulation.

The relationship between local variables and atmospheric circulation described
with the help of pressure conditions is a complicated and highly non linear one. On
the other hand it reasonable to assume that similar circulation conditions cause sim-
ilar local meteorological conditions. Therefore an appropriate classification can help
to quantify the relationship between local variables, such as amount of rain on a day
in a region or wave height and period on a shoreline, and circulation. The intention is
to define classes on the basis of the circulation and the local variables via conditional
distributions. The behavior of the local variable described for example using the con-
ditional distribution should be different for the different classes from the unconditional
distribution of the variable. A comprehensive summary of classification methods can
be found in Jacobeit (2010).

There are different ways one can define groups of circulation patterns:

1. to define CPs using atmospheric variables only

2. to define CPs using atmospheric variables by taking the local variable into ac-
count for setting up the patterns

3. to define CPs using a combination of atmospheric variables and local variables

The first method intends to find typical distinct patterns of the atmospheric variables.
The patterns differ in their defining space. Their link to local variables is determined
after the classification and might for some variables yield a good distinction in the
behavior while for others not.

The second method acknowledges the fact that relatively small differences of the
atmospheric variables might lead to very different behavior of the local variables.
This means that the classification should not intend to distinguish the patterns by
producing very different CPs but to group CPs which to some extent are similar but
explain the target variable as well as possible. On the other hand it is important that
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the classification is done on the basis of the atmospheric variables only so that the
classification can be used for time periods lacking the observation of the local variables.

The goals of various classification schemes can differ widely. While the classifi-
cation of pressure fields on a purely statistical basis might reveal specific features of
atmospheric dynamics, it might not provide the best basis for the explanation of the
behavior of surface variables such as wind, temperature or precipitation. Under cer-
tain circumstances relatively small differences in the atmospheric conditions can lead
to very different behavior of the surface variables. If one is interested in explaining the
relationship between surface variables and atmospheric conditions then the purpose
is to obtain classes of circulation patterns with distinct conditional probabilities or
distributions of the selected variables.

The first classifications were developed for regions in Europe on a subjective basis
(Lamb (1972) for Great Britain and Hess & Brezowsky (1952) for Germany). Auto-
mated classifications were developed for different regions in Europe, North America
and China. In this paper fuzzy rule based classifications are developed for precipitation
and waves in South Africa.

A.2 Methodology

The basic methodology of fuzzy rule-based classification was described for explaining
precipitation behavior in Bárdossy et al. (1995). The main ideas are summarized here.

The classification is performed on anomalies of daily air pressure based variables:
sea level pressures or geopotential heights g. These data can be obtained from reanal-
ysis products on a regular grid. The anomalies are calculated under consideration of
the annual cycle of both the mean and the standard deviation of the observed pressure.
The anomaly at gridpoint x and time t is calculated as:

d(x, t) = g(x, t)− ḡ(x, J(t))
sg(x, J(t)) (A.1)

where , J(t) is the Julian date corresponding to day t (which is a value between 1 and
366), ḡ(x, J(t)) is the mean and sg(x, J(t)) is the standard deviation of g at location x

and Julian day J(t). These anomalies d have zero mean and unit standard deviation
for each grid location.

The classification is based on the location of certain anomalies. For each gridpoint
x of the pressure grid G five different possibilities of anomalies are considered to define
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a classification class. A triangular fuzzy number is assigned to each of these possible
anomalies:

1. positive anomaly (0, 3, +∞)T

2. negative anomaly (−∞,−3, 0)T

3. non positive anomaly (−4,−0.85, 0.25)T

4. non negative anomaly (0.25, 0.85, 4)T

5. non representative anomaly (−∞, 0, +∞)T

where the subscript T denotes a triangular fuzzy number with the membership func-
tion:

µ(a,b,c)T
(d)


d−a
b−a

if a ≤ d ≤ b
d−c
b−c

if b < d ≤ c

0 else
(A.2)

This means that for the classification of each gridpoint one of the above possible
classes is assigned. Thus a class k can be defined as a vector jk(x)x ∈ G where each
jk(x) is an integer such that 1 ≤ jk(x) ≤ 5.

For a given day t and a given set of rules jk(x) x ∈ G and k = 1, . . . , K the
classification is performed as follows:

1. For each rule k and each location x the membership value of d(x, t) in the fuzzy
set corresponding to jk(x) is calculated. These values are µjk(x)(d(x, t))

2. These individual membership values are combined to an overall degree of fulfill-
ment of the rule k by calculating:

DOF(k, t) =
4∏

m=1

 1
#{x jk(x) = m}

∑
x|jk(x)=m

µjk(x)(d(x, t))qm

 1
qm

(A.3)

3. The k0 index corresponding to the maximal DOF(k, t) is selected as class for day
t

For further details the readers are referred to Bárdossy et al. (1995).
The fuzzy rule based classification is performed to explain the behavior of one or

more selected variables. These are denoted with the variable V . Two types of objective
functions are considered. The first one relates the CPs to the exceedence of certain
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thresholds of V . The objective is to define classes with frequencies of exceedances
which differ from the unconditional frequency of occurrences. The first is O1:

O1(θ) =
(

T∑
t=1

hCP (t)(V > θ|CP (t))− h(V > θ)
) 1

2

(A.4)

where h stands for the frequency of an event, V is the variable under interest and θ

is a prescribed threshold. This objective expresses that a classification should help to
decide if a threshold is exceeded or not.

The second objective type is related to the mean magnitude of the variable V with
respect to the circulation patterns. It is formulated as:

O2 = 1
T

T∑
t=1

∣∣∣∣∣ ¯(V |CP (t))
V̄

− 1
∣∣∣∣∣ (A.5)

The second objective function evaluates the ability of the algorithm to derive classes
with average values of V that are different from the unclassified average. In other words
this objective function measures the separability of the classes from the mean.

These objective functions can be used in combination - for example for different
thresholds θ and even for different variables. A weighted combination of them is used
as the classification objective function.

The value of the objective functions depends on the classification, which itself de-
pends on the selected rules {jk(x)x ∈ G k = 1, . . . , K}, where K is the number of
rules. Once objective functions for the classification are defined, different classifica-
tions can be compared with respect to their ability to explain the variability of the
surface variable investigated. The higher the objective function values the better the
classification is. Thus one can use an optimization procedure to find rules jk(x) which
maximize the objective functions. The number of possible rule systems for a given
number of patterns is given by the combinatorial:

NK =
 5|G|

K


This is usually an extremely large number (for example for a small pressure grid

10 × 10 with |G| = 100 nodes and K = 10 rules the number of possible rule systems
is > 10340) thus the best rules cannot be found by trying all possibilities. Instead an
optimization method has to be applied. Simulated annealing provides a reasonable
alternative as described in Bárdossy et al. (2002).
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A.2.1 Classification quality

The quality of the classification can be measured by the above defined objective func-
tions. Besides that other measures can be defined, which can be used for comparison,
for example to find the optimal number of classes. For this one can use thresholds for
the variable V . The entropy of the conditional distributions can be used to measure
the binary quality of a classification:

H(K) =
K∑

k=1
hk (pk log2 pk + (1− pk) log2(1− pk)) (A.6)

where pk is the probability of the exceedance of the threshold on a day with the k-th
CP, and hk is the frequency of the k-th CP. The quantity H(0) is the entropy in the
case no classification was performed:

H(0) = p0 log2 p0 + (1− p0) log2(1− p0) (A.7)

A classification provides information for the variable V if H(K) < H(0). In general
a classification using K classes is better than another with L classes if:

H(K) < H(L)

A.2.2 Non-uniqueness issues

Different CP classifications can be obtained for the same region. In Philipp et al. (2014)
the authors investigated 27 automatic circulation pattern classification approaches
and found that different classification methods lead to very different classifications.
The Fuzzy Rule Based classification method can lead to different classifications as
the stochastic optimization obtained using simulated annealing does not necessarily
lead to the same classification if another sequence of random numbers is selected.
A different choice of stations or a different choice of thresholds or weights for the
objective functions can lead to different classifications too. Different classifications
can be compared from the viewpoint of their performance or from the viewpoint of
the similarity of their classes. While the calculation of the objective functions is
straightforward, the similarity of the classifications requires further measures.

Two statistics can be calculated based on the contingency tables of the pairs of
classifications. For two different classifications nij is the number of days in class i for
the first and in class j in the second classification. The χ2 statistics to compare the
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classifications is calculated as:

χ2 =
r∑

i=1

s∑
j=1

(nijn− ni·n·j)2

ni·n·jn
(A.8)

where r is the number of classes in the first classification, s is the number of classes in
the second classification, ni· is the number of days in class i for the first classification,
n·j is the number of days in class j for the second classification and n is the total
number of days. If the classifications are independent then the χ2 value is small, the
bigger it is the more the classifications resemble each other. Based on the χ2 values
two measures of dependence were calculated, the modified Pearson coefficient C:

C =

√√√√ min(r, s)
min(r, s)− 1

√
χ2

χ2 + n
(A.9)

and the Cramer coefficient (Hartung et al. (1999)) V :

V =

√√√√ χ2

n(min(r, s)− 1) (A.10)

Both coefficients are bounded by 1, and the higher they are the stronger the as-
sociation is. The associations of CP classifications for the same geographical regions
using different objective functions or different stochastic optimization settings are usu-
ally strong, which is a consequence of the fact that the same variables (geopotential
heights) are classified.

A.2.3 Data used

The classifications were performed using ECMWF ERA reanalysis data sets. The
classification is based on daily normalized anomalies, derived from the 700 hPa geopo-
tential height with a grid resolution of 2.5o (10o – 50o S; 0o – 50o W). Geopotential
heights were obtained from the ERA-Interim data set of Dee et al. (2011) for the
period 1979 to 2009 (http://apps.ecmwf.int/datasets/).
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A.3 Classification for Precipitation

A.3.1 Objective functions

Precipitation has a highly skewed distribution with above 80 % probability of a dry
day in many parts of South Africa. Individual very high values of precipitation can
lead to "random" optima which are not robust. Instead a new variable related to the
average wetness of a selected number of stations was considered:

W (t) = #{xi; Z(xi, t) > 0}
#{xi; Z(xi, t) ≥ 0} (A.11)

by definition 0 ≤ W (t) ≤ 1. This variable is taken as V for the objective functions in
Equations (A.4) and (A.5).

The 24 Climate Regions defined by Kruger (2004), slightly modified by concate-
nating some of the very small regions (mostly in dry areas) with larger ones, were
used for the classification. The map with the locations of the regions is shown in Fig.
A.1. A set of representative stations was selected for each region and the CPs were
classified using the above defined objective function. The classification obtained using
this objective function works well for precipitation in all selected regions both for the
calibration and the validation time periods. For variety, we will show some CPs and
resulting rainfall in Fig. A.2 and specific CPs selected for region 6 in Fig. A.3.

A.3.2 Spatial extent of classification and non uniqueness of
CP set selection

We explore three sets of classifications driven by precipitation wetness. The first CP
set is conditioned on wetness in region 5 and we compare the differences in rainfall
distributions from three distinct sets of CPs. The second set involves determining
the robustness of the method when different sets of gauges in a region are used for
CP classification. For this purpose we use data from region 6 and randomly sample
2 sets for comparison. The third experiment treats CPs defined over three regions
in Fig. A.1. These are region 6 which experiences subtropical summer rainfall and
the occasional hurricane, 10 which is typically savannah, experiencing summer rainfall
dominated by convective systems, and 22 which has a Mediterranean climate and
experiences mostly frontal system winter rainfall.

Due to the stochastic optimization no unique best classification can be achieved.
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FIGURES

 

Figure 1. The Kruger climate regions of South Africa after Kruger (2004).
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Fig. A.1 The Kruger climate regions of South Africa after Kruger (2004).

It is of interest to see how

• the selection of the stations for the objective function

• the randomness due to stochastic optimizations

influences the results. For this purpose the performance measures were calculated for
different classification results.

To introduce the first experiment, which is to demonstrate the link between rainfall
regimes and CPs, we offer Fig. A.2, which shows the correspondence between (i) three
CPs chosen from a set of 8 in Mpumalanga and (ii) the rainfall distribution at a
particular rain-gauge in the region. Fig. A.2 shows the 700 hPa anomalies for three
selected CPs and the corresponding distributions of daily precipitation. CP2 is the
driest with the highest probability of a dry day. CP5 is the wettest with a much
lower probability of a dry day. CP8 is medium wet with statistics between CP5 and
CP2. The distributions are significantly different from each other indicating that
classification provides useful information on precipitation behavior.

To illustrate the methodology applied in the second experiment, we selected region
6, then we selected some gauges within the region, in different configurations, to

206



A.3 Classification for Precipitation

Bárdossy et al. Circulation Patterns for Southern Africa

Figure 2. Three different CPs and the related distributions of daily precipitation in Mpumalanga in Region 5 of Figure 1. the maps on the left are CPs 8, 2
and 5, appearing as blue (middle), red (dry) and green (wet) lines in the figure of frequency distributions.

This is a provisional file, not the final typeset article 14

Fig. A.2 Three different CPs and the related distributions of daily precipitation in
Mpumalanga in Region 5 of Fig. 1. the maps on the left are CPs 8, 2 and 5, appearing
as blue (middle), red (dry) and green (wet) lines in the Fig. of frequency distributions.
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classify the Circulation Pattern anomalies [CPs] which are the cause of different types
of rainfall over this region.

We find we get similar CPs, enough similarity of shape to pick a set, [note that the
labelling within each set is random, so we match by correlation of shape, not label].
Fig. A.3 shows the 700 hPa anomalies for two different classifications.

Bárdossy et al. Circulation Patterns for Southern Africa

 

Figure 3. 2 pairs of CPs: top two similar to each other and the bottom two likewise, selected from the CPs chosen on 2 sets of gauges in Region 6.
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Fig. A.3 2 pairs of CPs: top two similar to each other and the bottom two likewise,
selected from the CPs chosen on 2 sets of gauges in Region 6.

This similarity allows us to settle on one set of CPs per region (and season) because
we have a robust method. In the next section we turn to the Infilling/repair problem
– an extension of which we will use later in spatial interpolation between gauges.

The third experiment was to make comparisons between CP sets within and be-
tween 3 regions. This started by selecting 5 random subsets of 12 gauges from the
historical datasets in each of the regions. CPs were conditioned on each of the 5 sub-
sets in each region independently. We then set out to determine whether the similarity
of the sets within each region was materially greater than between regions. Because
these are categorical data it does not make sense to compute correlation coefficients
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Table 1. CP similarities for different classifications using the Pearson coefficient in
the regions numbered 6,10 and 22 in Fig. 1

Region 6 10 22
6 0.699 0.617 0.640
10 0.617 0.674 0.592
22 0.640 0.592 0.698

Table 2. CP similarities for different classifications using the Cramer coefficient in
the regions numbered 6, 10 and 22 in Fig. 1

Region 6 10 22
6 0.263 0.213 0.226
10 0.213 0.247 0.201
22 0.226 0.201 0.262

between sets, so Pearson and Cramer coefficients (equations A.9 and A.10) based on
the χ2 were the statistics used.

We chose three climate regions within South Africa to compare sets of CPs. The
regions chosen and shown in Fig. 1 are: region 6 (KwaZulu-Natal), region 10 (Free
State) and region 22 (Western Cape). We used 5 different random groupings of gauges
for classifications in each region, thus for each region we derived 5 independent sets of
CPs, making 15 in all.

The purpose of this calculation was to determine if the CPs derived for a given
region had a higher inter-association than between regions. These coefficients were
calculated for all pairs of classifications for the same regions. Then the averages of
the association measures were calculated for classifications corresponding to the same
(excluding the comparison of a classification with itself), and corresponding to different
regions leading to 2 sets of 3 by 3 matrices.

The average of the 20 within-region statistics are compared with the averages of
the 25 between-region statistics and appear in Tables A.1 and A.2 (the difference in
the numbers in each group is because we omitted the diagonal elements of comparing
a set with itself). The result is that there is a significant difference between the
within against the between coefficients, supporting our exploitation of this CP selection
procedure based on daily wetness.

All classifications show significant dependence, which of course is reasonable as the
atmospheric conditions on the same region are classified in all cases. On the other
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hand the within block average statistics are larger than the between block counter-
part, inferring that there is a stronger within relationship than between blocks. The
conclusion is that the choosing of CPs dependent on regions is valuable and worth the
effort.

A.4 Classification for waves

Atmospheric circulations drive regional wave climates through atmosphere-ocean in-
teractions. In particular they control the generation of the extreme wave events that
cause severe coastal erosion. They are therefore also fundamental drivers of coastal
vulnerability. The link between the wave climates and atmospheric circulation is
complex. However, statistical models that link synoptic scale atmospheric circulation
to regional wave characteristics have recently been shown to give significant insights
(Pringle et al., 2014). We propose that the classification of atmospheric drivers can
improve coastal vulnerability assessments and the prediction of climate change effects.
For example it provides a natural way to identify and isolate the effects of indepen-
dent storm events, which is required for extremum analysis. For example Corbella &
Stretch (2012b) identified independent events based on the autocorrelation or by using
a 6-hour inter-arrival window. The transition of CPs between classes is a physically
more meaningful method for defining independent events. Atmospheric CPs also con-
tain important information regarding the distribution of wave height, direction and
period, because when a particular CP type occurs the associated wave height, direc-
tion and period can be (statistically) predicted. Linking wave events to CPs can also
be used to extend current data sets and to infill missing data (Hewitson & Crane,
2002). Finally the prediction and evaluation of climate change impacts on coastal
vulnerability would be more robust if linked to changes in the atmospheric circulation
patterns that are the basic drivers of wave climates and extreme wave events.

A.4.1 Case study description

The KwaZulu-Natal (KZN) coastline (Fig. A.4) is associated with a high energy wave
climate. A number of weather types have been cited as the drivers of this wave climate.
For example tropical cyclones, mid-lattitude (extra-tropical) cyclones and cut off lows
(Mather & Stretch (2012); Corbella & Stretch (2012d); Rossouw et al. (2011)). The
location and persistence of tropical cyclones (TC’s) are believed to drive large wave
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events that cause severe beach erosion in KZN (Mather & Stretch (2012); Corbella &
Stretch (2012d)). Cut-off lows are deep low pressure systems that are displaced from
the normal path of west-east moving mid-latitude cyclones (Preston-Whyte & Tyson
(1988)). They are caused by instabilities within the westerly zonal flow due to the
high wind shear. Vortices can become cut-off and move equator-ward (Preston-Whyte
& Tyson (1988)). These features lead to seasonality in the wave climate and the oc-
currence of storms in particular. On average autumn and winter (April to September)
are associated with the largest wave energy, while summer (January to March) has
the smallest (Corbella & Stretch (2012d)). The significant wave height (Hs) is the
key variable of interest for coastal vulnerability applications. Our algorithm considers
both the daily average significant wave height and the daily maximum significant wave
height. Wave data for the period 1992 to 2009 were obtained from wave buoys located
near Durban and Richards Bay on the KwaZulu-Natal coastline (Fig. A.4).
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0 25 50
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 (29.9S,31.1E)

Richards Bay
 Wave Rider 
 (28.8S,32.1E)
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30°S

0 250 500

km

Fig. A.4 Locations of the wave observation buoys at Durban and Richards Bay, along
the KwaZulu Natal coastline.

In this application the goal of the classification is to obtain a set of CP classes
which explain extreme wave events. Wave heights larger than 3.5m have been shown
to cause significant erosion along the KwaZulu-Natal coastline (Corbella & Stretch
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(2013)). The objective functions (Equations A.4 and A.5) were used as performance
measures.

The wave height threshold θ can be exploited to incorporate various scenarios. Two
different thresholds were used. The first relates to the occurrence of extreme events
(θ1 = 3.5m), while the second relates to midrange wave heights (θ2 = 2.5m). The
second objective function type is also used to provide a more detailed classification.

To account for the persistence of CPs during extreme events Eq. A.4 was modified
to include storm durations, defined as the duration of wave height excursions above
3.5m.

A.4.2 Dominant CP Classes

Fig. A.5 shows the average anomaly patterns for all the CP classes. CP99 refers to an
unclassified class. Useful statistical parameters for each CP class are their frequency
of occurrence, their contribution to extreme events, and the average and maximum
significant wave heights (Hs) associated with them. These parameters are shown in
Table A.3.

The results reflect a number of trends in CP-wave generation. However only the two
most significant trends are discussed herein. Firstly CP01 and CP02 (Fig. A.5a) occur
most frequently (about 17% of the time). Both CP classes resemble a mid-lattitude
cyclone in its different stages of development. The CP01 resembles the central low
pressure region of a mid-latitude cyclone as it moves from west to east south of the
country, while CP02 resembles the high-pressure region that follows. Secondly, Table
A.4 shows a class (CP03) that comprises 60% of all extreme wave events. The CP03
is shown to contribute significantly to extreme events all year round with highest
contribution in winter (65%). However CP03 (Fig. A.5c) occurs infrequently (9% of
the time). Its occurrence is associated with large average and maximum significant
wave heights ranging from 2.4 to 3.0 m and 5.0 to 8.5 m respectively. CP05 and
CP06 (Fig. A.5e & f) contribute approximately to 30% of extreme events in spring
and summer respectively. The CP06 resembles a pattern similar to tropical cyclones
south of Madagascar. Tropical cyclones located within this region have been cited to
drive large swells toward the KwaZulu-Natal Coast (Mather & Stretch, 2012). The
CP05 resembles low-pressure systems over the interior.

The algorithm only considered CPs associated with extreme events at the time
the event was recorded. In other words no time lags were considered when deriving
the CP classes. Therefore the algorithm assumes that extreme events are driven by
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relatively stationary CPs.
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Fig. A.5 Average anomaly patterns for 8 CP classes derived from the regional wave
climate data. Negative (low) pressure anomaly contours are shown as solid lines while
positive pressure contours are dashed.

A.4.3 CP Variability

The degree of fit (DOF) describes the membership of a CP for given day to a particular
class. The larger the degree of fit the stronger the belief that the CP belongs to a
particular class. Fig. A.6 shows the average anomaly pattern for CP03 and the CPs
associated with both the strongest and weakest membership for that class. CP03 is
associated with a strong low pressure region east/south-east of South Africa. The
pattern also shows a strong high-pressure region to the southwest. The coupling
between the strong low and high pressure drive strong winds and subsequently large
waves towards the coastline. The CP with the weakest membership to CP03 is shown
to be a weak anomaly pattern (refer to Fig. A.6(c)).

A.4.4 Variability Within Classes

It is expected that in regions of high pressure pattern variation should be low. This
is attributed to the stability of high pressures in their positions. In contrast pattern
variation in regions of low pressure should be higher primarily due to the movement
of low pressure systems. This is reflected in Fig. A.6(d), which shows significantly
larger variation (standard deviation of 1) in the vicinity of the low-pressure region.
The magnitude of the variation also indicates that CPs driving extreme events are
associated with strong low pressures.
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Table A.3 CP Occurrence frequencies and wave height statistics associated with each
CP class.

STATISTICS CP01 CP02 CP03 CP04 CP05 CP06 CP07 CP08 CP99a

Occurrence frequency (p(CP )%)
Summer 18 18 8.0 13 7.5 8.1 5.6 15 8.3
Autumn 18 19 8.0 11 10 7.2 5.1 13 8.8
Winter 16 17 8.1 12 11 8.4 4.5 14 8.9
Spring 17 16 9.1 12 9.4 7.7 5.0 15 9.2
All Seasons 17 17 8.3 12 9.6 7.8 5.1 14 8.8

Threshold exceedance for a given CP (p(Hs ≥ θ |CP ) %)
Summer – 0.4 8.0 0.3 – 3.5 2.6 0.7 –
Autumn 1.2 1.5 12 1.6 2.1 2.0 5.6 0.6 5.0
Winter 0.9 0.8 14 – 0.9 0.4 2.3 0.8 0.4
Spring 0.3 – 4.6 0.6 2.2 – 0.7 – –
All Seasons 0.6 0.7 9.6 0.6 1.4 1.5 2.8 0.5 1.4

Exceedance contribution (p(CP |Hs ≥ θ)%)
Summer – 5.6 50 2.8 – 22 11 8.3 –
Autumn 7.7 10 33 6.4 7.7 5.1 10 2.6 17
Winter 7.5 7.5 64 – 5.7 1.9 5.7 5.7 1.9
Spring 4.5 – 55 9.1 27 – 4.5 – –
All Seasons 5.8 7.4 48 4.2 7.9 6.9 8.5 4.2 7.4

Average Hs (m) for each CP
Summer 1.8 1.9 2.5 1.8 1.8 2.2 2.2 1.9 1.9
Autumn 1.8 1.9 2.7 1.9 2.0 2.0 2.1 1.9 2.1
Winter 2.0 2.0 2.9 1.9 2.1 2.0 2.2 2.0 1.9
Spring 2.0 1.9 2.4 1.9 2.2 2.0 2.2 2.0 2.0
All Seasons 1.9 1.9 2.6 1.9 2.1 2.1 2.2 2.0 2.0

Standard deviation of Hs (m) for each CP
Summer 0.48 0.49 1.1 0.49 0.53 0.76 0.74 0.61 0.49
Autumn 0.58 0.66 1.0 0.70 0.76 0.66 0.90 0.55 1.0
Winter 0.58 0.61 0.94 0.55 0.66 0.58 0.66 0.55 0.67
Spring 0.51 0.49 0.84 0.52 0.71 0.50 0.61 0.50 0.49
All Seasons 0.54 0.57 1.0 0.56 0.69 0.63 0.74 0.56 0.70

Max Hs (m) for each CP
Summer 3.4 4.0 8.5 3.7 3.4 5.0 5.2 5.6 3.3
Autumn 4.0 5.5 5.7 5.5 6.3 4.3 5.1 4.0 5.4
Winter 4.2 3.8 5.6 3.4 3.8 3.5 4.3 4.8 3.6
Spring 3.9 3.3 5.3 4.5 5.4 3.4 3.7 3.5 3.3
All Seasons 4.2 5.5 8.5 5.5 6.3 5.0 5.2 5.6 5.4

aCP99 is the unclassified class. Blank entries imply zero occurrences in the data set
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Fig. A.6 Average anomaly pattern for CP03 (a) showing (b) the anomaly with highest
DOF, (c) the anomaly with lowest DOF value, and (d) the standard deviation for all
CP03 anomalies.

A.4.5 CP rules and extreme events

Daily CP realisations associated with extreme wave events (Hs ≥ 3.5m) were compared
to the average class pattern to which they belong. Fig A.7 shows the average pattern
for CP03 together with selected extreme events corresponding to CP03. The locations
of the peak negative anomalies are shown in the plot. Significant pattern variability
within the class is apparent. Fig. A.8 and Table A.4 show the CPs associated with six
of the largest significant wave height events. The majority of the six events have been
classified as belonging to CP03. Fig. A.8(f) from visual inspection shows a pattern
similar to CP04 and CP08. Both classes are associated with low-pressure regions
southeast of Madagascar. However the CP has been classified as belonging to class

216



A.4 Classification for waves

Table A.4 Six of the most extreme wave events on record and their associated CPs for
the period 1992 to 2009.

Fig Date CP HS (m)
(a) 19/03/2007 CP03 8.50
(b) 05/05/2001 CP05 6.30
(c) 18/03/2001 CP03 5.92
(d) 03/04/2001 CP03 5.66
(e) 23/09/1993 CP03 5.64
(f) 19/03/2001 CP08 5.63

CP08 and not CP04. From a visual account it appears to better resemble class CP04.
Fig. A.8(a) & (c) are the CPs associated with the March 2007 storm which caused
severe coastal erosion along the KwaZulu-Natal coastline (Mather & Stretch (2012);
Corbella & Stretch (2012c)) with significant wave heights reaching 8.5m.
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Fig. A.7 (a) Average anomaly pattern CP03 with (+) symbols indicating the centers
of all negative anomalies (low pressures) contributing to the class. (b) & (c) show
actual CP’s for the dates 19/03/2007 and 30/08/2006 respectively, both of which were
classified as members of the CP03 class.
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Fig. A.8 CP’s associated with the six largest significant wave heights for the dates
(a) 19/3/2007, (b) 5/5/2001, (c) 18/3/2001, (d) 3/4/2001, (e) 23/9/1993 and (f)
19/3/2001.

A.5 Discussion and conclusions

In this paper different problems related to the fuzzy rule based classification of cir-
culation patterns were discussed. It was shown that reasonable classifications can
be developed for precipitation and waves in South Africa. We did this by selecting
long sequences of Circulation Patterns in the region surrounding Southern Africa and
conditioning the selection of the CPs on selected variables germane to the task; daily
wetness for rainfall and wave height frequencies of ocean waves. The classifications
yield classes with significantly different behavior depending on the classification goal.
It was shown in the precipitation part of the study, that using different stations of a
climatic region for the classification objective leads to different classifications, but the
performance of these classifications is nevertheless very similar. Different classifica-
tions for the same region are more similar than classifications corresponding to different
regions. This justifies the use of different classifications for the different regions and
variables, because they add discriminatory power to the modelling procedure.

In the case of the wave study, the emphasis was on the statistical link between
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atmospheric CPs and extreme wave events. The results show that the classification
algorithm is able to identify CPs that drive extreme wave events along the KwaZulu-
Natal coastline. The most frequent CPs associated with wave generation are revealed
as low and high pressure anomalies south of the country. These reflect easterly travers-
ing mid-latitude cyclones and their associated high pressures anomalies. The CP class
that drives the majority of extreme wave events (labeled CP03) is associated with
strong low pressure anomalies east of the country. A high/low pressure coupling
drives strong winds towards the coastline and generates large waves. It is not clear
what weather regimes are associated with these events since both mid-latitude cy-
clones and cut-off lows may belong to the CP03 class depending on their location.
The classification algorithm does not currently identify CP anomalies as part of an
overall structure developing in space and time: each class could be a snapshot in the
temporal evolution of (perhaps distinct) CPs. Therefore a particular weather system
may be associated with a number of classes during its development, which makes for
added complexity and requires further research.

There are similarities in the CP classes driven by the two surface variables because
in some instances they are linked to similar synoptic weather systems. However there
are also significant differences in the details of the pressure fields. These differences are
expected because large ocean waves are typically generated over fetches of the order
of thousands of kilometres far off shore, whereas some rainfall is generated by local
atmospheric variables including temperature, humidity, wind speed and radiation over
the area of concern.
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Appendix B

Additional Wave Height and
Circulation Pattern Statistics

B.1 Introduction

Of particular interest to this study is the effect of CP characteristics on wave devel-
opment. These characteristics include CP persistence (or lack thereof) in a certain
region, the movement of the CP before, during and after the storm event and the ori-
entation of high and low pressure regions. This study has focussed predominantly on
the latter as it is well suited for classification. However the translation of a CP across
southern Africa is also of significant importance. This is not explicitly described with
the classification technique used within this thesis.

The movement of CPs can be measured in a number of different ways. We propose
two different approaches. Firstly the Pearson’s correlation coefficient as a measure
of persistence (or stability) and secondly the temporally averaged CP as a way to
describe the CP movement. The persistence of a CP in a particular region can simply
be defined as the time during which the Pearson’s correlation coefficient does not vary
significantly. However a rapid change in the Pearson’s correlation coefficient implies
a change in CP regime. The correlation coefficient also provides insight into changes
within the circulation regime. If a CP is persistent in a region that is favourable for
wave development relative to the east coast it is expected that it will drive large waves
towards the coastline. This is because the CP has had sufficient time to develop the sea
state through wind-wave interaction culminating in a large wave event. Furthermore
the time it takes for the storm peak to reach the coastline in relation to the time the
CP has remained in a certain region is also important. This is a function of wave

221



Additional Wave Height and Circulation Pattern Statistics

physics (e.g. wave dispersion) but primarily it is due to the CP characteristics.

This appendix describes CP persistence and movement characteristics. Wave
height and pressure data for the year 2007 were used as an example to demonstrate
the CP characteristics associated with wave development. Three extreme wave events
occurred during the year with the largest event on record occurring towards the end
of March 2007.

B.2 Method

The Pearson’s correlation coefficient was used to measure change in circulation regime
as well as CP persistence. The CPs are defined on a region with resolution 2.5◦(10◦S 0◦E -
50◦S 50◦E). The CP at time ti was compared to the CP at time ti+1 such that

ρ = x · y− µxµy

σxσy

(B.1)

where µx, σx and µy, σy are the mean and standard deviations for the CPs at time ti

and ti+1 respectively, calculated as

µ = 1
G

∑G
i=1 ai, (B.2)

σ =
√

1
G

∑G
i=1(ai − µ)2 (B.3)

where G is the total number of grid points and ai is the anomaly value at the ith grid
point. The term x · y is the mean of the dot product between the anomaly values for
CPs at ti and ti+1. Therefore using Equation B.1 it is possible to describe persistent
periods as well as changes to the circulation regime. Persistent periods are defined as
periods with high and consistent ρ values.

Temporally averaged CPs provide insight into the movement of CPs. The shape
of the average CP describes its translation across southern Africa. Temporal averages
were calculated during storm events as well as during periods of persistence.
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B.3 Results

Pearson’s correlation coefficient values between CPs at consecutive time steps were
calculated for the year 2007 and are shown in Fig. B.1. The Fig. reveals two
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Fig. B.1 CP correlation coeffiecients (black) and wave heights (grey) for the year 2007. The correlation coefficients were
calculated between CPs of consecutive 6-hourly time steps.
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interesting features. Firstly there are "stable" periods where the CPs are well
correlated followed by rapid changes. The rapid changes indicate a change in CP state.
The change can be attributed to a break down of the circulation pattern structure
(reducing values) or the rapid translation of a low pressure structure across southern
Africa. Increasing correlation values indicate the transition of a CP into a stable state.

The periods associated with CP stability are also associated with large wave events.
Figs. B.2, B.3 and B.4 show the relationship between the correlation coefficients and
wave heights as well as the movement of the CPs within these periods. The CPs were
temporally averaged for both the stable period and during the storm event (Hs ≥
3.5m). The average CP during the February and March storm events show a persistent
low pressure region east of the coastline which suggests this storm event is associated
with a CP that remains stationary over the region. However the storm event occurring
in May (Fig B.4) is associated with a CP that translates in a south-easterly direction.
This is indicated in the elliptical shape of the low pressure region. It is interesting to
note the location of the storm peak (maximum wave height) within the stable period.
The peak can occur near the end of the period as in Figs. B.2 and B.4 or in the middle
such as Fig. B.3.
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Fig. B.2 (a) Correlation coefficients (black) and wave heights (grey) for the storm
event occurring during the month of February 2007. (b) and (c) are the CP averaged
values for the persistence period and storm period respectively..
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Fig. B.3 (a) Correlation coefficients (black) and wave heights (grey) for the storm
event occurring during the month of March 2007. (b) and (c) are the CP averaged
values for the persistence period and storm period respectively
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Additional Wave Height and Circulation Pattern Statistics
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Fig. B.4 (a) Correlation coefficients (black) and wave heights (grey) for the storm event
occurring during the month of May 2007. (b) and (c) are the CP averaged values for
the persistence period and storm period respectively
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B.4 Discussion

B.4 Discussion

The movement of CPs has a strong influence on wave development especially large
wave events. The Pearson’s correlation coefficient is a simple tool that provides useful
insight into these processes. Extreme wave events are strongly associated with CP
persistence and storm peaks can either occur towards the middle of the stable period
or towards the end. The arrival of the storm peak relative to time the CP has remained
persistent in a certain region is a function of the distance of the CP relative to the
coastline. Furthermore the more persistent the CP the larger the associated wave
heights. This is attributed to the duration the CP has had to drive a strong wind
towards the coastline. Furthermore the longer the distance that the wind has blown
over the sea (or fetch), the larger the waves.

The correlation coefficients between consecutive CPs reveals useful insight into the
movement and transitions of CPs between states. The temporal sequence of correlation
coefficients for the year 2007 reveal a cyclic fluctuation between stable/correlated
periods and uncorrelated periods. The uncorrelated periods indicate changes in the
CP state indicative of the movement of low pressure regions across southern Africa.
However the correlation coefficients do not provide information on the shape and
direction a particular CP moves. Therefore they are only useful as a primary evaluation
tool. The temporal averaged CPs provide more insight into the direction the CP is
moving and has the potential to improve current classification techniques.

The use of both the correlation coefficients and the temporally averaged CP can be
used to improve classification as follows: The correlation coefficients define the periods
in which to temporally average CPs. Ideally this is done during the more correlated
periods which are defined as the periods between the very low values (or troughs) in
the temporal sequence of correlation coefficients. Classification can then be applied to
the set of averaged CPs.
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Appendix C

Classification Algorithm
Pseudocode

This appendix presents the pseudocode for both the classification and optimization
algorithms defined in this study.

The optimization algorithm includes the classification algorithm. Therefore to
simplify this section only the optimization algorithm will be explained in detail.

C.1 Optimization Algorithm

The optimization algorithm consists of three main subroutines: (a) an Initialzation
function that reads in the pressure and wave data, (b) Classification in which CPs are
assigned to classes and (c) Optimization in which the classes are derived. Procedures
of strategic importance are described as follows:
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Classification Algorithm Pseudocode

Procedure 1 Initialization
Reads in pressure data, wave data and initial random definitions of CP classes.
Converts pressure values to anomalies.

Input: Pressure data file,
wave data file,
CP class file,
Files containing average and standard deviations of pressure values,
number of grid points in the y-direction Y,
number of grid points in the x-direction X,
number of CP classes (n),
length of record T.

Output: Anomaly data matrix (P ∈ RT×Y×X),
Wave height vector (W ∈ RT),
CP Class matrix (C ∈ Rn×Y×X).
V ariables:
C ∈ Rn×Y×X

P ∈ RT×Y×X

W ∈ RT

AVG ∈ RJ×Y×X

STD ∈ RJ×Y×X ▶ J is the length of the year
BA ∈ RY∗X

BS ∈ RY∗X ▶ Temp vectors of length Y ∗X to store values.
OPEN(File : average pressure data file as A)
OPEN(File : standard deviation pressure data file as S)
for i = 1→ J do ▶ Read and store average and standard deviations of pressure
data

dummy ← READ(A) ▶ Dummy variable of time step in file
dummy ← READ(S)
(BA(k), k = 1→ Y ∗X)← READ(A, f loat)
(BS(k), k = 1→ Y ∗X)← READ(S, f loat)
LL← 1
for k = 1→ Y do

for l = 1→ X do
AVG(k, l)← BA(LL)
STD(k, l)← BS(LL)
LL← LL + 1

end for
end for

end for
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C.1 Optimization Algorithm

Procedure 1 Initialization (continued)
OPEN(File : CP classes file as CP)
for i = 1→ n do ▶ Read and store CP classes

dummy ← READ(CP) ▶ Dummy variable of class number in file
(BA(k), k = 1→ Y ∗X)← READ(CP, int)
LL← 1
for k = 1→ Y do

for l = 1→ X do
C(k, l)← BA(LL)
LL← LL + 1

end for
end for

end for
OPEN(File : Pressure data file as Pr)
OPEN(File : Wave data file as Wa)
for i = 1→ T do ▶ Read and store pressure and wave data

dummy ← READ(Pr) ▶ Dummy variable of time step in file
(BA(k), k = 1→ Y ∗X)← READ(Pr, f loat)
W← READ(Wa, f loat)
LL← 1
for k = 1→ Y do

for l = 1→ X do
P(k, l)← BA(LL)
LL← LL + 1

end for
end for

end for
Reading data complete now convert pressure data to anomalies
for i = 1→ T do

J ← JulianDate(i) ▶ Convert loop variable i to a Julian date
for k = 1→ Y do

for l = 1→ X do
P(i, k, l)← P(i, k, l)−AVG(J, k, l)

STD(J, k, l)
end for

end for
end for
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Classification Algorithm Pseudocode

Procedure 2 Classification
Input: number of CP classes (n),

Anomaly data matrix (P ∈ RT×Y×X),
CP Class matrix (C ∈ Rn×Y×X),

▶ C contains the definitions of the CP classes derived in the optimization
number of grid points in the y-direction Y,
number of grid points in the x-direction X,
length of record T

Output: A vector c ∈ RT containing CP class labels for all time steps in T.
V ariables:
pex ∈ R4 ▶ user defined exponent values for fuzzy numbers 1, . . . , 4
N ∈ R4 ▶ vector to store counts of different fuzzy numbers 1, . . . , 4
µ ∈ R4 ▶ vector to store membership grades
Set all values of N and µ to 0
DOF = 1
Class = 1
Max = 0
for i=1 → T do

for j=1 → n do
for k = 1→ Y do

for l = 1 → X do
Fuzzy Number ← C(j, k, l)
Anomaly ← P(i, k, l)
grade←Membership(FuzzyNumber, Anomaly)

▶ Calculate the membership grade for anomaly value based on the fuzzy number
µ(FuzzyNumber)← µ(FuzzyNumber) + gradepex(F uzzyNumber)

N(FuzzyNumber)← N(FuzzyNumber) + 1
end for

end for
for m = 1: 4 do

DOF← DOF×
(

µ(m)
N(m)

)1/pex(m)

end for
if DOF > Max then

Class← i
Max← DOF

end if
end for
c(T)← Class
Set all values of N, µ and Max to 0.
Set DOF and Class = 1

end for
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C.1 Optimization Algorithm

Procedure 3 Membership
This procedure assigns a membership grade ∈ [0, 1] to the anomaly at a grid point
based on its value and the fuzzy number at the same grid point. It is a function
that is called from the CLASSIFICATION function.

Input: Fuzzy Number (f) and the Anomaly value (a)
Output: Membership grade µ

function Triangular(a,x,y,z)
▶ Calculate the membership grade using a triangular function

µ =



a− x

y − x
ifx ≤ a ≤ x

a− z

y − z
ify < a ≤ z

0 else
return µ
end function
if f == 1 then

µ← Triangular(a,−∞,−3, 0)
else if f == 2 then

µ← Triangular(a,−4,−0.85, 4)
else if f == 3 then

µ← Triangular(a, 0.25, 0.85, 4)
else if f == 4 then

µ← Triangular(a, 0, 3, +∞)
end if
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Classification Algorithm Pseudocode

Procedure 4 Optimization
This optimization procedure uses simulated annealing to optimize the shape of the
CP classes.

Input: Number of CPs n,
Wave vector W ∈ RT,
Anomaly matrix P ∈ RT×Y×X,
CP classes C ∈ Rn×Y×X,
grid points in the y-direction Y,
grid points in the x-direction X, Time period T.

Output: An optimized CP class matrix C ∈ Rn×Y×X.
c← Classification(n, P, C, Y, X, T) ▶ Perform initial classification
Ob1, Ob2, Ob3 ← CalcObjectiveFuncs(c, W)

▶ Calculate initial objective functions
Temp← 7.85 ∗ n ▶ Randomly set initial annealing temperature
for kt = 1→ 150 do ▶ Start annealing

for i = 1→ 5000 do
R ← Random(n) ▶ Randomly select a CP class
IX← Random(X) ▶ Randomly select x-location
IY← Random(Y) ▶ Randomly select y-location
C(R, IY, IX)← f ∈ [1, . . . , 4], f ̸= C(R, IY, IX)

▶ Change fuzzy number at location (IX, IY ) for class R
c2← Classification(n, P, C, Y, X, T)

▶ Perform new classification with changed CP class
Ub1, Ub2, Ub3 ← CalcObjectiveFuncs(c2, W)
O← αOb1 + βOb2 + γOb3
U← αUb1 + βUb2 + γUb3

▶ Calculate old and new objective functions. Weights are user defined.
O← w −O
U← w −U

▶ Change maximization scheme to minimizing
if U < O then

Accept change
else

Accept change with probability exp
(

O−U
Temp

)
end if
if Change i accepted then

O1, O2, O3← U1, U2, U3
end if
Reduce annealing temperature.

end for
end for
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C.1 Optimization Algorithm

Procedure 5 Calculate Objective Functions
This procedures calculates the objective functions required for the optimization. It
is called in the optimization procedure.

Input: Classification c ∈ RT,
Wave data W ∈ RT,
Period T.

Output: Objective functions O1, O2 and O3.
V ariables:
hCP ∈ Rn ← 0 ▶ Frequency of CP class
hsCP ∈ Rn ← 0 ▶ Average wave height of CP class
hs← 0 ▶ Average wave height
pr3.5 ∈ Rn ← 0 ▶ Probability of wave height exceeding 3.5 m for a given CP
pe3.5 ← 0 ▶ Probability of wave height exceeding 3.5 m
pr2.5 ∈ Rn ← 0 ▶ Probability of wave height exceeding 2.5 m for a given CP
pe2.5 ← 0 ▶ Probability of wave height exceeding 2.5 m
for i = 1→ T do

cp← c(i)
hCP(cp)← hCP(cp) + 1
hsCP(cp)← hsCP(cp) + W(i)
hs← hs + W(i)
if W(i) ≥ 2.5 then

pr2.5(cp)← pr2.5(cp) + 1
pe2.5 ← pe2.5 + 1

end if
if W(i) ≥ 3.5 then

pr3.5(cp)← pr3.5(cp) + 1
pe3.5 ← pe3.5 + 1

end if
end for
hs← hs/T
pe2.5 ← pe2.5/T
pe3.5 ← pe3.5/T
for i = 1→ n do

hsCP(i)← hsCP(i)/hCP(i)
O1← O1 + hsCP(i)/hs
pr2.5(i)← pr2.5(i)/hCP(i)
O2← O2 + (pr2.5(i)− pe2.5)2

pr3.5(i)← pr3.5(i)hCP(i)
O3← O3 + (pr3.5(i)− pe3.5)2

end for
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