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Abstract

Chapter 0

In this introductory chapter, certain notational and terminological conven-
tions are established and a summary given of background results that are
needed in subsequent chapters.

Chapter 1

In this chapter, the notion of a “weak conguence formula” [Tay72], [BB75] is
introduced and used to characterize both subdirectly irreducible algebras and
essential extensions. Special attention is paid to the role they play in varieties
with definable principal congruences.

The chapter focuses on residually small varieties; several of its results take
their motivation from the so-called “Quackenbush Problem” and the “RS Con-
jecture”. One of the main results presented gives nine equivalent characteriza-
tions of a residually small variety; it is largely due to W. Taylor. It is followed
by several illustrative examples of residually small varieties.

The connections between residual smallness and several other (mostly cate-
gorical) properties are also considered, e.g., absolute retracts, injectivity, con-
gruence extensibility, transferability of injections and the existence of injective
hulls. A result of Taylor that establishes a bound on the size of an injective
hull is included.

Chapter 2

Beginning with a proof of A. Day’s Mal’cev-style characterization of congru-
ence modular varieties [Day69] (incorporating H.-P. Gumm’s “Shifting Lem-
ma”), this chapter is a self-contained development of commutator theory in
such varieties. We adopt the purely algebraic approach of R. Freese and R.
McKenzie [FM87] but show that, in modular varieties, their notion of the com-
mutator [o, 8] of two congruences a and 3 of an algebra coincides with that
introduced earlier by J. Hagemann and C. Herrmann [HH79] as well as with
the geometric approach proposed by Gumm [Gum80a], [Gum83].
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Basic properties of the commutator are established, such as that it behaves
very well with respect to homomorphisms and sufficiently well in products
and subalgebras. Various characterizations of the condition “(z,y) € [a, f]”
are proved. These results will be applied in the following chapters. We show
how the theory manifests itself in groups (where it gives the familiar group
theoretic commutator), rings, modules and congruence distributive varieties.

Chapter 3

We define Abelian congruences, and Abelian and affine algebras. Abelian
algebras are algebras A in which [A% A%] = ids (where A% and id, are the
greatest and least congruences of A). We show that an affine algebra is polyno-
mially equivalent to a module over a ring (and is Abelian). We give a proof that
an Abelian algebra in a modular variety is affine; this is Herrmann’s Funda-
mental Theorem of Abelian Algebras [Her79]. Herrmann and Gumm [Gum?78,
[Gum80a] established that any modular variety has a so-called ternary “differ-
ence term” (a key ingredient of the Fundamental Theorem’s proof). We derive
some properties of such a term, the most significant being that its existence
characterizes modular varieties. :

Chapter 4

An important result in this chapter (which is due to several authors) is the
description of subdirectly irreducible algebras in a congruence modular variety.
In the case of congruence distributive varieties, this theorem specializes to
Jénsson’s Theorem. '

We consider some properties of a commutator identity (C1) which is a nec-
essary condition for a modular variety to be residually small. In the main
result of the chapter we see that for a finite algebra A in a modular variety,
the variety V(A) is residually small if and only if the subalgebras of A satisfy
(C1). This theorem of Freese and McKenzie also proves that a finitely gener-
ated congruence modular residually small variety has a finite residual bound,
and it describes such a bound. Thus, within modular varieties, it proves the
RS Conjecture.

Conclusion

The conclusion is a brief survey of further important results about residually
small varieties, and includes mention of the recently disproved (general) RS
Conjecture.
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Introduction

G. Birkhoff showed in 1944 that every algebra in a variety V is a subdirect
product of subdirectly irreducible algebras in V. Therefore, many properties
of a variety can be established merely by establishing the same properties
of the subdirectly irreducible algebras in the variety. For example, identities
and quasi-identities that are true in the subdirectly irreducible algebras are
true throughout the variety since subdirect products preserve identities and
quasi-identities.

The fewer subdirectly irreducible algebras there are in V, the easier it is to
describe the variety. This makes residually small (RS) varieties desirable since
in such varieties V, the subdirectly irreducible algebras form a set; equivalently,
there is an upper bound on the sizes of the subdirectly irreducible algebras
in V. When this upper bound can be chosen finite, we say the variety has a
finite residual bound. In this case if V also has only finitely many operations,
then V must be finitely generated, i.e., generated as a variety by a single finite
algebra. This thesis is a self-contained exposition on residually small varieties.
The strength of the main result to be discussed is that it establishes a sufficient
condition (with wide application) for the existence of a finite bound on the size
of the subdirectly irreducible algebras in a residually small finitely generated
variety.

The first part of the thesis is a discussion of various general properties of
residually small varieties, based mainly on work done by W. Taylor, J. Bald-
win, J. Berman, D. Higgs, B. Banaschewski and E. Nelson (¢.1970). The thesis
includes several results that are partial answers to the “Quackenbush Conjec-
ture”, formulated by R.W. Quackenbush [Qua71]. This conjecture claims that
if a variety V(A) generated by a finite algebra A (with finitely many opera-
tions) has arbitrarily large finite subdirectly irreducible algebras, then it must
have an infinite subdirectly irreducible algebra.

In the mid-1980’s, it was proposed in the so-called “RS Conjecture”, that a
residually small variety generated by a finite algebra should always have a finite
residual bound. (This is a stronger claim than Quackenbush’s Conjecture.) In
1996 R. McKenzie showed that, contrary to expectation, the RS Conjecture
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is false. He also proved a number of important results concerning the size of
residual bounds.

This work contrasts with an important earlier result of R. Freese and McKen-
zie, namely that the RS Conjecture is true for congruence modular varieties
(1981). This result is the aforementioned main theorem of the thesis. Thus, a
finitely generated residually small and congruence modular variety has a finite
residual bound, and the theorem includes a description of the bound.

This result was obtained via the development of a general “commutator”
theory which includes elements of ring theory. The second part of this the-
sis examines aspects of this commutator theory that are prerequisite to the
main result. The theory of commutators was introduced in the context of
congruence permutable varieties by J.D.H. Smith (1976). It was developed for
congruence modular varieties by J. Hagemann C. Herrmann, H.-P. Gumm,
Freese, McKenzie and others.

In this thesis we follow Freese and McKenzie’s purely algebraic approach
to the commutator as expounded in [FM87]. According to this approach,
the commutator is a binary operation on the congruences of an algebra. It
is a generalization of the commutator of a group and possesses all the cor-
responding abstract properties of the commutator of normal subgroups. It
entails the notion of an “Abelian” algebra and a strong representation theo-
rem (due to Herrmann) linking such algebras to modules over rings (1979).
The main result of this thesis is an important application of the commutator
theory: it depends on a further result of Freese and McKenzie showing that if
a congruence modular variety V is residually small, it must satisfy a certain
“commutator identity”. Moreover, provided that V is finitely generated, the
converse is also true. We present a proof of the main result and conclude the
thesis with a summary of further recent advances in the theory of residually
small varieties.



Chépter 0

Preliminaries

In this chapter we fix certain notational and terminological conventions and
state the background results that will be needed in the chapters that follow.
Occasionally, where a result is especially important to the sequel or where
it is not easily located in the literature, we include a proof. For the most
part, however, we omit proofs from this chapter, giving references instead to
standard texts, particularly [BS81] and [Gra79]. We stress that these standard
references are not usually the original sources of the results, but they contain
directions to original sources.

0.1 Set Theoretic Prerequisites. We assume a basic knowledge of ax-
iomatic set theory (see, e.g., [Men87]) such as the use of Zorn’s Lemma and
transfinite induction and recursion, as well as rudimentary ordinal and cardinal
arithmetic.

We always denote set inclusion by C and proper set inclusion by C. If A
and B are sets then P(A) denotes the power set (i.e., the set of all subsets) of
A, |A| is the cardinality of A, A\ B={a€ A:a ¢ B} and B4 is the set of
all functions from Ato B. If f: X — Yisafunctionand ZC X and W C Y
then the image of Z and the inverse image of W are f[Z] .= {f(z) : z € Z}
and fIW]:= {z € X : f(z) € W}. Recall that a family of sets, denoted
{Xi:4 € I} is really a function g whose domain is a set I such that X; = g(4)
is a set for each 4 € I. This family is called finite if the set I is finite. ‘

By ordinals we mean Von Neumann ordinals, i.e., each ordinal is identified
with its set of predecessors. The least infinite ordinal is denoted w; its elements
are called the natural numbers. The elementhood relation € between ordinals
is also denoted <. The relation < obtained from < in the usual way therefore
coincides with set inclusion C in every ordinal.

‘The symbols m, n, k, ... denote cardinals but we revert to m,n, k, ... if they
are known to be finite. We replace w by Ny when considering it as a cardinal.
We use + for both ordinal and cardinal addition, relying on the context to
distinguish meaning. Ordinal multiplication and exponentiation never arise in
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this thesis, so the standard m.n (or mn) and m" denote cardinal multiplication
and exponentiation. The cardinal successor of m is denoted by m*.

If a sequence of objects is denoted by a1,...,a, (n € w) or by (a, : @ <
B3) (B an ordinal), we often abbreviate this sequence by a. '

Let ~ be a (binary) relation on a set A (i.e.,, ~ € P(A x A)). For a,b € A,
we frequently write a ~ b for (a,b) € ~. We sometimes write a ~ b as a = b.
Recall that on A, ~ is called

reflexive if for all a € A, we have a ~ g;

symmetric if whenever a,b € A, and a ~ b then b ~ q;
anti-symmetric if whenever a,b € A, and a ~ b and b ~ a then a = b;
transitive if whenever a,b,c € A, and a ~ b and b ~ ¢ then a ~ ¢;
connected if whenever a,b € A, then a ~ b or b ~ a;

"~ an equivalence relation if 1t is reflexive, symmetric and transitive,

a partial order if it is reflexive, anti-symmetric and transitive;

a linear order if it is a connected partial order.

If B C A, the restriction ~ N(B x B) of ~ to B is denoted by ~ | or
~p. If <is a partial [respectively linear] order on A, we call the pair (4; <)
a partially ordered set [respectively a linearly ordered set] or, briefly, a poset
[respectively a chain]. We then call A the universe of the poset A = (4; <).
Unless we indicate otherwise, the universe of a poset is understood to be a set
A if the poset is denoted by A.

0.2 Lattices. Let P = (P;<) be a poset and A C P. An element ¢t € P
is called an upper bound of A (in P) if a < t for every a € A. We call A
~an upward directed subset of P if for any b,c € A, there exists a € A such
that a is an upper bound (in P) of {b,c}. An element ¢t € P is called a least
upper bound or supremum of A if ¢ is an upper bound of A and ¢ < q for every
upper bound g € P of A. We write t = \/p 4 in this case and we will omit
the subscript unless confusion could arise. Lower bounds of A and the greatest
lower bound or infimum of A are defined dually, and we will use Ap A or just
A A for the infimum. We abbreviate \/{a, b} and A{a,b} by a Vb and a A b,
respectively.

If a,b € P we use a < b or b > a to indicate that a < b but a # b. We say
that b covers a, written a < b or b > a, if a < b and there is no ¢ € P with
a < c < b. In this case b is called a cover for a.

If aVb exists for all a, b € P, we call P an upper semilattice, and if aAb exists
forall a,b € P, we call P a lower semilattice. P is called a lattice when it is both
an upper and a lower semilattice. In an upper semilattice, the binary operation
V (“join”) is associative so we may abbreviate \V/{a1,...,a,} as a1 V...V a,
without parentheses; similarly for A (“meet”) in a lower semilattice.
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Let L = (L; <) be a lattice and let L' be a nonempty subset of L. If for every
a,b € L, both Vi {a,b} and Ap{a,b} are elements of L', then L' = (L'; <)
is called a sublattice of L.

Two lattices L; and L are said to be isomorphic if there is a one-to-one,
onto function « : L; — L, such that, for all a,b € Ly,

alaV b) = afa) V a(b) and afa A b) = afa) A afb).
In this case we write L; = Ly or o : L; =2 Ly and we call @ a lattice isomor-
phism.

Let P; and P,y be posets and o : P, = P, a function. We say that o is
order-preserving if for any a,b € Py, a < b implies a(a) < a(b).

Theorem 0.1. [BS81, Theorem 2.3, p§]
Two lattices Ly and Ly are isomorphic if and only if there is a bijection
a: Ly = Ly such that o and o™ are both order-preserving.
A lattice L is distributive if for all z,y € L it satisfies either (equivalently,
both) of the distributive laws:
zA(yVz) = (a:/\y)v(m/\z)
zV (yAz) (zVy)A(zVz).
Every lattice satisfies:
zA(yVz) > (zAy)V(zAz)
zV(yAz) < (zVy A(zVz).
Also, every lattice satisfies the condition z < y implies zV (yAz) < yA(zVz).

A lattice L is said to be modular if the following law, called the Modular
Law holds in it :

z <yimplieszV (yAz) =y A(zVz).
Theorem 0.2. [BS81, Theorem 3.4, pl1]

FEvery distributive lattice is a modular lattice.

For any poset P = (P; <) and z,y € P, we define the interval int(z,y) as
the set of all ¢ € P such that z < ¢ < y. If in addition, P is a lattice and
z < y then int(z,y) is the universe of a sublattice int(z,y) of P.

Consider int(z,y) and int(v,w) (where z < y and v < w) in a lattice L.
We say that int(z,y) transposes down onto int(v,w) and write int(z,y) \,
int(v,w) if £ Aw = v and £ V w = y. This relationship can also be described
by (sayil)lg int(v, w) transposes up onto int(z,y), and is written int(v,w)
mt(x,y).
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Theorem 0.3. Let L be a lattice and let a,b,c,d € L witha < b andc < d
such that int(a,b) ~int(c,d). If L is modular, then the map z = zVc (z €
int(a,b)) is a lattice isomorphism from int(a,b) onto int(c,d) whose inverse
isomorphism is given by y — y A b (y € int(c, d)).

(This theorem can fail if L is nonmodular.)

A poset P is called a complete lattice if for every subset A of P, both \/p A
and Ap A exist (in P). Thus, a complete lattice has a greatest and a least
element (setting A = 0). A nonempty subset L of P is then said to be (the
universe of) a complete sublattice L of P if \V/p A, Ap A € L whenever A C L.

Theorem 0.4. [BS81, Theorem 4.2, pl4]

Let P be a poset such that \ A exists for every subset A of P, or such that
V A exists for every subset of P. Then P is a complete lattice.

For any set A, the poset P = (P(A); C) is a complete lattice; if X C P(A)
then Ap X =NX and Vp X = UX.

An element y of a lattice L is called completely meet irreducible if, for any
YCL, y=AY impliesye€ Y.

Let L be a lattice and let a € L. We say that a is compact (in L) if the
following condition holds: for every subset A of L such that a < VA € L,
there exists a finite subset A" of A such that a < VA € L. L is said to
be compactly generated if every element of L is the supremum of some set of
compact elements of L. If a lattice is complete and compactly generated, it is
~said to be algebraic.

Given a complete lattice L = (L; <), a subset X of L is called a closure
system in L if for every Y C X, ALY € X. (This forces X to contain
the greatest element of L, viz. Ay ®; in particular, X # 0 and (X;<) is a
complete lattice in its own right.) If in addition, we have \/[,Y € X for every
nonempty upward directed subset Y of (X; <), then X is called an algebraic
closure system in L. With a closure system X in a complete lattice (L; <), we
associate a mapping u = uy : L — L defined by u(z) = Ap{z € X : z < 2}.
This map has the following properties:

i) z < ulz)=u(u(z))
(i) z < yimpliesu(z) < u(y)

for all z,y € L. The range u[L] of this map is just X. If X is an algebraic
closure system then we also have

(iii) wu(z) = \L/{u(y) :y <z and y is compact in L} (z € L).
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Mappings v : L — L satisfying (i) and (ii) are called closure operators on
(L; <). For such a map u, we always have

Vaguy #lY] = u(Vy, ¥) for any ¥ C L (where u[L] = (uL]; <) = (X; <))

[BS81, Theorem 5.2, p18]. A closure operator u on (L; <) is called an algebraic
closure operator on (L; <) if it satisfies (iii) (for all z € L). The elements of
the form u(z) (for some z € L) are called closed (with respect to u). Every
(algebraic) closure operator u on (L; <) has the form ux for some (algebraic)
closure system X in (L; <), viz., for X = u[L], and the correspondence X
ux is one-to-one. Also, every (algebraic) closure system X in (L; <) is the
range u[L] of a suitable (algebraic) closure operator u on (L; <), viz. u = uy,
and the correspondence u — u[L] is one-to-one. The aforementioned two
correspondences are mutually inverse bijections between the set of (algebraic)
closure systems on (L; <) and the set of (algebraic) closure operators on (L; <).
The following results are to be found in most introductory lattice theory texts
or, e.g., [Gra79, Theorem 5 and Lemma 5, p25].

Proposition 0.5. The following conditions on a lattice L = (L; <) are equiv-
alent:

(i) L isan algebmi'c lattice;

(ii) there ezists a set S and an algebraic closure system X in the complete
lattice (P(S); C) of all subsets of S (ordered by inclusion) such that L
is tsomorphic to the lattice (X;C).

Proposition 0.6. Let L = (L; <) be an algebraic lattice and u an algebraic
closure operator on L. Then y € L is a compact element of (u[L]; <) if and
only if y = u(x) for some compact element z of (L; <).

Corollary 0.7. Let S be a set and X C P(S). Then (X;C) is an algebraic
lattice if and only if X is closed under arbitrary intersections and UY € X
for any nonempty upward directed subset Y of (X;C). In this case, the map
Z—u(Z)=nN{Aec X :ADZ}(Z e P(S)) is the algebraic closure operator
on (P(S); C) corresponding to X and the compact elements of (X; C) are just
the elements of the form w(Z), where Z is any finite subset of S.

If 6 and ¢ are relations on a set A, we define the relational product 6 o ¢ by:

0op = {(a,b) € AxA: there exists ¢ € A such that (a,c) € 8 and (¢, b) € ¢}.

The operation o is associative so brackets are unnecessary in expressions like
Bopon.

We define Eq(A) to be the set of all equivalence relations on a set 4. For
any set A, Eq(A) is an algebraic closure system in (P(A x A); C), hence
Eq(A4) := (Eq(A); C), the equivalence lattice of A, is an algebraic lattice.
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Tts least element is the identity relation, ida = {(a,a) : a € A} and its
greatest is the total relation, A x A. For ' C Eq(A), AT'=NI' and VI' =
N{oc € Eq(A) : UI' C g}. Thus, for 6,0 € Eq(A), 6 Ay = 0N ¢ and
6vVeo=n{oc:0Up Coec Eq(A)}.

Theorem 0.8. [BS81, Theorem 4.7, p16]

Let {0; : i € I} be a nonempty set of equivalence relations on a set A. Then
in Eq(A),

Vielﬁizu{gil 0'0i20...09in2 O<néewandiy,... ,inel},

i.e., a(Vies 0:)b if and only if there exist i1,... i, € I such that a(6; o0, o
...00; )b. In particular, when I = {1,2}, then in Eq(A),

91\/92:01U(91092)U(91092091)U(91002001092)U....

Equivalently, (a,b) € 6, V 6y if and only if there 1s a sequence of elements
C1,C2y ... ,Cp from A (with n > 2) such that (ci, ciy1) € 01 or (ci, cipr) € O for
1=1,...,n—1, and a=cy, and b = ¢,.

From this theorem and the definition of the relational product, it is clear that
for any set A and for 6, € Eq(A), op C OV .

0.3 Universal Algebras. Let A be a nonempty set and n € w. Ifn >0, we
identify A” with {(a1,...,@n) : a1,... ,a, € A} = [{.; A; note that A° = {}.

For any n € w, by an n-ary operation on A we mean any function f : A® —
A; n is called the arity of f, written ar(f) = n. In this case f is a finitary
operation on A. In particular, f is a nullary (or constant), unary, binary, or
ternary operation on A if it is a 0-ary, l-ary, 2-ary or 3-ary operation on A,
respectively.

A type or language T is an ordered pair (F,ar) where F is a set whose
elements are called operation symbols and ar is a function from F to w, called
the arity function. The type 7 is called finite if |F| is finite. A universal algebra
of type T (or a T-algebra) is an ordered pair A = (A4; F') where A is a nonempty
set called the universe of A and F = {f# : f € F} where for each f € F with
ar(f) =n, f» is an n-ary operation on A. (If ar(f) = 0, we may identify f*
~ with an element of A.) The f#’s are called the fundamental operations of A.
If F is finite, say F' = {fi,..., fx}, we often write (4; f1,..., fx) for (A;F),
usually listing the f;’s in descending order of arity, and say that A has type
{ar(f1), .-, ar(fe))-

Unless we specify otherwise, it is understood that the universe of an algebra
A ‘is always a set denoted by A.

An algebra A is said to be finite if |A| is finite; ¢rivial if |A4| = 1.
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0.3.1 Subalgebras. A subset X of A is a subuniverse of a T-algebra A = (4; F)
if and only if X is closed under each of the operations A (f € F), ie, for
every f € F and any #i,...,%, € X, we have fA(x1,... %) € X (where
n = ar(f)). We will denote the set of all subuniverses of A by Sub(A). If X
is a nonempty subuniverse of A then the T-algebra (X; {f*|xern : f € F}) is
called a subalgebra of A.

The subuniverse of A generated by X C A, denoted by Sg#(X), is defined
as N{Y € Sub(A) : X C Y}. Then (Sg*(X);{f*sgxyern = f € F}) is
a subalgebra of A, denoted by Sg#(X). We say X generates A (or A is
generated by X or X is a set of generators of A) if S¢*(X) = A. If X is a
finite subset of A [respectively |X| < m, a cardinal], we call Sg*(X) a finitely
generated [respectively m—generated] subuniverse of A, and Sgh(X) a finitely
generated [respectively m—generated] subalgebra of A.

We write A < B to denote that A is a subalgebra of an algebra B; A < B
will denote that A is a proper subalgebra of B, i.e., that A < Band A # B. In

these respective cases we also say that B is an extension, or a proper extension
of A.

Theorem 0.9. [BS81, Corollary 3.3, p31]

If A is an algebra, then Sub(A) is an algebraic closure system in (P(A); C),
hence (Sub(A); C) is an algebraic lattice. The corresponding algebraic closure
operator on (P(A); C) is Sg*.

Note that an upper [respectively lower] semilattice A = (A; <) gives rise to
an algebra (A; V) [respectively (4; A)] of type (2) and a lattice A = (4; <) to
an algebra A = (A;V,A) of type (2,2). In the latter case, the sublattices of
A are just the subalgebras of (A;V, A). In all cases, < is recoverable from the
algebraic language because for a,b € A, we have a < b if and only if b =a V b,
if and only if a = a A b.

Let L = (L; F) be a lattice with least and greatest elements 0 and 1. An
element a € L is called complemented if there exists ' € L such that aAd =0
and aVa = 1. In this case o' is called a complement of a. If L is distributive
and a € L is complemented then a has a unique complement in L.

A complemented distributive lattice is called a Boolean lattice; in this case
the associated algebra (L;V, A, ,0,1) of type (2,2,1,0, 0) is called a Boolean
algebra.

For any set I, tlll‘e lattice (P(I); C) is Boolean; the associated Boolean alge-
bra is (P(I);U,N, ,0,I), where X' = I\ X for all X C I.

Let A = (A; F) and B = (B; F**) be a T-algebra and a T *-algebra, where
T = (F,ar) and T* = (F*,ar*). If B= A and F C F* and f2 = fB for all
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f € F then we call A a reduct (or the F-reduct or the F-reduct or the T-reduct)
of B.

Henceforth all algebras considered are assumed to be of type 7 = (F,ar)
unless we say otherwise.

A nonempty set C of T-algebras is called a chain of T -algebras if for any
A,B e C, we have A < B or B < A. In this case, since C' is a set, there is
an ordinal 3 and a sequence (A, : a < ) of T-algebras with A, € C for all
a < 8 such that Uycpdq = UpaccA and A, < A, whenever o < v < 8. Then
there is a 7 -algebra D called the union of C, such that the universe of D is
D = UpecA and for any f € F with ar(f) = n, the fundamental operation
fP may be defined (unambiguously) as follows:

(i) if n = 0 then fP = fAo € A, C D;

(ii) if n > 0 and a,...,a, € D then there exist v;,...,7, < B such that
a; € A, for each 7 € {1,... ,n}; choose v < § such that ~,...,v, < v and
define fP(ai,...,a.) = fA(ay, ... ,an). '

We write D = UpccA. Note that A <D forall A e C.

0.3.2 Congruence Relations. Let A = (A; F') be an algebra of type T = (F, ar)
and let § be a relation on A. Let f be an n-ary operation on A. We say 6 is
compatible with f ifforallay,... ,an,by,... b, € A, ifa;8b; fori=1,2,... , T,
then f(ai,...,a,)0 f(by,...,b,). We call 6 a congruence relation on (or just
a congruence of) A if  is an equivalence relation on A and is compatible with
all the fundamental operations of A.

Let 0 be a congruence on a T-algebra A = (A; F). If a € A, we denote
the equivalence class of a under 6 by a/6, ie., a/0 = {z € A : (z,a) € §}.
We define A/0 = {a/0 : a € A}. For each f € F (with ar(f) = n, say), an
operation fA/% on A/ is (well-)defined by

A% (ay/0, ... ,0,/0) = fA(ay,. .. 0n)/0 (aq,...,a, € A).

We may therefore define a 7-algebra A /0 = (A/6; F/6) where F/0 = {fA/?
f € F}. A/0 is called the quotient algebra (or factor algebra) of A (modulo
6).

The set of congruence relations of an algebra A is dehoted by Con(A).

Theorem 0.10. [BS81, Theorem 5.5, p37]

For any algebra A, Con(A) is an algebraic closure system in (P(Ax A); C),
hence Con(A) := (Con(A); C) is an algebraic lattice. Moreover, Con(A) is
a complete sublattice of Eq(A).
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We call Con(A) the congruence lattice of A. Thus, in Con(A), meets and
joins are calculated in the same way as when working with equivalence rela-
tions. The least and greatest elements of Con(A) are the identity congruence,
id4, and the total congruence, A?, respectively. The algebraic closure operator
on (P(A x A); C) corresponding to Con(A) is denoted by ©4. In other words,
for X C A2,

OA(X) = N{p € Con(A) : X C p};

this is called the congruence on A generated by X. By Proposition 0.6,
the compact elements of Con(A) are just all ©4(X), where X is a finite
subset of A2. We call these the finitely generated congruences of A. If
X ={(a,b)} C A%, ©A(X) is called a principal congruence and will be abbre-
viated by ©4(a, b).

We say that an algebra A is congruence distributive [respectively congruence
modular] if the lattice Con(A) is distributive [respectively modular]. A is
congruence permutable if for every pair 0,60, € Con(A), 6100, = 6306, i.e.,
6, and 0y permute.

Theorem 0.11. (Birkhoff) [BS81, Theorem 5.10, p41]

If an algebra A is congruence permutable, then A is congruence modular.

If B is a subalgebra of A and 8 € Con(A), then 8l = 0N (B x B) is a
congruence of B. We will therefore use 8|g to denote 6 N (B x B).

A reflexive, symmetric and compatible relation n on an algebra A is called
a tolerance relation on A. Let 5™ be defined as follows: nlt! = 7 and plk+1 =
n*lon for k > 1. The transitive closure of n is U2 nl™: it is the least transitive
relation on A containing 7.

Theorem 0.12. Let 1 be a tolerance relation on A. Then UX ni"l = ©4(n).

0.3.3 Homomorphisms. Let A,B and C be 7-algebras and o : A — B a
function. We call a a homomorphzsm from A to B if for any n € w and any
n-ary fundamental operation fA on A, and for any a,... ,a, € A, we have
a(fA(a1, ... ,a0) = fB(a(ay),. a(an)) (Interpret this as a(fA) = fB
when ar(f) = 0). A homomorphism from A to A is called an endomorphism

of A.

Ifa: A — Band §:B — C are homomorphisms then the composition
f o a is a homomorphism from A to C.! We will use Hom(A, B) to denote
the set of all homomorphisms from A to B.

!We have to tolerate notational ambiguity here. This composite functlon is unfortunately
equal to the relational product a o .
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Theorem 0.13. [BS81, Theorem 6.3, p43]

Let a: A — B be a homomorphism. Then the image of a subuniverse X of
A under « is a subuniverse of B, and the inverse image of a subuniverse Y
of B is a subuniverse of A. '

We denote the corresponding algebras by [X] and o [Y].

A surjective (i.e., an onto) homomorphism is also called an epimorphism,
while an injective (i.e., a one-to-one) homomorphism is called a monomorphism
or an embedding. We say the algebras A and B are isomorphic (written A =
B) if there is a bijective homomorphism « from A to B. We write o: A = B

(or A = B) in this case and call « an isomorphism.

If « € Hom(A,B), then the kernel of «, denoted ker(a), is {(a,b) € A? :

a(a) = o(b)} and is an element of Con(A). The homomorphism « is an
embedding if and only if ker(a) = ids. For 0 € Con(A), the natural map A
from A to A/6 is defined by A a) = a/6 (a € A); it is an epimorphism and
ker(A) = 6.
Theorem 0.14. Let h: A — B be an epimorphism and ¢ € Con(A). Then
h(p) = {(h(a),h(a")) : (a,a’) € @} is a tolerance relation on B, so OB(h(p))
is the transitive closure of h(yp). If ker(h) C ¢ then h(yp) € Con(B). Also
if 1 € Con(B) then h™'(n) € Con(A), where h™'(n) = {(a,a) € A? :
(h(a), h(a)) € n}.

By the above theorem, if 6, € Con(A) with 8 C ¢, then there is a con-
gruence relation ¢/6 on A/ defined by:

©/0 = {(a/0,b/6) € (A/6)": (a,b) € p}.
We will make frequent use of the following well-known theorems.

Theorem 0.15. (Homomorphism Theorem) [BS81, Theorem 6.12, p46]

Suppose « : A — B is a homomorphism onto B. Then there is an isomor-

phism (3 from A/ker(a) onto B such that o = f o )\, where ) is the natural
homomorphism from A to A/ker(c).

Theorem 0.16. (Second Isomorphism Theorem) [BS81, Theorem 6.15 , p47]

If 9,0 € Con(A) and 6 C ¢, then the map o : (A/0)/(0/0) — A/ defined
by a((a/0)/(¢/0)) = a/p is an isomorphism from (A/8)/(p/6) onto A/ep.

For 0,y € Con(A), recall that int(d,7) = {p € Conv(A) 10 C pC~} and
that this is the universe of a sublattice of Con(A), denoted by int(6, ).
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Theorem 0.17. (Correspondence Theorem) [BS81, Theorem 6.20, p49]

Let A be an algebra and let § € Con(A). Then the mapping o defined
on int(9, A?) by alp) = ¢/0 is a lattice isomorphism from int(6, A?) onto
Con(A /6) with inverse isomorphism given by p — o~ (p) (p € Con(A/6)).

0.3.4 Products. Let A; = (A;; F;), © € I, be a family of 7-algebras. Recall
that the Cartesian product of the family {A; : ¢ € I} is defined as the set of
all functions g : I — Uy A; such that g(i) € A; foreach s € . If |I| =n € w,
we will identify the elements of [;c; A; with n-tuples, as usual. Note that if
I = (), then T;c; A; = {0}. For each j € I, the j* projection is the surjection

: Tlier Ai = A; defined by 7;(z) = 2(j) ( € lier Ai). Then there is a 7-
algebra D, with universe D = [];c; A, called the direct product of {A i eI},
whose fundamental operations are defined as follows:

If feF, withar(f)=nand ay,...,a, € D and j € I, then

'(fD(ala-- an)):fAj(al(j) -5 an(J))-

(If f is nullary, fP=ceD where c( ) is fA4 € A; for each i € I.) We write
D= Hze[

We need the following consequences of the above definitions:

(i) For each j € I, the j* projection map m; : [[;¢; A; = A; is a homomor-

phism.

(ii) If A is a T-algebra and for each ¢ € I, h; : A — A; is a function, we

define h : A — [L;er A;i by m;i(h(a)) = hi(a) for all ¢.€ I. If for each 7, h; is a

homomorphism from A to A;, then A is a homomorphism from A to [T;c; A;.
If {A; : i € I} is a finite family of 7-algebras with I = {1,... ,n}, the direct

product [];c; A; is denoted by JT%; A; = A; x Ay x ... x A,. Notice that the

subuniverses of A2 = A x A are Just the relations on A that are compatible
with all the fundamental operations of A.

A T-algebra A is said to be a subdirect product of a family {A; : i € I} of
T-algebras if
(i) A is a subalgebra of [T;c; A;, and
(ii) m;[A] = A; for each projection 7; : [[;e; A; — A;.
Let B be a 7-algebra. A homomorphism oo : B — -ILGIA is called a

subdirect embedding if o is one-to-one and «[B] is a subdirect product of {A;:
i€},

Given a family {Y; : 4 € I} of sets, a set ¥ and functions o; : Y — Y; (for
each ¢ € I), the family {o; : 4 € I} is said to separate points of Y if for any
Y1,92 € Y with y; # y», there is an 4 € I such that a;(y;) # ().
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Lemma 0.18. [BS81, Lemma 7.14, p55]

For an indexed family of homomorphisms a; : A = A, © € I, the following
are equivalent:

(i)  The homomorphisms o; separate points of A.

(i) The natural homomorphism o : A = [Licr Ay (induced by the maps o)
18 1njective. .

(ZZZ) ﬂ,;e[ke?”(ai) = idA.

Theorem 0.19. Let A be an algebra and let a,b € A, a #b. The following

are equivalent:

(i) Whenever f is a homomorphism defined on A and f is not one-to-one,
then f(a) = f(b).

(i) Every nonidentity congruence relation on A identifies a and b.

Definition 0.20. We define an algebra A to be (a,b)-irreducible if a,b € A
and a # b and the conditions of the above theorem hold.

Theorem 0.21. The following are equivalent for an algebra A:

(1)  For every subdirect embedding « : A — J[;cr Ay there is an i € I such
that the map m; o : A — A; is an isomorphism. A

(i) Any family of homomorphisms defined on A which separates points of A
contains a homomorphism which is one-to-one.

(113) In Con(A), tda is completely meet irreducible.

(iv) Either A is trivial or there exist a,b € A such that A is (a, b)-irreducible.

Definition 0.22. We define an algebra A to be subdz’réctly wrreducible if it is
nontrivial and the conditions of the above theorem hold. (Otherwise A is said
to be subdirectly reducible.)

The above theorem gives a useful characterization of subdirectly irreducible
algebras, namely, an algebra A is subdirectly irreducible if and only if Con(A)\
{ida} has a least element. This least element is called the monolith of A. It
is clearly a principal congruence and equal to N(Con(A)\ {id4}). In this case
Con(A) looks like this:

AZ

A (Con(A)\{id,})
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The following result is due to G. Birkhoff. We will refer to it as Birkhoff’s
Subdirect Decomposition Theorem. As a consequence of this theorem, the
study of classes of algebras closed under the taking of homomorphic images is
reduced to the study of the subdirectly irreducible algebras in the class.

Theorem 0.23. (Birkhoff) [Birdd]

Every T -algebra A. is isomorphic to a subdirect product of subdirectly irre-
ducible T -algebras (which are homomorphic images of A).

Corollary 0.24. [BS81, Corollary 8.7, p59]

Every finite algebra is isomorphic to a subdirect product of a finite family of
subdirectly irreducible finite algebras.

0.4 Varieties. If O is a “class operator” mapping classes of 7-algebras to
other classes of T-algebras, we say a class K of T-algebras is closed under O if
O(K) C K. The composition of two class operators, O; and Oy (mapping any
K to 0,(0;(K))) is written O,0;. A class operator is said to be idempotent
if 0?2 = 00 = 0. »

- We use the letters I, H,S, P and Ps to denote the class operators used
to obtain from a class K of T-algebras the class of all isomorphic images,
homomorphic images, subalgebras, direct products and subdirect products, re-
spectively, of members of K. A class of T-algebras is called a T-variety (or
just a wariety) if it is closed under the class operators H,S and P. If K is a
class of similar algebras (i.e., algebras of the same type), V(K') will denote the
variety V generated by K, i.e., the intersection of all the varieties containing

K.

Theorem 0.25. (Tarski) [BS81, Theorem 9.5, p61].
Let K be a class of algebras of the same type T. Then V(K) = HSP(K).

If K has only one member A, we write V(A) for V(K). A variety V is said
to be finitely generated if V = V(K) for some finite set K of finite algebras
(equivalently, V' = V(A) for some finite algebra A). For any class K of T-

algebras, we denote the class of all subdirectly irreducible algebras in V by
Vsr.

The following version of Birkhoff’s Subdirect Decomposition Theorem (above)
reinforces the comment made previously about the importance of subdirectly
irreducible algebras in classes of algebras. It shows that in a variety, these
algebras are “building blocks” for all the other algebras. -

Theorem 0.26. [BS81, Theorem 9.6, p62]
For any variety V, we have V = IPs(Vs;).
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A variety V is called congruence distributive if for all A € V, Con(A) is
distributive; congruence modular if for all A € V, Con(A) is modular and
congruence permutable if for all A € V, Con(A) is permutable. Thus a con-
gruence distributive or congruence permutable variety is congruence modular.

Definition 0.27. The class K of 7T-algebras has the congruence eztension
property (CEP) if whenever A < B € K and @ is a congruence on A there is
a congruence 6; on B with 6;|5 = 0.

We say K has the principal congruence extension property (PCEP) if when-
ever A,B € K with A < B and a,b € A then ©*(a,b) = A> N OP(a,b).
Theorem 0.28. [Day71]

For a variety V, the following are equivalent:

(i) 'V has the CEP.
(1i) 'V has the PCEP.
Corollary 0.29. [Day71]

A variety V satisfies the CEP if and only if for all A € V and all a,b,c,d €
A, the following is true: (c,d) € ©*(a,bd) if and only if (c,d) € ©5(a, b) where
S = Sg*({a,b,c,d}). |

If a class K has the CEP then HS(A) C SH(A) for all A € K.

0.4.1 Examples of Varieties. In each case listed below, the class of all algebras
named is a variety (of the indicated type).

(1) Semigroups, i.e., algebras (S;-) of type (2), where - is associative on S.

(2) Groups, considered as algebras (G; +, —, 0) (sometimes written (G;-,7,e))

of type (2,1,0). Occasionally we take the liberty of referring to the (4, —)-
reduct of a group as a group.

(3) Abelian groups.

(4) Lattices, considered as algebras (L;V, A) of type (2,2).

(5) Distributive lattices.

(6) Modular lattices.

(7) Boolean algebras, considered as algebras (B; V, A, , 0, 1) of type (2,2,1,0,0).
(8) Rings, considered as algebras (R;+, -, —,0) of type (2,2,1,0).
(

9) Rings with identity, considered as algebras (R; +, -, —, 0, 1), of type (2, 2, 1,0, 0),
where we do not insist that 0 # 1.2

*The class of rings with identity R = (R;+, -, —,0,1) such that 0 # 1 is not a variety; it
is obviously not closed under homomorphic images.
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(10) Left R-modules M, (where R is a fixed ring), considered as algebras
(M;{+,—,0} U {7 : r € R}), where for each r € R, the operations +,—,0,7
have respective arities 2,1,0,1. For each m € M and r € R, #(m) is the
“scalar multiple” usually denoted by module theorists as rm.

(11) Unitary left R-modules M, (where R is a fixed ring with 1dent1ty, 1); these
are as in (10) but, for all m € M, must satisfy 1(m) = m.

It is well-known that all of the above varieties, except for the variety of
semigroups, are congruence modular.® The variety of lattices is congruence
distributive [FN42] (hence the same for distributive or modular lattices and for
Boolean algebras). The variety of groups is congruence permutable; it follows
that the same is true for Abelian groups, for rings and for modules (of all kinds
described above); but none of these varieties is congruence distributive. The
variety of Boolean algebras is also congruence permutable.

In this thesis we assume a rudimentary knowledge of the algebras mentioned
above; where more sophisticated facts (e.g., about modules) are required, we
give detailed references. Axioms for all of the above varieties may be found in
[BS81, pp24 -25].

0.4.2 Ultrafilters and Ultraproducts. Let S = (5; <) be a lower semilattice. A
nonempty subseét G of S is called a filter of S if and only if for any a,b € S we
have

(i) a,b € G implies a A b € G and
(ii) a € G and b > a implies b € G.
If B=(B;V, A, ,0,1) is the Boolean algebra arising from a Boolean lattice

(B; <), by a filter of B, we simply mean a filter of (B; <). For any set I, a
filter over I shall mean a filter of the Boolean lattice (P(I); C).

Lemma 0.30. Let B = (B;V, A, ,0,1) be a Boolean algebra and G a filter of
B. Then1 € G. Also G is proper (i.e., G # B) if and only if 0 € G.

An ultrafilter of a Boolean algebra B is a proper filter of B that is maximal,
with respect to C, among all proper filters of B. The next result is a routine
application of Zorn s Lemma.

Theorem 0.31. Let B = (B;V,A; ,0,1) be a Boolean algebra. If F is a
proper filter of B then there exists an ultrafilter U of B such that FCU.

Let {A; : ¢ € I} be a family of algebras of the same type and let a,b e
[lier Ai. The egualizer [[a = b]] of a and b is defined to be {z € I : a(i) = b(:)}.
Let G be a filter over the index set I. We define a binary relation 65 on [[;c; A

3A slick proof of this appears in Examples 2.4 and 2.5.
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as follows: for a,b € [[;e; A

(a,b) € g if and only if [[a = b]] € G.
Then 6, is a congruence relation on [J;c; Ay; the quotient algebra (IT;e; As)/6g
is called a reduced product and denoted by [Ticy Ai/G. If G is an ultrafilter over

I, we call [L;c; Ai/G an ultraproduct of the family {A;:4 € I}. Ifa € Hze 1 A,
we write a/G for a/6g.

Lemma 0.32. Let {B; : 1 € I} be a family of algebras of the same type and
let U be an ultrafilter over I. Let C = [l;c; Bi and let D be the ultraproduct
C/6u = Tlicr Bi/U, where

' 0y = {(61,02) S 02 : [[Cl = 62” € Z/{} (E C’on(C))
Let o € Con(B;) for each i € I and define

[I i := {(c1,c2) € C?*: (ca(3), ca(3)) € s for alli € I}

iel
and

‘ 7’]2{(01,02) ECZZ{iGIl (01(7;),62(?;)) Eai}EU}.
Then 0, [Lies o € Con(C) and = 0y V ([Lier u) in Con(C).

Proof.

The verification that 7, [I;c; s € Con(C) is straightforward and clearly
0y U (Tlies :) € 7n- Let 6y U (Tliey i) C 0 € Con(C). Let (c1,c2) € 1. Then

J:={iel: (a3, cz( ) € o} €U.
Define a € C by :

N Co Z) ifzeJ
“@—{q@-) ifiel\J.

Then (¢1,a) € [Lier @ and (a, ¢2) € Oy, so (c1,a), (a,¢2) € 0, hence (c1,¢3) € 0.
Thus n C 0. It follows that n = 6y V (IT;e; 04)- :

a
We shall use the following results about ultraproducts:
- Lemma 0.33. [BS81, Lemma 6.5, p146]

If {A; : i € I} is a finite set of finite algebras, say {By,...,Bx} (where I
is not assumed to be finite), and U is an ultrafilter over I then [T;e; Ai/U is
isomorphic to one of the algebras By, ..., By, namely to that B; such that

We shall use the symbol Py to denote the class operator used to obtain
ultraproducts.
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Theorem 0.34. (Jénsson’'s Theorem) [J6n67]

Let K be a class of algebras of the same type such that V (K) is a congruence
distributive variety. If A is a subdirectly irreducible algebra in V(K), then

A € HSPy(K);

hence
V(K) = IPsHSPy(K).

Theorem 0.35. [BS81, Theorem 2.14, p213]

Every algebra A can be embedded into an ultraproduct of finitely genemted \'
subalgebras of A. .

0.5 Terms and Polynomials. Let 7 = (F, ar) be a fixed type (i.e., language)
of algebras and A = (A4; F) a T-algebra with ANF = (. Let A’ = {a' : a € A4}
be a “copy” of A disjoint from AU F. (By this we imply that a +— o' (a € A)
is one-to-one.) We define F[A] = FU A" and a function ar’ : F[A] — w by
ar’ = ar U {(a,0) - a € A}. Let T[A] be the type (F[A],ar’). A is the
F-reduct of a T[Al-algebra A’ where (a')* = =a for all a € A. For simplicity
of notation, however, we usually denote each ¢ by a, unless there is a danger
of confus1on

Let X be a set whose elements will be called variables.* The set T(X) of
all T-terms over X is defined to be the smallest set such that
(i) X C T(X);
(ii) if ¢1,... ,t, € T(X) and f € F with ar(f) = n then the formal expression
f(t1,... ,t,) is an element of T'(X). (We take this to imply that ¢ € T'(X) for
every nullary operation symbol ¢ € F.)

For t € T(X) and 21,...,z, € X, if we write ¢ as t(xy,... ,2,) we mean
that the variables occurring in ¢ are among zi,...,%,. We call t an n-ary
term if the number of (distinct) variables that occur in £ is at most n.

Let t(z1,...,2,) € T(X) and let B be a T-algebra. We define a map
tB : B® — B, called the term function of t on B, recursively as follows: for
bi,... ,bn € B,

(i) if ¢ is a variable, z; (where 1 <4 < n), then tB(by,... ,b,) = b;;

(i) if ¢ has the form f(¢1(z1,...,Zn),--.,tk(Z1,... ,2n)), where f € F and
ar(f) =k and tB,... | t2 : B® — B have been defined then

Bby, ... be) = fFREE (01, 100y 22 (B, - ba)).

4We can always arrange that X is disjoint from FU AU A" U F for any single algebra A
under discussion, so we shall assume that this is the case.
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We take this to imply that if ¢ is a constant symbol ¢ of 7 then tB = cB.

Replacing 7 by T[A] in the above-definition, for each n € w, the n-ary terms
t (over X) of the language T[A] are now also defined. Their corresponding
term functions on the algebra A’ shall be called the n-ary polynomials (or
n-ary polynomial functions) of A.

The following theorem establishes that term functions behave like funda-
mental operations with respect to congruences and homomorphisms and that
they can be employed in a useful description of the algebra generated by a
given set. Theorem 0.37 then shows that polynomial functions are similarly
useful when it comes to describing principal congruence generation.

Theorem 0.36. [BS81, Theorem 10.3, p63]

(t) Ifpis an n-ary T-term (over X ) and § € Con(A) and
A1y 3 Qny Gy .. 0 € A with (a,a;) €6 fori=1,...,n then

(pA(a'l, s )an))pA(a’lla ot n)) € 8.
(1) Ifpisasin (i) and a: A — B is a homomorphism then

a(p™(a1,. .. ,a.)) = pB(a(ar), ..., alan)) for allay,. .. an € A.

(i) IfY C A then Sg2(Y) = {p*(as,... ,a,) : p is an n-ary T-term for
somen € w and someay,...,a, € Y}.

In pa,rtlcular if Bisa subalgebra of A, pisan n-ary T-term and by,...,b, €

Bthenp (bl,...,bn) (bl,.. b)

Theorem 0.37. (Mal'cev's Lemma) [Mal54] [Dud83b)] (See also [BS81, Lemma
3.1, p221]) |

For an algebra A and a, b,c,d € A, the following conditions are equivalent:
(i) (c,d) € ©4(a,b).
(i1) There exist n € w (n > 0) and binary polynomials fy, ..., f, of A such

that
¢ = fl (CL, b)a
filb,a) = fiyi(a,b) forallie {1,... ,n— 1},
fu(bya) = d.
(i)  There-ezist n € w (n > 0) and unary polynomials 91,--« ,9n of A and

pairs (Uy,v1), ..., (Un,vn) such that {u;,v;} = {a,b} for alli ¢
{1,...,n} and
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c = g(w), '
gi(v)) = gip1(usr) forallie {1,... ,n—1},
gn(vn) = d.

Let A be an algebra. A binary relation 1 on A is called a semicongruence of

A if it is reflexive and compatible. In this case, for any n-ary polynomial p of -

A if (a;,b;) € pforallie {1,...,n} then (p(ai,...,an),p(b1,...,bs)) €7.

The set Sc(A) of all semicongruences of A is an algebraic closure system
in (P(A x A); C), hence it is the universe of an algebraic lattice Sc(A). For
X C A? the least semicongruence of A containing X (i.e., the intersection of
all semicongruences of A containing X) is denoted by o (X). We abbreviate
o*({(a,b)}) by o%(a,b).

The following refinement of Mal’cev’s Lemma will be labour-saving later.

Lemma 0.38. [Dud83a]

Let A be an algebra and a,b € A. LetY = {(c,d) € A*: there exists a unary
polynomial q of A such that q(a) = ¢ and q(b) = d}. Then o®(a,b) =Y.

0.6 Model Theoretic Algebra. We continue to consider a fixed type 7 =
(F,ar), a given T-algebra A = (A; F) and a set X (of variables). The set of
(first order) formulas of type T (or T-formulas) over X is the smallest set S
of expressions (i.e., finite strings of symbols) that use only symbols from

FUXU{)U{AV, = =, eV, 3 x} U} 5

such that (i) all 7T-equations p =~ ¢ (p,q € T(X)) over X are elements of S
and (ii) whenever ®, ®;,®, € S and z € X then S also contains each of:

(1) A (®2), (D1)V (D), (D),
(1) = (2), (1) & (D2),
Vz(®), Jz(P).

We adopt standard bracket-omission conventions. We usually abbreviate
—(p =~ q) as p # ¢. Formulas of the form p ~ ¢ and p % ¢ are called atomic
and negated atomic formulas, respectively. Let ®; and ® be 7 -formulas over
X and z € X. We call ®; a subformula of ® if it is a consecutive string of
symbols occurring in ®. An occurrence of z in ® is called free if it is not an
occurrence of z in any subformula & of the form Yz (¥) or 3z(¥); otherwise it
is called a bound occurrence of z. A free variable of ® means a variable y € X
that has a free occurrence in ®. A (first order) T-sentence is a T-formula with
no free variables. If z),...,2, € X, we sometimes write ® as ®(zy,...,z,)

SThis union is assumed disjoint, and disjoint from AUA UF.
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to indicate that the free variables of ® are all among z;,... ,z,. We call ®
quantifier-free if the symbols V and 3 do not occur in ®.

Let ®(z1,...,2,) be a T-formula. If ¢,,... ,t, are T-terms then

®[ty,... ,t,] denotes the 7-formula resulting from replacing, simultaneously,
each free occurrence of z; in ® by ¢; for all ¢ € {1,...,n}. In particular, if
ai,...,a, € A then ®[ay,...,a,] is a T[A]-sentence. The atomic sentences

of TTA] all have the form play,... ,an] = qla1,. .., a,] for some p,q € T(X)
and ay, ... ,a, € A. We define A E play, ... ,an] = qla, - .. ,ap] to mean that
p*(a1,... ,a,) = ¢*(a1,...,a,). For other (i.e., non-atomic) sentences ® of
T[A], we define A |= @ (to be read as A satisfies ® or as @ is true in A or as
® holds in A) in the obvious recursive way and we use [~ to mean “does not
satisfy”. For example, for sentences ®, ®,, P, of T[A],

A = ®&; — &, denotes that A }= ®; or A |= @, while
A = Vz &(z) denotes that for every a € A, A = ®[a].

The diagram D(A.) of A is defined as the set of all atomic or negated atomic
T[A]-sentences @ such that A | @.

For a formula (not necessarily a sentence) ® of 7[A] whose free variables, in
order of their first occurrence in ®, read from left to right, are z1,zs,... , 2y,
the (universal) closure ® of ® is the T[A]-sentence Vz,Vz; . .. V1, ®; we define
A = ® to mean A |= & in this case. For a class K of T-algebras and a set ¥
of T[A]-formulas, we define A |= ¥ to mean that A = @ for all & € &, while
K = ¥ means that B |= X for all B € K, and K }= & abbreviates K = {®}.
If A =% we call A a model of 2.

For a set X U {®@} of T-sentences over X, we define & I-rp(1) @ (or, briefly,

Y+ @ if T is understood) to mean that for every 7-algebra B, if B = X then
B .5

We abbreviate O 7y @ as Frpy @ (or - @) and call & a T-theorem if
this is the case. If we wish to give Th(T) a concrete meaning we can define
it as the set of all 7-theorems; we will call this set the first order theory with
equality over the language T . '

For a set ¥ of T-sentences and for 7-formulas ®,, ®,, we say that ®, and ®,
are logically equivalent modulo ¥ if ¥ Frpiry @1 ¢ ®,. If, in addition, ¥ = 0§,
we say that ®; and ®, are logically equivalent. 7

5By the Validity and Completeness Theorems of first order logic, ¥ k¢ ® may be
characterized syntactically by the existence of a first order “proof” of & “from” T (see, e.g.
[Men87]) but such a syntactic perspective will not be required in this thesis.

"To avoid ambiguity, if ¥ contains 7-formulas that are not sentences, we leave the ex-
pression ¥ I @ undefined; we never use such expressions in this thesis. '
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A T-formula ® (over X) is said to be in prenez form if it is of the form
Q171Q275 . .. Qrz, VU where n € w and Q1,Q2,...,Qn € {V,3} and ¥ is a
quantifier-free formula.?

A formula @ in prenex form is called universal [respectively, ezistential] if
the symbol 3 [respectively V] does not occur in it; it is called positive if no
symbol from {A,V, -, —, <} other than A and V occurs in it.

A formula ® is a Va—fomula if it is in prenex form and all (if any) occurrences
of V in ® precede all (if any) occurrences of 3 in ®.

We abbreviate formulas of the forms ®; AP, A.. AP, and &;VI,V... P, by
A, ®; and V2, ®;, respectively. A T-quasi-equation (over X) is a formula of
the form (A, ®;) — ¥, where each of ®;,P,,...,P,, ¥ is a T-equation p ~
q (p,q € T(X)). The universal closure ® of a T-quasi-equation [respectively a
T-equation] ® is called a T-quasi-identity [respectively, a T-identity].’

A class K of T-algebras is said to be aziomatized by a set ¥ of 7T-formulas

if K is the class of all T-algebras B such that B = X.

A class K of T-algebras is called a T-(quasi-)equational class if it is axiom-
atized by a set of T-(quasi-)identities. We often drop the prefix 7- when the
type is understood.

Theorem 0.39. (Mal’cev) [BS81, Theorem 2.23, p218]

The following are equivalent for a class K of T -algebras:

(i) K is a quasi-equational class.
(11) K is closed under the class operators I, S, P and Py.
(iti)) K = ISPPy(K') for some class K' of T -algebras.

A quasi-equational class is also called a gquasivariety. It follows from the
above that, for any class K of T-algebras, ISP Py(K) is the smallest T-quasi-
variety containing K. We therefore write Q(K) = ISPPy(K) and call this
the quasivariety generated by K.

Theorem 0.40. (Birkhoff’s Theorem) [BS81, Theorem 11.9, p75]

Let K be a class of T-algebras. Then K is an equational class if and only
if K is a variety. -

Let @ be a 7-formula over X with free variables z,... ,z, € X and let
be a set of T-sentences over X. We say that ® persists (modulo T) under

(i) eztensions (ii) subalgebras (iii) homomorphisms (iv) unions of chains

8The case n = 0 is allowed, so every quantifier-free T-formula is in prenex form.
9From the point of view of satisfaction, however, it is harmless to blur the distinction
between “identity” and “equation”.
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(respectively) provided that for any 7-algebras A, B such that A, B = ¥ and
for any ay,...,a, € A, the following (respective) conditions are met:

(i) if A < B and A | ®la;, ... ,an) then B = ®fay, ..., a4};

(ii) if A < B and B |= ®[ay, ... ,a,] then A |= ®fay, ... ,an);

(iii) if f : A — B is a homomorphism and A |= ®fay,...,a,] then B |
®[f(ar),- -, flan)];

(iv) if B = Ua<pA, is the union of a chain (A, : o < f) of T-algebras
satisfying © and A = Ay and A, E ®[a1,...,a,] for all & < § then B =
Dlag,. .. ,an).

Of course if & C Th(T) (e.g. if 3 = () then all the above references to L
may be omitted. Parts (i) and (ii) of the next result are consequences of the
Lo$-Tarski Theorem (see [Hod97, Theorem 5.4.4, Corollary 5.4.5]), (iii) is a
specialization of Lyndon’s Theorem (see [Hod97, Corollary 8.3.5]) while (iv) is
called the Chang-£.0§-Suszko Theorem (see [Hod97, Theorem 5.4.9]).

Theorem 0.41. Let ® be a T-formula and = be a set of T-sentences (over
X ). Then ® persists (modulo ¥) under

(i) extensions (1) subalgebras (iit) homomorphisms (iv) union of chains
(respectively) if and only if ® is logically equivalent (modulo £) to a
(1) existential (i) universal (111) positive (iv) ¥3
T -formula (respectively).
A property P that T-algebras either do or do not possess is said to be
(first order) definable (modulo a set ¥ of T-sentences) if there is a 7T-formula

(equivalently, a 7-sentence) ® such that the 7-algebras satisfying % that have
property P are just the T-algebras satisfying ¥ U {®}.

If 0 < k < w then the property of having at least k& elements is definable by
a formula ®;; e.g., we may take ®3 to be ‘

Jzy3z((z Zy) A (z # 2) A (y 2 2)).
If O is @ A (—Pg41) then Uy defines having exactly k elements. Having at
. most k elements is definable by ¥y V ¥, V...V ;.

The following theorem accounts for the importance of ultraproducts.
Theorem 0.42. (Lo$' Theorem) [BS81, Theorem 2.9, p210]

Given T -algebras A;, i € I, an ultrafilter U over I, any (first order) T -
formula ®(zy,... ,z,) and any ay, ... , an € [l Ai, we have

TTA/U b= ®lar/U, ... an/U] iff i € T A; | Blar(i), ..., an(i)]} € U.

i€l
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Thus, if o first order formula holds in all members of a class K of T -algebras
then it holds in any ultraproduct of members of K. In particular:

(i)  First order definable properties are preserved by ultraproducts.

(it) If |Ail < k € w for alli € I then |Tl;c; Ai/U| < k, regardless of |I| and
of |F| (where T = (F,ar)). Similarly for <,=,>,> k. :

A set ¥ of T-formulas over X is said to be satisfiable if there is a 7- algebra
B and a function f : X — B such that for any & = ®(zy,... ,2,) € I, we
have B |= ®[f(z1),..., f(z,)]. (In this case we also say that X is satisfiable
in B.) The following strong form of the Compactness Theorem of first order
logic will be needed. Since most texts on logic state less general forms of the
theorem, we sketch the proof here.

Theorem 0.43. Let T" be any set of T-formulas over X such that every finite
subset of ' is satisfiable. Then I' is satisfiable.

Proof.

Let P,(I') be the set of all finite subsets of I'. For each A € P, (T), choose
a T-algebra Aa and a function fa : X — Aa such that whenever & € A
has free variables z,,...,z,, then Ax = ®[fa(z1),..., fa(z,)] and define
Ja={A" €P,(): A" DA} |

Let F = {J € P,(I") : J D Ja for some A € P,(I)}. Then F is a
proper filter over P, (I") and is contained in an ultrafilter & over P,(T") (by
Theorem 0.31).

Let C = [laep, ) Aa and let C/U be the corresponding ultraproduct.
Define f: X - C and g: X — C/U by

(f@)(A) = fa(z) and g(z) = f(z)/U (z € X and A € P,(T)).
For each ® € I' with free variables z1,... , Zy, say,
{A€Pu(l): An = 2((f(21))(A),-.., (fza)) (A} 2 Sy € FCU
so by Lo§’ Theorem, C/U k= ®[g(x1),... ,9(zm)].
O

The Compactness Theorem is usually stated with the added assumption
that I" consists of T-sentences, in which case the function f in the definition
of “satisfiability” plays no role and the notion of satisfiability reduces to that
of possessing a model. From this one derives the next corollary easily; it is
also known as the Compactness Theorem.
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Corollary 0.44. [BS81, Corollary 2.13, p212]

Let LU {®} be a set of T-sentences (over X) such that 3 trpery ®. Then
there ezists a finite subset &' of & such that &' by 9.

Theorem 0.45. (Downward Lowenheim-Skolem Theorem) [Hod97, Corollary
3.1.4]

Let B be a T -algebra (recall that T = (F,ar)) and Y C B and let m be an
infinite cardinal such that |F| +|Y| < m < |B|. Then there is a subalgebra C
of B withY C C and |C| = m such that C and B satzsfy exactly the same
(first order) T -sentences.

0.7 Free Algebras. We continue to assume that all algebras have type 7 =
(F,ar); for each n € w, let F, = {f € F : ar(f) = n}. We also continue to
assume that a fixed set (of variables) X is given.

Recall that T(X) is the set of all 7T-terms over X. If T(X) # @ then
we define the term algebra of type T over X to be the T-algebra T(X) =
(T'(X);G), with G = {fTX) : f € F}, where, if f € F,,, the n-ary operation
fTX) (T(X))* = T(X) is defined by

FP Oy, .. pn) = fP1,--Pa) (P1y--- 00 € T(X)).
If f € Fy, interpret this as fT(X) = f.

Note that T(X) exists if and only if T(X) # 0 if and only if X # @ or
Fo # 0. Note also that T(X) is generated by X.

Let K be a class of T-algebras and U = (U;G) a T-algebra. Let Y C
U be a generating set for U. We say that U has the universal mapping
property (U.M.P.) for K over Y if the following condition holds: for every A =
(A;G4) € K and every function « : Y — A, there exists a homomorphism
B : U — A which extends ¢, i.e., B(y) = a(y) for all y € Y. In this case the
homomorphism £ is unique, Y is called a set of free generators of U and U is
said to be freely generated by Y (with respect to K).

Theorem 0.46. [BS81, Theorem 10.8, p66)

If X # 0 or Fo # 0, the term algebra T(X) has the universal mapping
property for the class of all T -algebras over X .

Let K be a class of T-algebras and suppose T(X) exists. Define 0y (X) =
N{e € Con(T(X)) : T(X)/p € IS(K)} € Con(T(X)). For each z € X,
define £ = z/0x(X) and X = {zZ : z € X}, which we write as X/0x(X).
- We define the K'-free T-algebra over X (denoted Fx (X)) to be the T-algebra

T(X)/0x(X). If K contains a nontrivial algebra then the map from z ~
defines a bijection from X onto X.
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Note that Fg(X) exists if and only if T(X) exists. If p = p(21,... ,2,) €
T(X), we write p for pFxX)(Zy,... , Z,) where pFxX) is the n-ary term func-
tion on Fg(X) associated with p. If Fx(X) exists, then it is generated by X
since T(X) is generated by X. If X is finite, say X = {z1,...,z,}, we often
write Fg(Z1,... ,%,) for Fg(X) and call this the K-free T-algebra on n free
generators.

Theorem 0.47. (Birkhoff) [BS81, Theorem 10.10, p67]

Suppose T(X) ezists, and let K be a class of T-algebras. Then Fg(X) has
the U.M.P. for K over X. If U € V(K) is a T -algebra having the U.M.P. for
K over a set Y and there is a bijection o : Y — X then there is a (unique)
isomorphism B : U 2 Fg(X) such that |y = a.

Corollary 0.48. [BS81, Corollary 10.11, p68]

If K is a class of T-algebras and A € K then for sufficiently large X, A €
H(Fg(X)). More precisely, if A is n—generated (where n is any cardinal) and
| X| =n then A € H(Fg(X)).

In general, Fg(X) is not a member of K. The following theorem asserts,
however, that Fx(X) is embeddable into a direct product of elements of K.

Theorem 0.49. (Birkhoff) [BS81, Theorem 10.12, p68]

Suppose T(X) ezists, and let K be a class of T-algebras. Then Fx(X) €
ISP(K). Thus, if K is closed under 1, S and P, in particular if K is a variety

or quasivariety, then Fx(X) € K.

Theorem 0.50. [BS81, Theorem 11.4, p73]

Let K be a class of T-algebras and let p,q € T(X). Then the following
conditions are equivalent:

(i) KEpmg.

(#) Fe(X)Epmgq
(i) p=qin Fr(X).
(iv) (p,q) € Ox(X).

An algebra is said to be locally finite if every finitely generated subalgebra
of A is finite (i.e., has a finite universe). A class K of algebras is said to be
locally finite if every member of K is locally finite.

Lemma 0.51. Let A be an algebra, let K = V(A) = HSP(A), and let F =
Fg(Z1,... ,Zn). Then |F| < |A|UA™). Thus, if B € K is generated by at most
n elements of B then |B| < |A|4AM,
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Proof.

Define p : F' — A" by p(f) = t%. (Recall that ¢ abbreviates tF (zZy,... ,Z,)
€ F for any t(z1,...,2,) € T(X).) Let t(z1,...,2%5),8(21,...,2n) € T(X).
If £ =5 then V | t(z1,...,T,) = $(Z1,... ,%,) by Theorem 0.50 and A € V
so for all a,...,an € A, t*(ay,...,a,) = s2(a1,... ,an), e, tA* =54 50 p
is well-defined.

IftA = s® then A = t(z1,... ,%n) = 8(21,. .. ,Zs) 50 V(A) = t(z1,... ,Zn)
~ s(z1,...,%,) 0 £ = 5. Thus p is one-to-one. Therefore |F| < |AA™)| =
|A|I4" = |A|UAM. If B € K is n—generated, then by Corollary 0.48, B €
H(F), s0 |B| < |F|. 0

If |A| is finite in the above lemma, then for every n € w and every n—generated
B € K, |B]| is finite. Thus we have:

Corollary 0.52. [BS81, Theorem 10.16, p70]
A finitely generated variety s locally finite.

Results esablishing so-called “Mal’cev conditions” for classes of varieties
(as exemplified by Theorem 0.54 for congruence permutable varieties) usually
make crucial use of properties of free algebras. In particular, the following
strong variant of Theorem 0.50 will be needed in Chapter 2, where we treat
congruence modularity.

Theorem 0.53. [BS81, Theorem 12.1, p77]
Let V be a variety, and r, 8,73, 8; (i =1,...,n € w). Let F = Fy(X). The
following conditions are equivalent: ‘
(1) (7,5) € OF({(7;,5) : 1 <i<n});
(i) VENLrixs) »r=s.
Theorem 0.54. (Mal’cev) [BS81, Theorem 12.2, p78]

A T-variety is congruence permutable if and only if there is a T-term
p(z,y,z) such that

VEpzzy) =y adV Eplz,y,y) =z

A term p as described in the above theorem is called a Mal’cev term.

Theorem 0.55. [BS81, Theorem 12.3, p79]

Let V' be a T-variety for which there is a ternary T -term m(z,y, z) such
that |

V Em(z,z,y) = m(z,y,7) % m(y,z,z) ~ .
Then V' 1s congruence distributive.
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A term m as described in the above theorem is known as a majority term.

We have mentioned that the variety of groups is congruence permutable.
One can verify this by setting p(z,y,2) = ¢ —y + 2z in Theorem 0.54. Simi-
larly, the congruence distributivity of the variety of lattices follows from The-
orem (.55 using the term m(z,y,2) = (zVy)A(zV2) A (yV 2). A detailed-
proof of an analogue of Theorem 0.54 will be given in Chapter 2 for congruence
modular varieties.
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Chapter 1

Residually Small Varieties:
Categorical Properties

By Birkhoff’s Subdirect Decomposition Theorem, the difficulty in analyzing
a variety V can be expected to be proportional to its “residual size”, by which,
roughly speaking, we mean the sizes of the subdirectly irreducible algebras in
V and the number of such algebras. The condition “V is residually small” (De-
finition 1.20) below will amount to the requirement that, up to isomorphism, -
these algebras form a set (rather than a proper class).

The main result of this thesis is a theorem due to R. Freese and R. McKenzie
[FM81] which we present in Chapter 4. It establishes a sufficient condition for
the existence of a finite bound on the size of subdirectly irreducible algebras
in residually small finitely generated varieties and describes such a bound.

Our main aim in this first chapter is to become familiar with residually
small varieties. We largely follow the approach of W. Taylor in [Tay72] and
J. Baldwin and J. Berman in [BB75]. We first consider Taylor’s characteriza-
tion of subdirectly irreducible algebras in terms of the existence of first order

formulas (called “weak congruence formulas”) with specific properties. Such
formulas are used in Baldwin and Berman’s discussion of varieties with de-
finable principal congruences. We show that a residually small variety with
definable principal congruences has a finite residual bound and that a variety
of finite type with definable principal congruences has subdirectly irreducible
algebras of every infinite cardinality if it has infinitely many nonisomorphic
finite subdirectly irreducible algebras. These two theorems may be regarded
as responses to Quackenbush’s Theorem [Qua71], which states that a locally
finite variety with only finitely many finite subdirectly irreducible algebras has
no infinite subdirectly irreducible algebra, and to the so-called “Quackenbush
Problem” and the related “RS Conjecture” to be discussed later.

This chapter includes a theorem that gives nine equivalent conditions for
residual smallness of a variety as well as a number of examples of residually
small varieties. '
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Taylor’s weak congruence formulas also provide a characterization of essen- -
tial extensions of an algebra. In the first part of this chapter we consider this
characterization as well as other results involving essential extensions. These
results are used in the final section of this chapter which deals with transferable
injections and injective hulls of algebras.

In what follows, we continue to deal with a fixed type (i.e. language) 7 =
(F, ar), unless we specify otherwise. Recall that Th(7T) is the first order theory
with equality whose set of operation symbols is F and whose models are just
all T-algebras and that, given any T-algebra A = (A; F') we may consider the
extended type T[A] and the extended theory Th(7[A]) in which new constant
symbols are available corresponding to the elements of A. (See Sections 0.5
and 0.6 for details)

1.1 Essential Extensions. The first two theorems extend Mal’cev’s Lemma
by showing that principal congruences on A and (a, b)-irreducibility can be
characterized by the existence of 7-formulas with specific properties.

Proposition 1.1. [Tay72, Proposition 0.3]

Let A be a T -algebra, a,b,c,d € A and let § = O*(c,d). The following are
equivalent:

(1) (a,b) € =04%(c,d).
(2)  There exists a T -formula ® with four free variables, say ®(zo, zy, T, Z3),
such that the following are true:
(i) @ is positive.
(it)  Fruer YyV2[(3z @(z, 2,9, 2)) = ¥y = 2].
(i) A | ®lc,d,a,b] .

Proof.

(1)=(2): Let (a,b) € ©*(c,d). Then by Mal'cev’s Lemma (Lemma 0.37),
there are 7-terms t;(2o, Z1,¥2,-- . ,Ym), 0 <1 < nand elements a, b, ey, ... , e,
of A such that

a = thcdes. .., en)
tr(d,c ez, .. em) = thi(e,dyea, ... yem) (0<i<n)
th(d,c ey ... em) = b
Define ®(zo,z1, 2, Z3) as
20Tz Tys . . . Jym[20 = 2o A 2, = 73 A (20 = to(T0, T1, Yo, - . . s Ym) N

t0($17x0) Y2, ... ,ym) ~ tl(anxla Y2y . .. ;ym)/\

tl(xla-TanZu e 7ym) = tQ(anmlay% s )y’m) AN
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At (X1, T0, Y25 - - - 5 Ym) R Zn)]
Note that @ is positive (and existential) and A |= ®[c, d, a, b].

Let ¥ be VyVz[(3z ®(z,x,y,2)) = y = z|. Note that ¥ is logically equiva-
lent to VyVzVz[®(z,z,y,2) = y =~ z|. Choose an arbitrary 7T-algebra B. We
show U is true in B. This will show that Fppe) U. -

Let a,b,¢ € B and suppose ®[c,c,a’,b] is true in B. Then there exist
,em € B such that ‘

a =t8(c,c e, ... ,em):...:tE(CI,CI,CQ,... Jem) =0,
so B V.

(2)=(1): Suppose there is a first order formula ¢ that satisfies (i) - (iii).
Observe that in A/6 we have ¢/6 = d/f. By (ii), since A/ is a T-algebra,
VyVz[(Jz &(z,z,y,2)) = y = 2| is true in A/6. Thus,

(3z ®(z,2,a/0,b/0)) = a/0 =~ b/fistruein A/G. ....................... (*)

Now by (iii), ®[c,d, a,b] is true in A and the onto map A : A — A/ defined
by u +— u/6 is a homomorphism so by Theorem 0.41, since ® is positive,
A/0 = P[c/0,d/0,a/8,b/6]. Since ¢/ is d/6, Iz &(x,x,a/6,b/0) is true in
A/6. By (*), a/0 ~ b/0 is true in A/6, i.e., (a,b) € 0. o

Note that in (2)(i) above we could require ® to be existential, without
affecting the proof. This motivates the following definitions.

Definition 1.2. A congruence formula is a T-formula \If(xo, Ty, %o, T3) of the
form

2o Hzn([zo R To A2y & T3] AN Too . T (2 & 4 A 241 = 1(0)))
where each t; is a T-term t;(zo, 21, Z2, ... ,Zm) and t;(c) abbreviates

_ti(xlaxOera tee )xm)'

Note that any congruence formula ¥ is logically equivalent to an existential
T-formula and satisfies the first two conditions of Proposition 1.1, namely
(i) ¥ is positive and
(i) Fruer) YyV2[(Gz ¥(z, 2,9, 2)) = y =~ 2],

Definition 1.3. A positive existential formula ¥ with four free variables is a
weak congruence formula if it satisfies condition (ii) above.

‘Thus, any conjunction or disjunction of congruence formulas is logically
equivalent to a weak congruence formula.



33

In summary: Given a T-algebra A and a,b,c,d € A, Mal’cev’s Lemma
says that (a,b) € ©*(c,d) if and only if A |= ®[c,d, a, b] for some congruence
(T-)formula ®, while Proposition 1.1 says that “congruence formula” can be
replaced by “weak congruence formula” in this statement.

Corollary 1.4. [Tay72, Corollary 0.4]

A T -algebra A with distinct elements a,b is (a,b)-irreducible if and only if
for all ¢,d € A with ¢ # d, there ezists a weak congruence T -formula ® such
that A = ®lc,d, a, b).

Proof.
This follows directly from Theorem 0.19 (ii) and Proposition 1.1. O

Lemma 1.5. [Tay72]
The following are equivalent for T-algebras B and A with A < B:

| (i)  For any T -algebra C, every homomorphism h : B — C whose
restriction h|a to A is a monomorphism, is itself a monomorphism.

(1) For any 8 € Con(B) with 0 # idg, we have B|a # id4.

Proof.

(i)=>(ii): Assume (i). Let 1 € Con(B) such that ¢|o = ids. The nat-
ural map A : B — B/% is a homomorphism with ker()\) = . Therefore
ker(A)|a = 9¥|a = id4, so A|a is one-to-one and by the assumption, X is one-
to-one. Thus, ker(\) = idp, i.e., 9 is idp.

(ii)=(i): Assume (ii). Let f be any homomorphism from B to a 7-algebra
C such that f|s is one-to-one. Then ker(f)|a is id4, so by the assumption,
ker(f) is idp, i.e., f is itself one-to-one.

O

Definition 1.6. Suppose A is a subalgebra of an algebra B. We call B an
essential extension of A if the conditions of the above lemma hold.

Evidently, if C is an essential extension of B and B is an essential extension
of A, then C is an essential extension of A.

In this section the weak congruence formulas described in Proposition 1.1
are used to establish the existence of essential extensions of an algebra A and
some of their properties, that are to be applied later in the chapter.
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Lemma 1.7. [Tay72]
If B is an (a,b)-irreducible algebra then B is an essential extension of A =

SgB({a,b}) < B (hence B is an essential extension of C whenever a,b € C
and C < B).

Proof.

Let B be (a, b)-irreducible (where a,b € B,a # b). Take any § € Con(B)
with 0 # idg. Then there exist ¢,d € B such that (¢,d) € 6 and ¢ # d, so
©B(c,d) # idp. Therefore (a,b) € ©B(c, d), by (a, b)-irreducibility of B.

Now if A = Sg®({a,b}) then (a,b) € 0]a so 0| # ids. Therefore B is an
essential extension of A. 7 0

Lemma 1.8. [Tay72]

If A < B, A is(a,b)-irreducible and B is an essential extension of A, then
B is (a, b)-irreducible. :

Proof.

Let tdp # 6 € Con(B). Since B is an essential extension of A, idy #
0la € Con(A). Since A is (a,b)-irreducible, (a,b) € 0|5 C 6. Thus, B is
(@, b)-irreducible. O

Corollary 1.9. [Tay72, Corollary 0.5]

An algebra B is an essential extension of an algebra A if and only if A < B
and for each c,d € B with ¢ # d there exist a,b € A with a # b and a weak
congruence T -formula ® such that B |= ®[c,d, a, b].

Proof.

(=) Suppose B is an essential extension of A. Then for any (c,d) € B x B
with ¢ # d, idp # ©2(c,d) € Con(B). Since B is an essential extension of A,
there exist (a,b) € ©P(c,d)|a such that a # b. Since (a,b) € ©B(c,d) there is
a weak congruence formula @ such that B = ®[c, d, a, b].

(<) Suppose A < B and for each ¢,d € B with ¢ # d there exist a,b € A
with a # b and a weak congruence formula ® such that B = ®[c, d, a, b).

Take any 6 € Con(B) with 6 # idg. Then there exist ¢,d € B such that
(c,d) € 0 and c # d. By the assumption, there exist a,b € A with a # b and
a formula @ as in Proposition 1.1. Then (a,b) € ©2(c,d) by Proposition 1.1.
Now ©B(¢c,d) C 0, so (a,b) € 6 but (a,b) € Ax A and a # b, therefore
|a # ida. Thus B is an essential extension of A. '

O
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The following result, called the Erdds-Rado Theorem [ER56], will be needed
in subsequent theorems. It is stated without proof since the techniques re-
quired to prove it are combinatorial and beyond the scope of this thesis. For
any set A, let A® denote the set of pairs {a,b} C A such that a # b.

Theorem 1.10. (Erdés-Rado Theorem) [ER56]

For an infinite cardinal m, if A is a set such that |A| > 2™ and A® = uUD
where D is a set of sets such that [D| < m, then there exist D € D and BC A
with |B| > m such that B® C D.

~ Recall that 7 = (F,ar). For T-algebras A and B, let Id(B) be the set
of T-identities holding in B and recall that D(A) is the set of atomic T[AJ-
sentences and negations of atomic 7[A]-sentences which hold in A.

Corollary 1.11. [Tay72, Corollary 0.7]

~ Let B be an essential extension of A, with |B| > 2™, where m = Ry+|A|+|F|.
Then there exist a,b € A,a # b, and a weak congruence T -formula ® such that

D(A)uU Id(B) U{®(zi,z;,0,0) 11 < j < w}

1s satisfiable.

Proof.

Let A be the set of all A = (®,a,b) where ® is a weak congruence formula,
a,b € Aand a #b. Let < be a linear order of B (then for every a,b € B,a < b
ora>bora=hb).

For each A = (®,a,b) € A we define _
Cr={{c,d} € B® : ¢ <dand B | ®[c,d, a,b]}.
We show B® = U{Cy : X € A}.

For every {e, f} € B®, e # f and since B is an essential extension of A,
by Corollary 1.9, there exist a,b € A with a # b and a weak congruence
formula ® with B |= ®le, f,a,b]. Since e # f we have e < f, say. (If
f < e, define ¥(z,y, z,w) to be ®(y,z, 2, w) and use ¥ instead of ®). Thus,
{e, f} € C\, where \ = (®,q,b), therefore {e, f} € U{C) : A € A}, therefore
B® C U{C) : X € A}. Clearly, equality follows.

Since |A| =m, [{Cy: A € A}| < m so since |B| > 2™ and B® =U{C, : \ €
A}, by Theorem 1.10, there exists A € A and C C B with [C| > m such that
C® C C, for this A = (®,a,b) € A. Since |C| > m, C is infinite.

We show D(A) U Id(B) U {®(z;,2;,a,b) : i < j < w} is satisfiable. Since
C' is infinite, C has a denumerable subset, say {cy,c1,cs,...} with ¢g < ¢; <
cg < .... Let X be the set of variables {z, : @ < w}. We must show
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there is a function f : X — B such that for each ¥ € D(A) U Id(B) U
{®(z;,z5,0,b) : i < j < w} with free variables Zq,,%as, - . -, Ta,, We have
B = Y [f(Za), f(Tas), - - , f(%an)]-

Define f : X — B by f(z;) = ¢ (1 €w). Since AUC C B, a,b,c,¢1,... €
B.

(i) Sentences from D(A) have no free or bound variables and hold in A (hence
in B) regardless of the above substitutions.

(ii) Sentences in Id(B) have no free variables and hold in B, by definition of
Id(B). _
(iii) For any 4 < j < w, for our fixed a,b and for A = (®,a,b) we have
{ci,c;} € CPD C C) 50 B = ®ci, ¢j,0,0], i.e., B = U[f(z:), f(z;),a,0].

O

Definition 1.12. An algebra A is an absolute retract in a variety Vif A e V
and whenever A < T € V, there exists a homomorphism f retracting T onto
A, ie., f: T — A and the restriction of f to A is the identity map on A.

Lemma 1.13. [Tay72, Lemma 0.8]

Let V be a variety, A, B € V and let B be an essential extension of A.
Then B is an absolute retract in V if and only if no proper extension of B in
V is an essential extension of A.

Proq f.

(=) Let B be an absolute retract in V. Let T be any proper extension of
B in V,ie, B <T. We show T is not an essential extension of A, i.e., we
show for some fr € Con(T) with Or # idr we have (0x)|a = ida.

Since B is an absolute retract in V, there exists an onto homomorphism
f: T — B such that f|g is the identity map on B. Define 65 = ker(f), so
6; € Con(T). We show ; # idy. Now B < T so for any ¢ € T\ B, let
b= f(c) € B,soc#b Then f(c) = f(b) = bso (¢,b) € 6 but ¢ # b, so
s # idr.

Now gle = idB SO Hf(A = (ele)|A -‘= idA.

(<) Assume no proper extension of B in V' is an essential extension of A.
Pick T € V such that B < T. If T = B then the identity map from T(= B)
to B fulfils the required conditions. Suppose T is a proper extension of B.
Then T is not an essential extension of A (by the assumption) so there exists
Ot € COTL(T), Ot ?é idp, such that (QTNA = idy4.

Let S = {6 € Con(T) : 8 # idr and 0|a = ida}. S is nonempty since
fr € S and C partially orders S. Let (C;C) be a chain in S, i.e., C C S and
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C linearly orders C. We claim that C has an upper bound in S. (We can
assume C # (), since any element of S is an upper bound of @ in S).

(i) UC € Con(T) since Con(T) is an algebraic lattice and C is a chain (see
Theorem 0.10).

(i) For each 8 € C, 0 # idr. Moreover, C # 0 so we can choose such a 6.
Since § C UC, we have UC # idr.

(iii) For each (a,b) € UC|a,(a,b) € 0 for some § € C and (a,b) € A x A so0
(a,b) € O|a = ida, and so UC|s = ida. :

From (i), (ii) and (iii), UC € S, so UC is an upper bound of C in S. By
Zorn’s Lemma, S has a maximal element, say 6,,, i.e., 8,, is maximal such that
0 € Con(T), 6, # idr and 0,,|a = ida. Note that T/, € V, since V is a
variety.

By the Correspondence Theorem (Theorem 0.17), any congruence relation
¢ on T/, is of the form /6, where 6,, C n € Con(T). For any n € Con(T)
such that 0, C 1, 7/0y # tdry,, and n|a # ids (by the maximality of 6,,).

Define g : B — T/0,, by g(b) = b/6,, for all b € B. Then g is a ho-
momorphism. Also, since 6,,]a = ids and B is an essential extension of
A, Ol = idp, so g is one-to-one. Therefore B = g[B] < T/f,, (and
A = g[A] < T/0).

We show T'/0,, is an essential extension of g[A](= A). Let ¢ € Con(T/0,,),
" @ # idyy,,- Then ¢ = /0, where n € Con(T), 6,, C n and

©lgia] = {(a/0m, b/0m) : (a,b) € n and a/0,,,b/6,, € g[A]}
= {(a/bm,b/0m) : (a,b) € n]a}-
Further, since n|a # id4, there exists (z,y) € n|a such that z # y and
Z/Om # y/Om, since Omla =ids. Now (:L‘/@m,y/em) € (P|g[A], o] <p|g[A] # idg[A].

Thus T/, is an essential extension of g[A] and g[B] < T/#,, but no proper
extension of g[B] in V' is an essential extension of g[A] (because g[B] = B) so
- g[B] = T/0, i.e., g is onto, so g is an isomorphism.

Let A be the natural homomorphism A : T — T/6,, defined by A(t) =
t/0m, t € T Then g7'o Xis a homomorphlsm from T to B and for every

be B,(g7 o A)(b) = g7 (b/0,) = b, 50 (g7 0 N)|g = idp.

D .

Corollary 1.14. [Tay72, Corollary 0.9]

Let'V be a variety such that each A € V' has, up to isomorphism, only a set
of essential extensions that are in V. Then for each A € V, some essential
extension of A is an absolute retract in V.
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Proof.

For each D € V, let Sp be a subset of V' consisting of essential extensions
of D, such that every essential extension E of D in V is isomorphic to just
one algebra in Sp; call this algebra Sp(E). Let A € V.

Claim 1: If C is a nonempty chain (ordered by subalgebrahood) of essential
extensions of A in V and U is the union of C, as defined in Section 0.3 then
U is an essential extension of A in V. '

Since V is a variety it is axiomatizable by identities. Now identities are
V3 sentences, so U € V, by Theorem 0.41, and A is a subalgebra of U. Let
idy # 6 € Con(U) and choose (z,y) € § with z # y. Since z,y € U there
exist B;,B; € C such that z € B,,y € By and, without loss of generality,
B, C B, (since C is a chain), so z,y € By, and (z,y) € 0|g,. Thus, idp, #
6|B, € Con(B3) so ids # (6|B,)|a = 0|a, since B, is an essential extension of
A. This shows that U is an essential extension of A, and Claim 1 is proved.

For each D € V, since Sp is a set, there exists a cardinal m(D) such that
for every essential extension Eof Din V, |[E|<m(D). .................. (*)

Define, by transfinite recursion, a sequence (A, : @ € On) (where On is the
class of all ordinals) as follows:

AO = A,

for & € On, let Ay = Sa (D), where D is a proper essential extension of
A, in V| if such a D exists; otherwise, set A,y = Ay; _

for a limit ordinal «, let A, be the union of the chain of algebras (A4, : v < a).

Note that A, is a subalgebra of As and an essential extension of A in V,
whenever o < # € On, by Claim 1.

Claim 2: For some § € On, we have Ag = A, whenever 8 < v € On.

Suppose not. Then the function F' : @ — A, (o € On) is one-to-one and
A, is a proper subalgebra of A, whenever v < o € On.

Let m = m(A) and let T be the set of all successor ordinals less than m™,
so |T| = m*. Using the Axiom of Choice, we can pick, for each & < m™, an
element g(a + 1) € Aqt1 \ Ao. Then the function g : T — A+ is one-to-one,
50 |Am+| > |T| = m* > m, contradicting (*), so the claim is true.

Let § be the least ordinal as in Claim (2). Then by our construction, Ap
has no proper essential extension in V' and is therefore an absolute retract in
V (by Lemma 1.13).10 '

1°In [Tay72] this result is proved by applying Zorn’s Lemma to the class of essential
extensions of A in V. This class is a proper class; its isomorpism classes form a set, but
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1.2 Definable Principal Congruences. We now specialize the characteriza-
tion of principal congruences by (weak) congruence formulas (Proposition 1.1)
to the notion of varieties with definable principal congruences. Conditions
under which varieties have definable principal congruences as well as some
properties of such varieties are explored. We continue to consider varieties V'
of T-algebras, T = (F,ar). For any algebra A € V, and a,b € A, let

®a, b, 2, 73] (A) denote {(as,a3) € A%: A | ®|a, b, ay, a3]}.

Definition 1.15. A variety V has definable principal congruences if there is
a (first order) 7-formula ®(zo, 1, 2, z3) such that for each A € V| and each
a,b € A, ®a,b,z2,23](A) = ©*(a,b). In this case we say that ® defines the
principal congruences of V.

Theorem 1.16. [BB75, Theorem 1]

(i) A wvariety V of type T has definable principal congruences if there are
only finitely many congruence formulas which are pairwise inequivalent
and satisfiable in V.

(ii) IfV has definable principal congruences the defining formula U is
equivalent in V to a weak congruence formula and persists under
ezxtensions.

Proof.

(i) Let £ be a set of T-equations that axiomatizes V. Let T be the set
of sentences that are the (universal) closures of the equations in &'. Suppose
that up to logical equivalence modulo X, ®,...,®, are the only congruence
formulas satisfiable in V.

Take any A € V and any a,b,c,d € A. Now (c,d) € ©4(a,b) if and only
if there is a congruence formula ¥ such that A | ¥[a,b,c,d] (by Mal’cev’s
Lemma (Lemma 0.37)); if and only if A = V2, ®;[a, b, c, d] (because &1, ... ,®,
are the only congruence formulas satisfiable in V); if and only if (¢, d) €
(V?:l éi[ay b, Z2, x3])(A)

Since c,d € A were arbitrary, ©4(a,b) = (V, ®;[a, b, 2, 735])(A) so V has
definable principal congruences.

that set is not generally partially ordered by the embeddability relation (since anti-symmetry
may fail). Even if it is so ordered, Zorn’s Lemma yields an essential extension of A that
may have proper essential extensions (isomorphic to it), which makes Lemma 1.13 difficult
to apply. For these reasons, the above (different) proof has been given.
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(ii) If ¥ defines principal congruences in V' but ¥ is not a congruence for-
mula, let (®; : i € ) be a well-ordering of the inequivalent congruence formulas
in V that are satisfiable in V' (where f is an ordinal).

First, if there are only finitely many such formulas, say n of them, then by
(i), ® = V-, ®; is a defining formula and is a weak congruence formula since
it is a disjunction of congruence formulas.

Forany A € V and a,b € A, by definition of ¥ and by (i), ¥[a, b, 2, z3](A) =
OA(a,b) = (V,®[a,b, 22, 73))(A), so for all ¢,d € A, A | V¥a,b,c,d]
if and only if A | V&, ®a,b,c,d]. Since a,b,c,d were arbitrary, A
U (29, 21, T2, T3) (Vie, ‘I’i(xo,xl,xz,xa))-

Thus, V = U(xg, 71, T, 23) <> (Vie; Pi(@0, 21, 2, 23)) (because A was arbi-
trary in V), i.e., & Fopry ¥ & (Vie, @)

Secondly, suppose there are infinitely many ®;. Add distinct new constant
symbols a, b, ¢1,cs to T; let T~ be the resulting type. Let

'=%2U {‘II[Cla €2, Q, b]} U {—]@i[ch Co, Q, b] 1€ IB}
Note that I is a set of T -sentences.

Suppose that every finite subset of I has a model. Then by the Compactness
Theorem (see the remarks following Theorem 0.43), I" has a model. Let A’ be
a model of ' and A the T-reduct of A, so A € V (since & axiomatizes V).
We write a, b, ¢1, ¢y for the elements of A that interpret the symbols a, b, ¢1, o
in A, respectively.

Since A |= ¥[cy, ¢3, a, b], we have (a,b) € ©@*(cy, cz), whileforalli < 8, A |
—®;[c1, ¢2, a, b, contradicting Mal’cev’s Lemma. Thus there is a finite subset

I of T such that I'" has no model. We may assume without loss of generality
that

]_-‘, = Z” U {\I’[Cl, Cy, Q, b]} U {_'(Dij [Cl, Co, 0, b] : _] € {1, e ,’I’I,}}

for some finite ¥ C ¥, some positive n € w and some i1, ... ,i, € 8.
Thus, there is no A € V, and a, b, ¢, c2 € A such that ¥[cy, ¢o, a,b] and all

=®;[c1, 2,a,b],7 € {1,...,n} are true in A. It follows that
. n

V I U(zo, 21, T2, T3) = \/ ®;; ($0,$1,$2,333)-

j=1
On the other hand, by Mal’cev’s Lemma and the definition of ¥,
V E (Vi=1 4 (%0, 71, 22, 73)) — Y(20, 21, T2, T3).

Thus, & Fraery (Viey @, (20, 21, 72, 73)) ¢ V(0, 21, 22, 23).

Since VZfl ®;; (%o, 1, %2, x3) is logically equivalent to an existential formula,
¥ persists under extensions, by Theorem 0.41.
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Theorem 1.17. [BB75, Theorem 2]

Let the variety V have definable principal congruences with defining for-
mula ®(zg, T1, T2, 23). Then O persists in subalgebras if and only if V has the
congruence extension property.

Proof.

By Theorem 0.28, V has the congruence extension property if and only if V
has the principal congruence extension property; if and only if forany A < B €
V and ag,a; € A, we have ©B(ag,a1)|a = 04 (ao, a1) (i-e., ®lag, a1, T2, T3] (B)N
A% C Dlag, a1, 72, 23](A)); if and only if for any A < B € V and ag, a1, 02,03 €
A, A E ®lag, a1, a9, a3] whenever B = ®lag, a1, ag, as] (i.e., ¢ persists under
subalgebras in V). a

According to [BB75], the conditions of the above theorem hold exactly when
there is a quantifier free formula ¥ (zg, 21, Z2, z3) such that V | ¥ « &.

Theorem 1.18. [BB75, Theorem 3]

If a variety V 1is locally finite and has the congruence extension property,
then V has definable principal congruence relations.

Proof.

For each h € w, let m(h) = |F|, where F is the V-free algebra on h free
generators. Note that m(h) € w, because V is locally finite. Also, every h-
generated algebra C € V is a homomorphic image of F by Corollary 0.48, so
IC] < m(h).

and the V-free algebra on six free generators (respectively), so |F| = m(6) € w.
Since F = T/0 where, for s,t € T, s6t if and only if V |= s ~ ¢, if and only
if 5 = s¥(%,9,z,4,0,0) =t*(z,7,%,0,0

1,y tme) Of distinct terms ¢; = t;(z,y,2,u,v,w) € T such that for every
t €T, thereisani € {1,...,m(6)} with

. Vv }:t(x,y,z,u,v,w) mti(a:)yazau’vaw)
(hence F = {t1,... ,Zm()})-

Let B = SgB(by, bs, by, b5) be a 4-generated algebra in V. For any binary
polynomial f : B2 — B of B, there exists a term p(Zo, ... ,Zm) and e =
€2, - .- ,em € Bsuch that forall by, b; € B, f(by,b;) = pB(bo, b1, e). But eache;
is 72 (b, b3, by, bs) for some term 1i(2,u, v, w) in four variables, by Theorem 0.36
(ii). -

Therefore, for all by, b; € B,
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f(bOa bl) - pB(bO) bl, T2B(b21 LTI b5), s 17'7]?7,(1721 o '. ; bS)) = qB(b01 bl) b27 b3) b4) b5)
where ¢(z,y, z,u,v,w) = p(z,y,72(z,u,v,w),... ,"m(2,%,v,w)) € T. Thus,
for some j € {1,...,m(6)}, V |= ¢ = t;. Since B € V, we have f(b,b1) =
t?(bo, bl, bz, b3, b4, b5), for all b(), b1 € B.

Now for any a,b,c,d € B, by Mal’cev’s Lemma, and the above fact about
binary polynomials, (c,d) € ©B(a,b) if and only if there exists n < |B| <
m(4) € w and there exist distinct go,...,9, € B and a finite n—sequence
0 =80y .. ,8n_1 Of terms from {t1, ... ,tm()} such that go = ¢, g, = d and for
alli € {0,...,n— 1}, '

gi = s2(a, b, by, ... ,bs) and Git1 = s2(b,a,by,...,bs). -

Now there are only finitely many finite sequences of length < m(4) that can
be chosen from {ti,...,tme)}. Let these be oq,...,0on, where M € w. Let
¥ = {0o,... ,00m}. For each O =80+ ,8n—1 € 1, let ¥, = ¥, (0, 1, T2, T3)
be the following first order formula, where X abbreviates Zo, L1, T2, T3:
dz932,[20 & T2 A 2 &= T3A
20 & 5o(%0, T1,X) A So(%1, To, X) & 51(T0, T1,X) A $1(Z1, To, X) & 82(T0, T1,X)

A A Sn_o(Z1,Z0, X) = Sp_1(To, T1,X) A Sp—1(Z1, To, X) & 2]
and let ¥ be the first order formula ¥, V...V ¥,

We have shown that for any 4-generated B € V' and a,b,¢,d € B, (c,d) €
©B(a,b) if and only if for some 0 € &, B k= ¥,[a, b, c,d] if and only if B =
Ula,b,c,d]. Let A € V and a,b,c,d € A and S = Sg*(a,b,c,d). Then by
Corollary 0.29, (c,d) € ©*(a,bd) if and only if (c,d) € ©5(a,b) (since V has
the congruence extension property), if and only if S | V¥|a, b, ¢, d], in which
case A = Ula, b, ¢, d].

Conversely, if A = ¥[a, b, c, d] then for some o € £, A = ¥U,[a, b, c,d] so by
Mal'cev’s Lemma, (c,d) € ©4(a, b).

Thus (c,d) € ©4(a,b) if and only if A = W[a,b,c,d]. Since A € V and
a,b,c,d € A were arbitrary and ¥ is 1ndependent of them, V has definable
pr1n01pal congruences.

O

The following definition will be needed in the next section.

Definition 1.19. For fixed elements a, b of an algebra A and a weak congru-
ence formula @, let :

Ce = Cs(A,a,b) = {{c,d} € AP : A = ¢, d,a,b,]V ¥[d,c,a,b]}.
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If ®(zo,21, %2, 23) is any conjunction or disjunction of congruence formu-
las, then A | VaoVz,Vz,Vas[® (2o, 21, T2, 23) <> ®(21, 20, 22, 23)], s0 Cp =
{{c,d} € A® : A |= ®]c,d,a,b]}. - |
1.3 Residually Small Varieties.

Definition 1.20. A variety V is residually small if there is some cardinal m
strictly greater than the cardinalities of all the subdirectly irreducible algebras
in the variety. In this case, the smallest cardinal m for which this is true will
be called the residual bound of V. We say a variety is residually < m if every
subdirectly irreducible algebra in the variety has cardinality < m. We call V
residually countable if it is residually < Wy, residually finite if it is residually
< Ny and residually finitely bounded if it is residually < n for some n € w
(i.e., if it has a finite residual bound). We call V' residually large if it is not
residually small.

Lemma 1.21. Let V be a variety and m a cardinal. V has, up to isomor-
phism, only a set of m-generated algebras, i.e., there exists a set T of m-
generated algebras in V' such that every m-generated algebra in Vis isomorphic
to an algebra in T

Proof.

_Let F be the V-free algebra on m free generators (i.e. F = Fy(X) where
|X| = m). Define T = {F/0 : § € Con(F)}. T is a set (because F and
Con(F) are sets). Now if A € V is m-generated then there is a surjective
homomorphism h : F — A (Corollary 0.48) so A = F/ker(h) € T. a

The following theorem is an adaptation of [Tay72, Theorem 1.2, p37] and
[BBT75, Theorem 5, p385] and states nine equivalent characterizations of resid-
ual smallness. The proof proceeds via (i)=>(ii)=>(iii)=(iv)=(v)=
(vi)= (vii)=(i) then (ii)=(viii)=>(ix)=>(vii).

Theorem 1.22. [Tay72, Theorem 1.2]

Let V be a variety of algebras of the type T = (F,ar) defined by o set ¥
of equations, let ¥ be the set of sentences that are the universal closures of
the equations in ', and let n = Ry + |F|. Then the following conditions are
equivalent:

(i)  There exists a cardinal m such that every subdirectly irreducible algebra
in'V has cardinality < m (i.e., V is residually small).

(i) For every weak congruence T -formula ®, there exists a finite number
n =n(®P) such that

Lhrar YyV2[(3zy...32, A O(zi,75,9,2) — y‘% z].

1<i<j<n
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(i)  For each weak congruence T-formula ® there is an integer n = n(®)
such that whenever A is an (a,b)-irreducible algebra in V' then there
is no set X C A with X® C Cg and |X| > n.

(w) If A is an (a,b)-irreducible algebra in V then for each congruence
T -formula ®, there is an integer n such that the conclusion of (1i)
holds.

(v) Every subdirectly irreducible algebra in V' has cardinality < 2",

(vi)  There are < 2(") nonisomorphic subdirectly irreducible algebras in V.
(vii) There ezists a set K such that V C ISP(K).

(viii) If B €V is an essential extension of A then |B| < ontlAl,

(iz) Each A €V has, up to isomorphism, only a set of essential extensions
mnV.

Moreover, if the above conditions hold then every A € V is a subalgebra of an
absolute retract in V.11

Proof.

(i)=(ii): Suppose (ii) fails and that mis as in (i). Let U be a set of variables
such that |[U| = m* (the cardinal successor of m) with y ¢ U and z ¢ U and
let < be a linear order on U. The failure of (ii) implies that there is a positive
T-formula @(-,-,,-) such that

Fonery YyVz[(32 ®(z, 2,9, 2)) = y = 2], but for any finite n,

3 Ve YyV2[(3z1 .. . 320 Ai<icjcn (20, 25,9, 2)) = y = 2], i.e., there is an
algebra in V in which

YyVz[(3z1 . .. 320 Vicicjn B(@5, 75,9, 2)) — ¥ = 2] is not true. This means
that for any finite n, the set of 7-formulas ¥ U {®(z;,zj,¥,2) : 1 <1< j <
n} U{y % =} is satisfiable.

Let I' = 2 U {®(u,v,9,2) : w,v €T, u < v} U{y % z}. Take any finite
subset A of I'. Then A = £ U {®(v,v},y,2) :i=1,... ,7} UQ where &" is
a finite subset of ¥, r € w,ut,v* € U with w* < v* fori = 1,...,7 and Q is

either ) or {y % z}. Rename u!,v!,u?,v?,... ,u",v" as Ty, %2, T3, Ty, ... , Top.

Now A € BU{®(z;,z5,9,2) : 1 <1 < j < 2r}U{y % 2} which is satisfiable.
Thus A is satisfiable. Since A was an arbitrary finite subset of I', it follows
from the Compactness Theorem (Theorem 0.43) that I' is satisfiable. Thus

there exists an algebra A € V and an assignment f : U U {y,2} — A under
which the formulas of I" are true in A.

1 The converse is also true [Tay72], but its (nontrivial) proof requires an excursion into
the theory of equationally compact algebras and will not be needed in this thesis.
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Let § € Con(A) be maximal in {p € Con(A) : (f(y), f(2)) & p}- Suc.h
a @ exists by a routine application of Zorn’s Lemma. We show that A/ is
subdirectly irreducible.

For any nn € Con(A), if § C n then (f(y), f(2)) € n (by maximality of
). Using the Correspondence Theorem, we may rephrase this as follows:
_any nonidentity congruence of A /@ contains (f(y)/0, f(2)/0). Thus, idaje #
OA/%(f(x)/6, f(y)/0) = N(Con(A/0) \ {idase}), and so A/ is subdirectly
irreducible (with ©47%(f(x)/6, f(y)/6) as its monolith).
By (1), [A/0) < m. oo e (1)

Now let u,v € U, with v < v. The natural map A : A — A/0 de-
fined by a + a/f is a surjective homomorphism, ® is positive and A |=
®[f (u), f(v), f(y), f(2)], so since homomorphisms preserve positive sentences

(by Theorem 0.41), A/0 = ®[f(u)/9, f(v)/0, f(v)/6, f (2)/6].

Now f(y)/0 # f(2)/0 so it follows that f(u)/8 # f(v)/0 (since Frum)
YyVz[(3z ®(z, z,Yy, 2)) — y =~ z]). Thus, the map u — f(u)/6 from U to A/0
is one-to-one, so [A/6| > |U| = m* > m, which contradicts (1).

(ii)=(iii): Assume (ii). Let ® be weak congruence formula and n(®) as in
(ii). Let A be an (a,b)-irreducible algebra in V (so a # b). Suppose there
exists X C A such that X® C Cy and such that |X| > n(®). Let a,as, ...
be a sequence of distinct elements of X of length greater than n(®). By (ii),

T brwery YYV2[(321 - - 320 Arcicj<ne) B(2i, 35,1, 2)) = Y = 2],

Whenever 1 < i < j < n(®), we have {a;,a;} € X@ C Cy, 50 A E=
®[a;,a;j,a,b]. Then by (ii), we must have a = b, a contradiction.

(ii))=(iv): Every congruence formula is a weak congruence formula.

(iv)=(v): Let A € V be subdirectly irreducible. Then A is (a, b)-irreducible
for some a,b € A with a # b. Suppose |A| > 2". For any congruence formula
® and for fixed e, f € A, recall that Cp = {{c,d} € A® : A |= ®[c,d, e, f]}.
Let {c,d} € A®. Then ¢ # d so ©*(c,d) # ida, so (a,b) € ©4(c,d)
(since A is (a,b)-irreducible), so A & ®|c,d,a,b] for some congruence for-
mula ® of V, by Mal’cev’s Lemma, so {¢,d} € Cs. Thus, A® C U{Cys :
® is a congruence formula}, whence U{Cp : ® is a congruence formula} =
A2 : :

Now there are at most n congruence formulas, so [{Cs : ® is a congruence
formula}| < n so by Theorem 1.10, there exist a congruence formula ¥ and
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a set X C A with |X| > n such that X®® C Cy, contradicting (iv). Conse-
quently, |A] < 2" ' )

(v):>(vi):. Let C be a set such that |C| = 2". Let S be the class of all
T-algebras D, such that D C C and D is subdirectly irreducible.

We first show that S is a set. Suppose f € F with ar(f) = r € w. For each

D € S, fP is a function from D" to D, therefore f® C D" x D CC" xC C

Urew(CT x C), e, fP € P(U;eu(CT x C)) (a set). Now define G : § —

“P(C) X [fer P(Urew(CT x C)) as follows: if D € S, let G(D) = (D; (fP) ser)-
G is one-to-one so S is equivalent to a subclass of a set, so S is a set.

Now let T be the class of all subdirectly irreducible algebras A in V. Let ~
be the equivalence relation on 7' defined by A ~ B if and only if A = B. By
(v), each equivalence class has a representative D € S, and of course, distinct
classes have distinct representatives. It is therefore enough to show that |S| <
2. For this it suffices to show [P(C) X [Tser P(Urew(C7 x C))| < 29,

Since Ry, |F| <n < 2" |P(C) X [Tfer P(Urew(C™ x C))
9lC| M ser 9P reu 19171 o(27) [ ser 9(2") — 9(2") 9(2") — 9(2")

(vi)=>(vii): Recall that Vg; denotes the class of subdirectly irreducible mem-
bers of V. By (vi) there exists a set K C Vs; (with |K| < 2(2V) such that
every subdirectly irreducible algebra in V is isomorphic to an algebra in K. By
Birkhoff’s Subdirect Decomposition Theorem (Theorem 0.26), every algebra
in V is in I Ps(Vsy), hence in IPs(K) C ISP(K). Thus, V C ISP(K).

(vil)=>(i): Let K be a set with V C ISP(K). Then L = {|A]: A € K} is
a set of cardinals, so there exists a cardinal m with d < m for alld € L.

Now take B € Vs;. Then B € ISP(K), say B is isomorphic to a subalgebra
C of [T;c; Ai where A; € K for all ¢ € I. Now C is a subdirect product of
the algebras m;[C] (i € I), where each 7; : [I;; A; — A; is the j% projection
homomorphism. Since each 7;[C] is a subalgebra of A; € K, B is isomorphic
to a member of PsS(K). But B is subdirectly irreducible so B is isomorphic
to a member of S(K).

Now there exists A € K with B isomorphic to a subalgebra of A. Thus
|B| < |A| <'m. Since B € Vg was arbitrary, the result follows.

(if)=>(viii): Let B € V be an essential extension of A. Let X = {z,: o < w}
be a set of variables with y,z € X. Let m = n+ |A| = Ry + [F| + |4|. We
show that |B| < 2r+4l = om,
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Suppose |B| > 2™. Then by Corollary 1.11, there exist a,b € A with a # b,
and a weak congruence formula ®(-, -, -, ) and an algebra C of type T[A] and
an assignment f : X — C such that (1) C satisfies all atomic or negated
atomic 7 [A]-sentences that hold in A (hence, we may assume harmlessly that
A < C); and (2) for every T-identity s =~ t such that B | s ~ ¢, we have
that C |= s = ¢; in particular, this is true for each s & ¢ € ¥, since B € V, so
C = %; and (3) whenever i < j < w, C |= ®[f (), f(z;),a,b].

Since ® is a weak congruence formula, it follows from (ii) that there exists
n € w such that T Frnery YoV2[(321 .. 20 Arcicj<n (20,75, 9,2)) 2y = z].

Using the assignment f' : X U{y, z} — C defined by " = fU{(y,a), (2,0)},
we deduce from (2) and (3) that a = b, a contradiction. Therefore |B| < 2™.

(viii)=>(ix): Let A € V. Let C be a set such that A C C and |C| = 2"*/4I
(for example, we could take C' = AU (2"14! x {u}), where u is a set that is not
in the range of A). Let S be the class of all 7-algebras D such that D C C
and A < D and D is an essential extension of A in V. Exactly as in the proof
of (v)=(vi), it follows that S is a set.

Now let T" be the class of all essential extensions of A in V. Let ~ be the
equivalence relation on T defined by B; ~ B, if and only if there exists an
isomorphism 1 : B; — B, with ¢|s = id4. We shall show that for each
equivalence class X of ~ there exists a D € S such that X = D/ ~. Then it
will follow that the collection of equivalence classes of ~ may be identified with
a subclass of S, hence with a set (under the one-to-one assignment X +— D).

Let X be an equivalence class of ~. Then there exists B € T with X =
B/ ~. By (viii), |A| < |B| < 24 = |C|. We claim that there exists a
bijection o : B — D for some D such that A C D C C, with the property
that o|a = ida. Now

|Al +|C \ Al = |C] = 2™l > maz{214] 2%} (because n > R)
> maz{|A|,Ro} (by Cantor’s Theorem) '

This implies |C \ A| > ¥, and also implies [C \ 4| = 2"t4l otherwise
|A],|C\ A| < 2"l therefore |A|+|C\ A| = maz{|A],|C\ 4]} < 2"*4l = ||,
a contradiction. Now |B\ A| < |B| < |C| = |C\ 4], so there exist a subset E

of C'\ A and a bijection [ : B\ A — E. Now id4 Ul is a bijection from B to
AUFE and A C AU FE C C. This establishes the claim.

Let o and D be as in the claim. Define a T-algebra D with universe D as
follows: For each f € F with ar(f) =r € w, say, let

fPdy,. .., d) = a[fB(o7 dy),.. o (d,))]
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for any dy,... ,dr € D.
‘Now D € S and 0 : B — D is an isemorphism, so D ~ B, i.e.,, X = D/ ~.

(ix)=>(vii): We give an argument that is due to D. Higgs [Hig71], which is
~ more direct than that of [Tay72].

Assume (ix), so for each C € V there is a set T'(C) of essential extensions
of C in V such that every essential extension of C in V is isomorphic to an
algebra in T(C). Also, by Lemma 1.21, there exists a set T of 2-generated
algebras in V such that every 2-generated algebra in V is isomorphic to an
algebra in T. Let T' = Uacr(T(A)). Note that T' is a set (because T' and
each T'(A), A € T, are sets). A

Now let B € Vs;. Then there exist a,b € B (with a # b) such that B
is (a,b)-irreducible. Let S = Sg®({a,b}). Then S is 2-generated so there
exists S’ € T with S 2 S’. Also, B is an essential extension of S (by (a, b)-
1rredu01b1hty) so B is 1som0rphic to some essential extension of S'. Now there
exists B such that B2 B € T(S) C T'.

Let K = Ty, (1 e. K is the class of all subdirectly 1rreduc1ble algebras in
T'). Then K C T', so K is a set, and every subdirectly irreducible algebra in
V is isomorphic to an elément of K. (Thus, V has, up to isomorphism, only a
set of subdirectly irreducible members). :

By Birkhoff’s Subdirect Decomposition Theorem (Theorem 0.26), every al-
gebra in V is in IPs(Vs;), hence in IPs(K) C ISP(K). Therefore V C
ISP(K).

The last assertion of the theorem follows from (ix) and Corollary 1.14 .

Consider the condition:
(ii)": For each congruence T-formula ®, the conclusion of (i) holds.

Obviously (ii) =>(ii)’, while (ii) " = (iv) follows as a special case of the proof
of (ii) = (iii). Thus, (i)’ is a further characterization of a residually small
variety. ' :

" Quackenbush’s Problem [QuaT71] is the following conjecture: if a finitely gen-
erated variety V of finite type has arbitrarily large finite subdirectly irreducible
members then it must have an infinite one. In other words, no finitely gen-
erated variety of finite type has N as its residual bound. In the mid-1980’s
a stronger conjecture, called the RS Conjecture emerged: if a finitely gener-
ated variety is residually small then it has a finite residual bound. (The RS
Conjecture does not impose the requirement of finite type.) These problems



49

profoundly influenced research on residually small varieties. (See the Conclu-
sion for details of their present status.)

We now consider residual smallness in relation to varieties with definable -
principal congruences, locally finite varieties and, as a special case, congru-
ence distributive varieties. Corollary 1.24 below provides a partial answer to
Quackenbush’s question. It shows that varieties of finite type with definable
principal congruences and infinitely many finite subdirectly irreducible alge-
bras will have infinite subdirectly irreducible algebras.

Theorem 1.23. [BB75 Theorem 4]

If a variety V has definable principal congruences and is reszdually small,
then V' has a finite residual bound.

Proof.

We need to show there exists a finite cardinal n such that each subdirectly
irreducible algebra in V' has at most n elements. Suppose the principal con-
gruences in the variety V are defined by the formula ¥. By the proof of
Theorem 1.16 (ii), ¥ is equivalent to a weak congruence formula (in fact,
to a disjunction of congruence formulas). By Theorem 1.22 (iii) there is
an integer n(¥) such that whenever A is an (a,b)-irreducible algebra in V
then there is no set X C A with X® C Cy and |X| > n(¥). (Recall that
Cy = {{c,d} € A? : A = TU[c,d, a,b]}.) :

Let A be any subdirectly irreducible algebra in V. Then for some a,b € A4,
with a # b, A is (a, b)-irreducible (by Theorem 0.21). Let {c,d} € A @) Then
¢ # dso @A(c d) # idg4, so (a,b) € ©*(c,d) by (a,b)- -irreducibility. Now |
A | ¥, d,a,b] so {c,d} € Cy. Therefore A® C Cy, so |A| < n(T) (which
is 1ndependent of 'A). Thus n(¥) is the n we seek. ‘

A
Corollary 1.24. [BB75]

Let V be a variety of finite type with definable principal congruences. If V
has infinitely many nonisomorphic finite subdirectly irreducible algebras, V has
subdirectly irreducible algebras of every infinite cardinality.

Proof.
Let the type of V be T = ({my,... ,mi},ar) and let 0 < n € w. Let A be
an n-element set. For each ¢ € {1,... ,k}, there are |A|4™ = n(»™) different

m;-ary operations on A

Therefore there are at most n{®™)...n®™) = p®Fn™) = ¢(n) € w dif-
ferent ways of making A an algebra of type ({my,... ,my}, ar), so there are
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< ¢(n) nonisomorphic 7-algebras of size n. Thus the number of nonisomorphic
algebras in V' of size n is finite.

Now given that V has infinitely many nonisomorphic finite subdirectly ir-
reducible algebras, it follows that V is not residually < n for any n € w
(otherwise it would have at most X7 “2c(r) € w such algebras). By Theo-
rem 1.23, V is not residually small. Let m be an infinite cardinal, so there is
a subdirectly irreducible algebra B € V with |B| > m. Choose X C B with
|X| =m, so [{m1,...,mx}| +|X|=m <[B]

By the Downward Lowenheim-Skolem Theorem (Theorem 0.45), there exists |
a subalgebra C of B with X C C and |[C| = m such that B and C satisfy
“exactly the same first order 7-sentences. Let ®(2, Z1, T, 73) be a first order
T-formula defining the principal congruences of algebras in V, i.e., whenever
D eV and a,b,¢,d € D we have

(c,d) € ©P(a,b) if and only if D k= ®[a, b, ¢, d].
Let ¥ be the first order 7-sentence

AzI y((z % y) AV2Vw ((2 % w) — B[z, w,z,9])).

Notice that an algebra in V satisfies ¥ if and only if it is “(z, y)-irreducible .
for some z,%", i.e., subdirectly irreducible. Thus, Vs; = {E € V : E | ¥}.
Now B € Vg;, so B = U, therefore C = ¥. Also, C € V (since C < B), so
C € Vs;. Since |C| = m, this completes the proof.

Proposition 1.25. [BB75]

If the variety V is congruence distributive and is generated by a set Ky of
algebras all with cardinality less than n, where n € w, then V is residually
<n. -

Proof.

Let V = V(K,) where for each B € Ky, |B| < n. By Jénsson’s Theorem
(Theorem 0.34), if A € Vg, then A € HSPy(Kj). By Loé’s Theorem (Theo-
rem 0.42); algebras in Py(K,) have fewer than n elements since having fewer
than n elements is a first order property (because n is finite).

Thus for each A € Vg, |A| < n since homomorphic images of subalgebras
of algebras C € Py(Kj) will have cardinality < |C|. Thus, V is residually
<n.

O
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We include here a result known as Quackenbush’s Theorem, because it con-
trasts interestingly with Corollary 1,24 and because it will be needed in Chap-
ter 4. .

Proposition 1.26. (Quackenbush's Theorem) [Qua71]

If V is a locally finite variety with, up to isomorphism, only finitely many
finite subdirectly irreducible algebras, then V has no infinite subdirectly irre-
ducible member, hence V is residually < n, for some n € w.

Proof.

Let V* be the class of all finite subdirectly irreducible members of V. If
A €V, let K be the set of all finitely generated subalgebras of A. By Theo-
rem 0.35, A € I.SPy(K), and since V is a locally finite variety, K consists of
finite algebras. It follows from Birkhoff’s Subdirect Representation Theorem
(Theorem 0.26) that K C IPs(V*) C ISP(V*), hence A € ISPySP(V*).

Thus A belongs to the quasivariety ISP Py(V*) generated by V* (see Theo-
rem 0.39). But an ultraproduct of finitely many finite algebras is isomorphic to
one of those algebras, by Lemma 0.33, so A € ISP(V*). Thus A is isomorphic
' to a subalgebra B of a product [[;c; C; of algebras C; € V*.

If & : A — B is this isomorphism and 7; : [;e; C; — C; is the j* projection
homomorphism for each j € I, then (m; oa)[A] is a subalgebra of C;, for each’
J, and A is isomorphic to a subdlrect product of the algebras (moa)[Al],i € I.
Thus, A € IPSS(V*)

Now suppose A is subdirectly irreducible. Then AecS (V*) so A is finite.
Hence V has no infinite subdirectly. irreducible algebras.

o
In [Tay72] Taylor poses the question: For which residually small varieties
will there be a uniform n € w such that for this n , and for all weak congruence

formulas @, the conclusion of Theorem 1.22 (ii) holds’7 The following theorem

shows that in the varieties that qualify, we may choose n to be just the residual
bound of V.

Theorem 1.27. [BB75, Theorem 6]

Let V be a variety of type T defined by a set &' of equations and let © be
the set of sentences that are the universal closures of the equations in Y. For
every positive integer n the following are equivalent:

(i) V is residually < n.
(i)  For every weak congruence T -formula 9,

Sbrary YYVe[(F2y ... 32, N\ B(zi,15,9,2)) =y = 2.
1<i<j<n
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(i) If A €V is (a,b)-irreducible and X® C Cg for some weak congruence
formula @ then | X| < n.

Proof.
Let 0 < n € w.

(i)=(ii): Suppose (ii) fails for some weak congruence formula ®. Then there
is an algebra A € V such that A = Jy3z3z: ... Iza(Ai<icjcn B(34, 25,9, 2) A
y % z). Choose a,b,ci,...,c, € A such that A |= Ai<i<j<n ®lci, 5,0, 0] and
a#b.
By a routine application of Zorn’s Lemma there is a maximal congruence
on A that separates a and b, i.e., the set S = {y € Con(A) : (a,b) € v} has a
 C-maximal element, say 6.

By the maximality of # in S and the Correspondence Theorem, A/f is
(a/0,b/6)-irreducible and so A /@ is subdirectly irreducible by Proposition 0.21.

Let h be the natural homomorphism from A to A/@ and let 1 <i < j < n.
Since ® is positive, A/f &= ®[h(c;), h(c;), h(a), h(b)], since A |= ®lc;, ¢j,a,b].
& is a weak congruence formula so A |= VyVz[(3z ®(z,z,y,2)) = y ~ z| but
h(a) # h(b) so we must have h(c;) # h(c;), so ¢;/0 # ¢;/0. Thus, [A/8] > n,
contradicting (i).

(ii)=-(iii): Assume (ii). Then by the proof of Theorem 1.22 ((ii)=(iii)), with
n(®) = n, (iii) follows.

(ii))=>(i): Let A be any subdirectly irreducible algebra in V. Then A is
(a, b)-irreducible for some a,b € A with a # b, by Proposition 0.21 (i). Suppose
|A| > n. Then we can choose Y = {yi,... ,yn}, a set of n distinct elements of
A. Since the elements of Y are distinct, for each 7, j with i # 7, 04 (y;, y;) #
id so (a,b) € ©*(u;,y;). ,

Now by Mal’cev’s Lemma, for each ,7 with 1 # j there is a congruence
formula ®;; such that A = ®4{y;,v5,a,0]. Let ¥ = Vi<, ®i5. Then ¥is a
weak congruence formula so by (iii), if X C Cy, then | X| < n.

For each {yi,y;} € Y(Z)\, we have A | ®;{y:,v5,a,0] so {y;,y;} € Cq,,
therefore Y® C Cy. However Y| > n, contradicting (iii), so we must have

|A] < n. Since A was an arbitrary subdirectly irreducible algebra'in V, (i)
holds. . O

1.3.1 lllustrative Examples. We give some examples of residually small varieties
and, following [Tay72], show that the upper bounds stated in Theorem 1.22
are the best possible.
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Example 1.28.

(i) We shall show in Section 1.4.2 that the class of subdirectly irreducible
Abelian groups is (up to isomorphism) the set {Zy» : p prime,n € NU {oc0}}
(with cardinality Ng), so the variety of Abelian groups is residually small by
Theorem 1.22 (vi). Indeed, since |Zyo| = o, this variety is residually < ®;
(and ¥, is its residual bound).

More generally, we shall show that the variety of (unital) modules over any
ring with identity is residually small.

(ii) For a finite set of finite algebras K and for a congruence distributive
variety V such that V' = V(K), V will be residually small, by Proposition 1.25.

Since lattices and Boolean algebras are congruence distributive [FN42], the
variety generated by a finite set of finite lattices [respectively Boolean alge-
bras] is residually small. In fact the 2-element distributive lattice [respectively
Boolean algebra] is the only subdirectly irreducible distributive lattice [respec-
tively Boolean algebra] and therefore generates the variety DL [respectively
BA] of all distributive lattices [respectively Boolean algebras]. These varieties
are therefore residually small, with residual bound 3.

An algebra A (ona vanety V) of type T = (F, ar) is called unaryif ar(f) < 1
for all f €F.

Theorem 1.29. [Hig71]

Any variety V of unary algebras is residually small.

Proof.

Let V be a variety of unary algebras of type 7 = (F,ar). If A € V and
f:+A— Ais anonconstant unary polynomial function of A then, since A is-
unary, there exists a unary T -term t such that for all a € A, f(a) = tA(a).
Let T be the set of all unary terms (in the variable z, say), of V.

Let A € V be subdirectly irreducible, so there exist distinct a,b € A such
that A is (a,b)-irreducible. Then for any c,d € A with ¢ # d, we have
(a,b) € ©2(c,d). By Mal’cev’s Lemma, there exist unary polynomial functions
pkll, 3 Pnt A Aof A and pairs (uy,v1),..., (un,vn) € {(c,d), (d,c)} such
that : '

a = pi(u) _
2i(v;) = pipi(u)for1 <i<n
pﬂ(vﬂ) = b)

~and such that the above scheme involves as few equatlons as p0331ble For
each i, pi(u;) # pi(v;) (hence each p; is a nonconstant function), otherwise
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two of the above equations could be replaced by a single equation. Thus, we
can assume, without loss of generality, that each p; is a unary term function
p;-“, where p; € T1.
It follows that the function A — P(T}) defined by e — {p € T} : p*(e) = a}
is one-to-one. Thus, |A| < |P(T})| = 271l (which is independent of A).
I -
In fact, the above proof shows that the residual bound of a unary variety

is at most (2")*, where n is the cardinality of the V-free algebra on one free
generator.

Example 1.30. [Tdy72]

Recall that 7 = (F,ar) and let n = Ry +|F|. We show that the upper bound
2" in Theorem 1.22 (v) is the best possible.

Let A be the Cantor set 2¢ of countable sequences of 0’s and 1’s and let A
be the unary algebra (4; f, g) where

f((ao,al,a2, .. )) = (al,_az,a3, .. > and g((ao,al,ag, .. )) = ((Lo,ab,ao,. . )

Of course, [A| = 2%. Let V be the variety of all algebras with just two
unary (and no other) operations, so for V, the value of n in Theorem 1.22
is Ng + 2 = Ny; also, A € V. We show that A is subdirectly irreducible, so
the residual bound of V is (2%)* = (2")*, and Theorem 1.22 (v) can’t be
improved. . '

Let a = (1,1,...) (constant sequence of 1’s), and b= (O,VO, ...) (constant
sequence of 0’s). ~

Consider ©4(a,b) € Con(A). Suppose ids # 3 € Con(A). Then there
exist ¢ = (cg,c1,62,...) and d = (do,dy,ds,...) such that ¢ # d and cyd.
Since ¢ # d, they must differ in at least one entry, say ¢; # d;.

Now f(f(...(f(c))-..)) (z applications) = (c;, ciy1, - . . ),

- Z;(f( .. (f(d))...)) (i applications) = (d;, di11,...) and ¢; # d;, say c; =0 and
= 1. |

Since 9 is a congruence relation,
<Ci, Citly- >Z/}(d‘i’ di+1).- . > and g((c,, Citly - - )),Zpg(<du d’i-}-‘l) .- >))
ie., (0,0,0,...)9¥(1,1,1,...), i.e., apb.

Since ¢ was arbitrary, (a,b) € v whenever id, # v € Con(Aj. Thus,
©4(a,b) is the monolith of A. Therefore A is subdirectly irreducible, as
required. : -

From Theorem 1.22 ((i)=>(v)), we deduce:
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Corollary 1.31. [Tay72]

Let V be a T -variety, where T =~(.F,_ar) and n = Ry + |F|. If V contains a
subdirectly irreducible algebra of cardinality greater than 2" (i.e., > (2")F) then
V is residually large, i.e., it contains arbitrarily large subdirectly irreducible

algebras.'?

Example 1.32. [Tay72]

Again, let n = Ry + |F| where 7 = (F,ar). By Theorem 1.22 ((i)=>(vi)), if
V is residually small there are < 2(*") nonisomorphic subdirectly irreducible
algebras in V. We show this upper bound is the best possible.

Let S be any subset of the Cantor set 2* (as in Example 1.30). Define the
unary algebra As = (A4; f, 9,0, hs) where A, f, g are as in Example 1.30 (note
A =2Y) and

0@) = (0,0,0,...),

(1,1,1,...) ifaesS
hs(a) (0,0,0,...) otherwise.

I
——

Exactly as in Example 1.30, Ag is subdirectly irreducible for each S C 2¥.

We show that distinct subsets S yield nonisomorphic algebras Ag. Take
arbitrary Si, S2 C 2%, and suppose there exists an isomorphism &k : Ag = Ag,.

We claim that &k must be the identity map on A. For suppose there exists y €
A = 2 such that k(y) # y, L.e., k(y) and y differ in at least one co-ordinate, say

(k(¥)() = 0, y(i) = 1. Then k(g(f*(y))) = k(9(f'({a0, a1,...,1,...)))) =
k(g((1,...))) =k((1,1,...)) | |
and g(f*(k(y))) = g(f*(bo, b1, . .- ,0,...))) = 9({0,...)) = (0,0,...).

Since k is a homomorphism we must have k(g(fi(v))) = g(f*(k(y))), i.e.,
k({(1,1,...)) =(0,0,...). ..... e (M
But, for all {ap,a1,...) € 4, (0,0,...) = Os,(k({ap, a1, ...)))

= k(032(<a0, Qa1,49, ... )))
= k({(0,0,...)) so by (*),.
therefore (1,1,...) = (0,0
identity map on A. _
- Suppose ¢ € 51 but ¢ € S,. Then k(hg, (c)) = k((1,1,...)) =(1,1,...) and
hs, (k(c)) = hs,(c) = (0,0,...). Thus k(hs,(c)) # hs,(k(c)), contradicting the
fact that k£ is a homomorphism. This shows that S; C .S5. :

k((1,1,...)) = k({0,0,...)) but k is one-to;ohe,
,--.), a contradiction. Therefore k& must be the

12This is sometimes expressed as follows: (2")* is the Hanf number for subdirect irre-
ducibility in varieties of type (F,ar) with n = Ry + |F|.
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By symmetry, S, C S;, hence S; = S, as required. Therefore distinct
subsets of 2% must give rise to distinct algebras Ag = (A; f,9,0, hg).

Now n = Ng-+4 = Ny and the number of subsets of 2¢ is 2(2%) therefore there
are 2 nonisomorphic subdirectly irreducible algebras Ag in the variety of
all unary algebras (4; f,g, 0, hs) (which is residually small, by Theorem 1.29).

Example 1.33. [Tay72]

Following [Tay72] we show that when n = Ro, the upper bound 2"*l4l of
Theorem 1.22 (viii) is the best possible.

By Example 1.28 (ii), the variety V of Boolean algebras (C;V,A,,0,1) is
residually small, with n = Ry + 5 = Ro.

Assume X is an infinite set with |X| = m. Let B be the Boolean algebra of
all subsets of X so |B| = |P(X)| = 2%l = 2™. Let A be the Boolean algebra .
of finite and cofinite subsets of X. Recall that the number of finite subsets
of X is m. There is a one-to-one correspondence between the ﬁnlte and the
cofinite subsets of X, so |[A|=m+m=m.

We show B is an essential extension of A. Let 6 € Con(B) with 8 # idg, so
there exists (¢, d) € 6 such that ¢ # d, say ¢ € d. Now there exists z € X such
that = € ¢,z ¢ d. ‘0 is a congruence relation so we have ({z} N ¢c)8({z} N d),
i.e., ({z},0) € 0. But {z},0 € A, and {z} # 0 so 0|a # id4, as required.

Now |B| = 2™ and n+ |A] = ®p +m = m (since m > Rg) in this example, so
|Bl — 2n+|A|

1.4 Categorical Properties : Injectivity. We now consider the connect1ons
between (a, b)-irreducible algebras, essential extensions and absolute retracts

in a variety V. The next few results are largely folklore, the main references
being [Ban70], [GL71], [Bac72|, [BN72] and [Tay72].

We define V-maximal .irreducible algebras and give some properties and -
examples of these. The results will be applied when we consider the notion of
the injective hull of an algebra. In the last theorem of this chapter, we describe
a bound on the size of the injective hull of an algebra.

Proposition 1.34. [Tay72]

An (a, b)-irreducible algebra B € V is an absolute retract in a variety V if
and only if B is <-mazimal among (a, b)-irreducible algebras in V.

Proof.

Let B € V be (a, b)-irreducible and an absolute retract in V . By Lemma 1.7,
if there exists some T € V such that B < T and T is (a, b)-irreducible, then
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both B and T are essential extensions of A = Sg#({a, b}), but this contradicts
Lemma 1.13. Thus B is maximal among (a, b)-irreducible algebras in V.

Conversely, let B be maximal among (a, b)-irreducible algebras in V. By
Lemma 1.7, since B is (a, b)-irreducible, B is an essential extension of A =

SEA({@, D))+ e (*)

For any T € V such that B < T, T is not (a,b)-irreducible since B is
maximal with respect to the property of being (a, b)-irreducible. Therefore by
Lemma, 1.8, T is not an essential extension of B, so no proper extension of
B € V is an essential extension of B By Lemma 1.13, B is an absolute retract
inV . . O

Definition 1.35. Let A be an algebra in a variety V.V We call A a V-mazimal
irreducible algebra, if for some a,b € A with a # b, A is (a,b)-irreducible and
A is not a proper subalgebra of any (a, b)-irreducible algebra in V.

Proposition 1.36. [Tay72]

If V is a residually small variety, every subdirectly irreducible algebra in 'V
has a V-mazimal irreducible extension.

Proof.

Let A € V be subdirectly irreducible algebra and choose a,b € A such that
A is (a, b)-irreducible. -Since V' is residually small, A has (up to isomorphism)
only a set of essential extensions in V' (by Theorem 1.22 (ix)) and by Corol-
lary 1.14, some essential extension B of A is an absolute retract in V. By
Lemma 1.8 this B is (a, b)-irreducible. ' '

By Proposition 1.34, since B is (a, b)-irreducible and B is an absolute reﬁract,
B is maximal among (a,b)-irreducible algebras in V, i.e., B is V-maximal
irreducible. _ a

Remark 1.37. [Tay72]

(i) By Example 1.28 (ii), the two-element Boolean algebra [respectively dis-
tributive lattice| is, up to isomorphism, the only V-maximal irreducible alge-
bra where V is the variety of all Boolean algebras [respectively distributive
lattices].

(11) ‘We shall see in Section 1. 4.2 that if V is the varlety of all Abehan .
groups then the V-maximal irreducible algebras are, up to isomorphism, just
the groups Z,~, where p is prime.

Lemma 1.38. [Tay72,. Lemma 1.20]

Suppose that B is a subalgebra- of a product of algebras each of cardinality
< m and that B is an essential extension of an algebra A. Then |B| < m{4P),
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Proof.

There exist algebras C;,i € I such that B < [[;c; C;, where |C;| < m for
each i € I. We show that B is isomorphic to a subalgebra of [];c; C;, for some
: 2
J C I such that |J| < |A|% Then |B| < |TLicy Cs < m{41),

Now A < [l;e; C;. For any a,b € A such that a # b, there exists j € I
such that a( ) # b(j). Select (by the Axiom of Choice) such a j for each
pair (a,b) € A X A such that a # b; let J be the set of these indices j, so
|7| < |AJ?. Define g : B — II;c; C; by ( (b))(z) = b(4) for each 7 € J. Then g
is a homomorphism.

By construction, g|a is one-to-one. Since B is an essential extension of A, g
is one-to-one.

O

1.4.1 Injectivity. For a variety V, we define V-injective algebras and the notion
of transferable injections in V and establish when injections are transferable in
V. We present a characterization of residually small varieties with transferable
injections in terms of V-injective algebras. This leads to the concept of the
injective hull of an algebra and finally to a result showing that the size of the .
injective hull of an algebra A is bounded by the cardinal 2"t|4l mentioned in
Theorem 1.22 (viii) (even if V' is not residually small).

Definition 1.39. An algebra A in a variety V is called V -injective if whenever
B <Te&Vandh:B — A is a homomorphism, there exists a homomorphism
f: T — A extending h. We say the variety V has enough injectives if every
algebra in V can be embedded in some V-injective algebra.

Definition 1.40. We say that injections are transferable in a variety V if for
any A,B,C € V, for any homomorphism f: A — C and any embedding
u : A — B, there exist D € V, a homomorphism ¢ : B — D and an
embedding v : C — D such that vo f'= gowu (as in the diagram).

A / C
u v
B D

_ g
‘Proposition 1.41. [Tay72, Proposition 2. 1]

If injections are transferable n the variety V then V has the congruence
extension property.
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Proof.

Suppose injections are transferable in V. Let A < B € V, therefore A € V,
and let @ € Con(A). Consider the natural homomorphism X : A — A/8 and
the inclusion map i : A — B. Because injections are transferable in V, there
exist D € V, a homomorphism g and an embedding v such that vod =goi
(as in the diagram). :

A s B
A 9
D
A/8 ” ,

Consider 8, = ker(g) € Con(B). We show 0 = bqla-

For any ai,as, since v is one-to-one, we have: (ai,az) € 6 if and only
if a1,a2 € A and Aa1) = Aaz); if and only if (a1,az) € A% and v(A\a1)) =
v(Map)); if and only if (a1, a2) € A? and g(a1) = g(i(a1)) = g(i(az)) = glan); if
and only if (a1, a2) € 8,|a , as required. This shows that V' has the congruence
extension property.

O
Lemma 1.42. [Tay72]

Every V -injective algebra B in a variety V is an absolute retract in V.

Proof.

Choose T € V such that B < T. Then the identity map ¢ : B — B is
a homomorphism and since B is V-injective, there exists a homomorphism
f T — B extending i, i.e., f|g =7 so B is an absolute retract in V. O

Lemma 1.43. [Tay72, Lemma 2.2]

Let V be a variety in which injections are transferable. Then A € V is
V -injective if and only of A is an absolute retract in V.
Proof. _

(=) follows from the previous lemma.

(<) Let A be an absolute retract in V. Suppose B< E€ Vandh:B — A
is a homomorphism. The inclusion map ¢ : B — E is an embedding, so
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since injections are transferable in V, there exist D € V', a homomorphism
g : E » D and an embedding j : A — D such that goi = joh (as in
diagram).

A D

Now A = j[A] < D and j[A] is an absolute retract in V, since A is, s0
there. exists a homomorphism k : D — j[A] such that k|J[A] = id;(4), i-€.,
jlokoj=1idy. Now f =jlokogisahomomorphism from E to A. We
- show flg =h o
Foreach b € B, f(b) = (j~ okog)(8) = (j~'okogoi)(8) = (j~"okojoh)(t) =
(id4 o h)(b) = h(b), as required. This shows that A is V-injective.

Theorem 1.44. [Tay72, Theorem 2.3] |

For any variety V, the following conditions are equivalent:

(i) 'V has enough injectives.
(i) V is residually small and injections are transferable in'V.

Proof.

(i)=(ii): Suppose V has enough injectives and let A € V. By assumption,
there is a V-injective algebra E € V such that A < E. Let B € V be an
essential extension of A. Since E is V-injective and the inclusion map ¢ : A —
E is a homomorphism and B € V, there is a homomorphism A : B — E such
that h|a = 4. Since 7 is one-to-one and A is essential in B, it follows that
h is one-to-one (by Lemma 1.5). Thus B = A[B] < E. Up to isomorphism,
therefore, the class of all essential extensions of A in V is a set, because it is

~a subclass of the set of all subalgebras of E. Since A € V was arbitrary, it
follows from Theorem 1.22 ((ix)=>(i)) that V is residually small.

Let B,C, T € V and h a homomorphism from B to C and j an embedding
from B to T. C € V so, since V has enough injectives, there exists a V-
injective algebra A € V and an embedding k: C — A.
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Now (kohoj™'): j[B] — A is a homomorphism and since A is V-injective,

and j[B] < T, there exists a homomorphism f : T — A extending ko ho ] -1

ie., flym = koo,

Now fo]:fl'j[B]o]A:kohoj_loj:koh,,SO
B j jB]<T
j—l
h | f
— A
C k

injections are transferable in V.

(ii)=-(i): Suppose V is residually small and injections are transferable in V.
By Theorem 1.22, every algebra in V is a subalgebra of some absolute retract
in V. By Lemma 1.43, every absolute retract in V' is V-injective, so every
algebra in V is a subalgebra of some V-injective algebra in V.

O

The condition in (ii) that injections are transferable in V' cannot be dropped:
see the last example of this chapter.

Definition 1.45. Let V be a variety and A < B € V. We call B a V -injective
hull of A if B is both V-injective and an essential extension of A.

Note that if A € V has a V-injective hull B € V then B is unique in the
sense that whenever C € V is an injective hull of A, there is an isomorphism
k : B — C such that k|o = id4. Indeed, by the V-injectivity of C, the
inclusion map ¢ : A — C may be extended to a homomorphism k : B — C,
which must be one-to-one, because B is an essential extension in A and k|o =1
is one-to-one.

Theorem 1.46. Let V be a variety that has enough injectives. Let A<Be
V. The following conditions are equivalent:
(i) B is a V-injective hull of A..

(i) B is an essential extension of A and no proper extension of B in V is
an essential extension of A.

(m) B is V-injective .and no proper subalgebm of B s both V -injective and
an extension of A.
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Proof.

(1)=(ii): Since B is V-injective, it is an absolute retract in V' (by Lemma 1.42).
Since B is an essential extension of A, (ii) follows from Lemma 1.13.

(ii)=(iii): By Lemma 1.13, B is.an absolute retract in V. Since injections
are transferable in V (by Theorem 1.44), B is V-injective (by Lemma 1.43)
and V has the congruence extension property (by Proposition 1.41). Sup-.
pose A < C < B and C is V-injective. If idc # 6 € Con(C) then there
exists ¢ € Con(B) such that § = ¢|c, so ¢ # idp. Since A is essential in
B, id4 # ¢|a C (p|c)|a = 8)a, so C is an essential extension of A. Then by
Lemma 1.13, C=B.

(iii)=(i): By Theorem 1.44, V is residually small, so by Theorem 1.22
(ix), A has, up to isomorphism, only a set of essential extensions in V. By
‘Corollary 1.14, some essential extension D € V of A is an absolute retract in
V. By Lemma 1.43, D is V-injective. Since B is V-injective, the inclusion
map % : A — B may be extended to a homomorphism f : D — B. Now f
is one-to-one, because A is essential in D and fla = i is one-to-one. Thus
A = f[A] < f[D] < B and D = f[D], so f[D] is V-injective. By assumption,
therefore, B = f[D], which is an essential extension of f[A] =

0

‘Theorem 1.47. Let V be a varzety that has enough m]ectwes Then every
algebra in 'V has an m]ectzve hull in V.

Proof..

Let A € V. Exactly as in the proof of (ili)=(i) above, some essential
extension D of A in V is V-injective, i.e., D is a V-injective hull of A. O

Corollary 1.48. Let A < B € V, where V is a variety and A is subdirectly
irreducible. If B is a V-injective hull of A then B is a V-mazimal irreducible
algebra. If V has enough injectives, and a,b € A and B is mazimal among the
(a, b)-irreducible algebras in V then B is an injective hull of A.

Proof.

There exist distinct a,b € A such that A is (a,b)-irreducible. If B is an
injective hull of A then A is essential in B, so B is also (a, b)-irreducible, by
Lemma 1.8, and B is an absolute retract in V (since it is V-injective). By
Proposition 1.34, B is a V-maximal irreducible algebra.

Now suppose that V has enough injectivés and that B is maximal among
(a, b)-irreducible algebras in V, where a,b € A. Let E € V bea V-injective hull
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of B. Then E is (a, b)-irreducible (by Lemma 1.8), so B = E, by assumption,
and B is an essential extension of A, by Lemma 1.7.

O

Theorem 1.49. [Tay72, Theorem 2.10]

Let V be a variety of algebras of type T = (F,ar). If B is the V-injective
hull of A € V, then |B| < 2H14! where n = Ry + |F).

Proof.

Suppose |B| > 2"t4l. Since B is an essential extension of A, it follows
from Corollary 1.11 that there exist distinct a,b € A and a positive formula
®(-,-,-,-) such that Frpr) VyVz[(Br &(z,2,9,2)) 2y~ 2] ..., (1)

and D(A)UId(B)U{®(z;, s, a,b) : i < j < w} is satisfiable, where D(A) and
1d(B) are as for Corollary 1.11.

Therefore every finite subset of D(A) U Id(B) U {<I>(‘a;a, zg,a,b) ta < B <
|B|*} is satisfiable. By the Compactness Theorem (Theorem 0.43),
D(A)U Id(B) U {®(zq4,zs,0,b) : @ < B < |B|*} is satisfiable.

Let C be a T-algebra in which D(A) U Id(B) U {®(z4, 25,0,0) : a < 8 <
|B|*} is satisfiable. Then A is embeddable in C (because D(A) includes the -
definition of f4 (a1, ..., ae(s) for all operation symbols f of the language and
all @y, ..., a4 € A). We assume without loss of generality that A < C.
In addition there is a set {c, : & < |B|*} of elements of C such that C |=
®[cq, cp, a,b] for all o, B < |B|*T with a < 3.

By Zorn’s Lemma there exists a congruence 6 on C that is C-maximal such
that 9|A = idA. i

Consider the map A : A — C/6 defined by a +— a/f. Since ) is a homomor-
phism, and ker(\) = 0|a = id4, A is one-to-one. Therefore \ is an embedding
of A into C/f. We show C/f is an essential extension of A\[A] (the range of
A). Let idcjp #n € Con(C/6). We show n|,\[A] # idy(a)-

Suppose 7|aa] = td4. 1 has the form (/6 where 8 C ¢, ¢ € C’on(C).
Clearly’, @|a = id4, contradicting the maximality of 8, so 7| AA] 7 1dra)-

Since each ®[c,, cg, a, b] is a positive sentence, C/8 = ®[c, /0, cs/0,a/0,b/d].
Since a/8 # b/8 it follows from (1) that ca/0 # cg/6 for all @ < 8. Thus
[{ca/0 : o < |B|"}| = [B[*, s0 [C/8] > |B].

Since B is injective, the inclusion map ¢ : A — B extends to some ho-
“momorphism 1 : C/§ — B. (See the following diagram.) Since C/6 is an

essential extension of A, and 9|a = ¢ is one-to-one, 1) is one-to-one. Then
|C/6] < |B|, a contradiction. Thus, |B| < 2"*4I.
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O

Note that in the above result, V is not assumed to be residually small. (Fof
residually small V, the result follows from Theorem 1.22 ((i)=(viii)).)

1.4.2 Classical Examples We conclude by interpreting the above results in a
classical setting. Recall that an algebra A is called simple if |Con(A)| = 2.

R-modules.

Let R be a ring with identity and V the variety of all unital right R—modules.
By a well-known construction of module theory, every M € V has an injec-
tive hull E(M) ([Lam66, Propositions 9, 10, pp91-92]). By Theorem 1.44 and
Proposition 1.41, V has the CEP (which is also easy to verify directly).

By Theorem 1.22, V is also residually small. Here is a more direct ex-
planation of this fact. The map 6 — 0/ from Con(M) to the subalge-
bra (i.e., submodule) lattice of M is a lattice isomorphism, whose inverse is
N v {(m1,ms) € M x M : my —my € N}, for any M € V. Consequently
a module M €.V is subdirectly irreducible if and only if it has a smallest
nonzero submodule K. In this case, by the CEP, K is itself a simple module,
so K = zR for some z € K and K = R/A where A = {z € R : x'r—O}
is a maximal right ideal of R. Now M is an essential extension of K, so M
embeds into E(K). Since R has only a set of (maximal) right ideals A and
- for each such A, E(R/A) has only a set of submodules, it follows that, up to
isomorphism, there is only a set, namely, {N : R/A < N < E(R/A) for some.
maximal right ideal A of R} of subdirectly irreducible R—modules M, i.e. V
is residually small. In fact, by Theorem 1.49, V is residually < (2%)* where
k.= maz{Ro, | R|}

Abelian Groups. _
It is well known that an Abelian group G is simple if and only if G = Z,

for some prime p. (Indeed, such a G must be cyclic, and the group Z is not
simple and neither is Zy,, unless m is prime.)

An Abelian group is essentially the same thing as (more precisely, it is
“termwise equivalent” to) a Z-module. By the preceding discussion, therefore,
the variety of Abelian groups is residually small and an Abehan group is
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subdirectly irreducible if and only if it has a smallest nonzero subgroup, which
shows that the groups Z,, p prime, n € NU {oo} are subdirectly irreducible:
in each of these cases, the smallest nonzero subgroup is isomorphic to Z,.

It is also well known that a Z-module A is injective exactly when it is
divisible (by [Lam66, Proposition3, p89]), i.e., for each a € A and each n € Z,
there exists z € A such that nz = a. This makes it easier to see that Zpe
is injective, for any prime p. It is also an essential extension of its smallest
subgroup K = {0,1/p,2/p,... ,p — 1/p}(= Z,). Therefore Z,» = E(K) and
any nonzero Z-submodule (i.e., subgroup) of Zye isisomorphic to Z,~ for some
n € N.

Thus, by the discussion on modules above, the subdirectly irreducible Abelian
groups are, up to isomorphism, just the groups Z,», where p is prime and
n € NU {oo} so the variety of Abellan groups is residually small, in fact,
residually < Nj.

Example 1.50.

We show that a residually small (in fact, a residually finitely bounded)
variety need not have enough injectives, so the condition that injections be
transferable cannot be dropped from Theorem 1.44. The example is due to .
Banaschewski [Ban70].

Recall first that a finite field must have just p™ elements for some p,n € N
with p prime, and that, up to isomorphism, there is exactly one such field,
GF(p") for each prlme p and n € N. Recall also that if F is a finite ﬁeld then

= (F'\ {0};-,7',1) is a cyclic group.

Let V' be the variety of all the commutative rings with identity R =
(R;+,—,-,0,1) satisfying %> = z. Every ring R € V is “strongly regular”
(i-e., for each z € R, there exists y € R with 2%y = ) so, by a classical result
of ring theory ([Lam66, Corollary 1, p30] and [Lam66, Proposition 4, p33]) R
is a subdirect product of fields, i.e., the subdirectly irreducible algebras in V
are exactly the fields in V. :

Let F € V be a field. Since every element of F is a zero of the polynomial
z* —z € Flz],|F| < 22 and F* |= 2?! ~ 1. Since F* is cyclic, the order of
any generator g of F* divides 21 (by Lagrange’s Theorem), i.e., a has order 1
or 3 or 7. Thus, F is isomorphic to GF(2) or GF(4) or GF(S), so these three
fields are, up to isomorphism, the subdirectly irreducible members of V, and
so V is residually small, indeed, its residual bound is 9. Recall that GF(2)
is a subfield both of GF(4) and of GF(8) but that GF(8) has no subfield F
of order 4 (otherwise F* is a subgroup of GF(8)*, but their respective orders
are 3 and 7, contradicting Lagrange’s theorem). In particular, there is no ring
embedding of GF(4) into GF(8). '
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Now GF(8) is a V-maximal irreducible algebra; it is an absolute retract
in V by Proposition 1.34. If injections were transferable in V, it would fol-
low from Lemma 1.43 that GF(8) is V-injective. In this case the inclusion
map GF(2) - GF(8) would extend to a ring homomorphism from GF(4)
to GF(8), which is one-to-one because, as a ring, GF(4) has no nontrivial
congruence relations. From this contradiction, we infer that injections are not
transferable in V' and, by Theorem 1.44, V' does not have enough injectives.
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Chapter 2

Commutator Theory in
Modular Varieties

The general commutator theory was first developed for congruence per-
mutable varieties by J.D.H. Smith [Smi76]. It was fully developed for con-
gruence modular varieties by J. Hagemann and C. Herrmann [HH79] and was.
extended by several authors, including H.-P. Gumm, R. Freese, R. McKenzie
and W. Taylor [Tay82]. In this chapter we trace aspects of the development
of the commutator theory (as expounded by Freese and McKenzie in [FM87))
that are relevant to the main result of the thesis, Theorem 4.11. This theorem,
which is due to Freese and McKenzie [FM81] says that if a finitely generated
congruence modular variety is residually small, then it has a finite residual
bound. The first section of this chapter includes a definition and some im-
~ portant properties of the commutator.’® The first results discussed say that a
congruence modular variety is characterized by the existence of “Day terms”,
i.e., terms (discovered by A. Day [Day69]) satisfying the conditions of Theo-
rem 2.1, and by the conditions of the “Shifting Lemma” of Gumm [Gum80a.
The proofs of these results are combined in the proof of Theorem 2.3. These
results will be applied when we consider the properties of the commutator in
congruence modular varieties. In the rest of the thesis, we will abbreviate
congruence modular to modular. ' '

13Regarding references: the book [FM87] grew out of a set of notes by Freese and McKen-
zie called “The commutator: an overview”, which was widely circulated by 1982 but is no
longer an accessible source. Usually, where results are attributed here to [FM87], it should
be understood that they were proved considerably earlier in the given form, by Freese and
McKenzie. Other forms of several of these results, proceeding from different definitions,
would have been known to many of the aforementioned other researchers also but, since the
equivalence of definitions is not obvious, we have usually accredited [FM87] in this situa-
tion. We have stuck largely to the approach of Freese and McKenzie here because it is more
purely algebraic than any of the others. '
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2.1 Congruence Modular Varieties.

Theorem 2.1. [Day69] ,

A wvariety V is modular if and only if for some n € w there are terms (called
“Day terms”), mo(z,y, 2,u), ... ,Mn(2,y, 2, u) such that V' satisfies:

(i)  mo(z,y,z,u) =z, mu(z,y,2,u) = u;

(it)  mi(
(iii) m(z, z,y,y) = mip1(Z, z,y,y) for all even i < n;
(ZU) mi(xa VY, Z) ~ My ((L’,y, Y, Z) fOT all odd 1 < n.
Lemma 2.2. (The Shifting Lemma). [Gum80a]

Let V be a modular variety and let A € V and @, 8,0, € Con(A). Suppose
that a,b,c,d € A, (a,b),(c,d) € by, (a,¢),(b,d) € 0, and 8N, C . Then
(b,d) € ¢ implies (a,c) € ¢. Diagramatically, '

z,Y,9,2) T, 1 <N,

a 90

01} @ implies 6 | ©
5 .
c

Note that the diagram above is interpreted in the following manner: when-
ever the line (or curve) joining the elements a and ¢ (for example) is parallel to
the line (or curve) joining the elements b and d, and one of the lines is labelled
¢ (in this case), then (a,c), (b,d) € o.

Theorem 2.3. For a variety V the following are equivalent:

(i) 'V is modular.

(1i)) 'V has Day terms satisfying (i) to (iv) of Theorem 2.1.

(ii3) V has terms mi(z,y, z,u), 1 =0,...,n, satisfying m;(z,y,y,z) =~z
(t <n), such that if A €V, v € Con(A), a,b,c,d € A with (b,d) € 7,
then (a,c) € v if and only if for all i < n, m;(a, a,c,c)ymi(a,b,d,c). -

(iv) V satisfies the conditions of the Shifting Lemma, i.e., if A € V,

- a,bc,d€ A, and ¢,0p,0, € Con(A) with 6, N6, C ¢, (a,b),(c,d) € b,

(a,¢), (b,d) € 6, then (b,d) € p implies (a,c) € .

Proof.
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First, we replace (iv) with (iv)', a statement identical to (iv), except that in
(iv)', 9, is merely a semicongruence, i.e., a reflexive, compatible relation. The
proof proceeds as follows:

i) = (i) = (ii)) = (v) = @)
Clearly, (iv)' implies (iv) since congruences are semicongruences. We end

the proof by showing that (iv) implies modularity, and is therefore equivalent
to the other conditions.

(i)=(ii): Assume V is modular. Let F = Fv(a: 7, %,1) be the V-free algebra
on four free generators. Define:

a = 6%(z,1)vOr(y2),

p = O%(z,q) VO~ (za),
v = 67(z,2).

~ We show, firstly, that (Z,2) € anN (B V7).

(z,u) € ©%(z,4) so (z,4) € OF(z,a) vV OF(y,2)
(2,u) € Bso (§,u) € oy C BV 7y Also (7,7) €
we have (Z,7), (4,4) € BV 7, therefore (Z,2) €

Z,%) €N (BVy).

Since V is a variety, F € V so F is modular and v C a so (Z,%) € vV (anp)
by the Modular Law. This means for some n € w there are elements z =
W, W1, - - . , Wy, = @ of Fy(Z,7,Z, @) such that (@;, w;11) € an P if i is even
and (@;, Wi41) € v if7is odd, i < n. By Theorem 0.8, this implies (g, ;) € a,
and (w1, Ws) € ¥ C « so (Wp, W) € & by transitivity. Continuing in this way

= a. (g,Z) € v and
B so (z,9) € BV so
V v, by transitivity, so

we have (0o, w;) € foreach i <m. .. ... oo i (1)
Consider z = m{ (%, 9, Z,4), m¥ (%, 9, 2, @), ... ,mE(Z,7, Z, %) = 4, where
mg, M1, ... , My, are terms in the term algebra T(z,y, z, u) representing

Wo, Wi, - - . ,Wp. Then by Theorem 0.50 ((iii)=>(i)), we have V = mq(z,y, 2, 1) ~
z and V |= mn(z,y, 2,u) =~ u . By (1), (m&(z,9,2,9),m¥ (z,7,2,4)) € a =
OF (z,a)vOF(y,2) fori <n,so V | z = m;(z,y,y, z) by Theorem 0.53 (since
« identifies Z with @ and § with z).

We show V satisfies m;(z, z,y,y) &~ miy1(z, z,y,y) for all even 7 < n and
mi(2,y,y,2) = mip1(z,y,y, 2) for all odd 7 < n. _ :
Now (@;,Wir1) € a N B if i is even, ie., (mf(Z,7,2,1),m,,(Z,7,2,0) €
(©F(z,q) v OF(g,2)) N (OF (7,7) v OF (2,4)). Therefore V = my(z, z,y,y) ~
miy1(z, 2,y, y) for all even ¢ < n by Theorem 0.53 (since N identifies Z with
g and Z and @). Also (@;, W;11) € yifiisodd, ie., (mf (Z,7, 2, 8), M5 (Z, 7, 2, 0))
€ OF(g, z) so by Theorem 0.53, V |= mi(z, Y, Y, 2) & mip(z, y,y, z) for all odd
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i < n (since 7 identifies § and Z and we can rename u).

(ii)=-(iii): Suppose V has Day terms mo(z,y,2,u),... ,Mn(2,y,2,u) as in
Theorem 2.1 and let A € V, v € Con(A) and a,b,c,d € A with byd.

Assume ayc. Then (a,a),(c,a) € v so m®(a,a,c,c)ymi(a,a,a,a) = a for
all i < n and (a,a), (b,b),(d,b),(c,a) € v so m*(a,b,d,c)ym® (a bba) =
for all i < n. Thus, by symmetry and transitivity m2 (a, a, ¢, c )fym (a b,d, c)
for all 7 < n.

Conversely, assume m? (g, a, ¢, ¢)ymé*(a, b, d, c) for all i < n. We show arc.
“Let u; = mi*(a, b,d, c),v; = m; (a a,c,c),souyv; foralle <n. ......... (2)

Now m#(a,b,d, c)ym#(a,a,c,c) = mz_H(a a,c,c) for all even i < n by The-
orem 2.1 (111) Also mﬁH(a b,d, c)ymi,(a,a,¢c) for all i < n, by (2), so
mi(a,b,d, c)ym,(a,b,d,c) for all even ¢ < n by transitivity, i.e., uyyu;4y for

All BVEN 6 < M o (3)
We have (a,a), (b,b), (d,b), (c,c) € v so mP(a,b,d,c)ymP(a, b b,c) for all
LS £ e 4)

and m#(a, b,b,¢) = mf;(a,b,b,c) for all odd i < n, by Theorem 2.1 (iv). Also
m# (a,b,b,¢)ymt,(a,b,d,c) foralli < nby (4 )som (a,b,d,c)ym&(a,b,d,c)
for all odd 7 < m, by transitivity, i.e., uiyu;y1 foralloddi<n ........... (5)
From (3) and (5), uy ui4q for all 2 < n so, by transitivity, uofy Uy, 1.€.,
ma-(a,b,d, c)ym#(a,b,d, c) but m(a,b,d,c) = a and m2(a,b,d,c) = ¢ by
Theorem 2.1 (i), so a~yc.

(iil)=>(iv)": Assume V is a variety satisfying (iii) and that the conditions
implied by the left hand side diagram of Lemma 2.2 hold in an algebra A € V|
where 6, and ¢ are congruences on A and 6 is a semicongruence, and 6,N6; C
¢. We show (a,c) € .

We have (a,a),(a,b),(c,d),(c,c) € 8 and so m#(a,a,c,c)fym?(a,b,d,c)

for any 1 < n, by reflexivity and compatibility of 6. ..................... (6)
We have (a,c) € 6 so (a,a),(c,a) € 8, so mP(a,a,c c)ymP(a,a,a,a) = a
for all # < n by Theorem 2.1 (ii). ............... N S (7)
Also (b, d) € 01 s0 (a, a), (b,b), (b, d), (a,c) € 6, s0a =mP(a,b,b,a)8; mP(a,b,d,c)
forall 4 <m. o (8)

By (7), (8) and transxtwu;y, Ma,a,c,¢)0ymP(a,b,d,c) for all s < m. ... (9)

From (6) and (9), m#(a, a,c, c)(€0 N 61) mP(a,b,d,c) for all i < n. Now
6o N6, C ¢ so mP(a, acc)<pm (a,b,d,c) for all i < n and (b,d) € ¢ so
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(a,c) € g, by (iii) (with v = ¢).

(iv)’ = (i): Suppose V satisfies (iv) and that A € V and «, 8,7 € Con(A)
with v C . We need to show that an (V) =vV (anp). .

We first show aN (BV ) C Upew(a@N R,) where Ry = §, Ry = Royof
for k € w. Note that each Ry is a semicongruence. Let (a,b) € aanN (B V 7).

Then (a,b) € « and there exist ¢i,...,cn With ¢ = a,¢,, = b and ¢;8¢;41
or ¢yciqr for all i < m. For some k large enough, (a,b) € Ry, therefore
(a,b) € &N Rgi1, 50 (a,0) € Upcw(aNRy).

We show (by induction) that U,<,(@ N R,) C vV (e B), since then aN
(BV7y) C vV (anp), and equality will follow since ¥ C o 1mphes YV (aﬂ g) C
an (B V) (in every lattice, therefore in Con(A)).

Now anN Ry = (@en f) C vV (an B), so the statement is true for n = 0.
Assume aNRy C vV (anpB), where k € w. Let (a,b) € aNRy; = anN(Ry0y00).
Then (a,b) € a and (a,b) € R oy o B which means there exist ¢,d € A with
(a;c) € Ry, (c,d) € v and (d,b) € B. Therefore (b,d) € 8 but § C Ry and so
(b,d) € Ry and (¢,d) € vV (an B) since v C vV (anN f). '

Diagramatically:‘

o _ vV (anp)

By (iv)’ withrﬁo = Ry, =aand ¢ =yV(anp), sincean R, CyV(ang)
(by the induction hypothesis) we have (a,b) € vV (« N B), as required.

Finally, we show (iv) implies modularity. Assume (iv) holds in the variety
V. Let Fy(Z,7,Z,4) be the free V-algebra on four generators and let

a = @F(j,a)v@F(g,z),
B = ©%(z7)Vvor(u),
v = 6%(g,2).

Now (z,4) € aN(BV+) as in the proof of (i):>(ii) We also have Zai, jaz, 267,
zPt and §yZ so (¥,2) € vV (an B) and the diagram below holds:
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u Z

By (iv), with & = 6, 8 = 01, = vV (&N §) (and vV (@ B) 2 (@ B)), we
have (Z,u) € vV (aNB). Therefore aN(BVy) C vV (aNB). We have v C o,
so the reverse inclusion holds (for any lattice). Thus V' is modular.

O

Example 2.4.

The variety V of all groups G = (G;+,—,0) is congruence permutable,
hence congruence modular. (Recall that a variety V is congruence permutable
if and only if there is a “Malcev” term t(z,y, z) such that V = t(z,y,y) = z =
t(y,y,z) (Theorem 0.54); for groups, we may take t(z,y,2) = (z —y) +z.) For
any congruence permutable variety V with Mal’cev term ¢, the following are
Day terms for V (and therefore corroborate the modularity of V):

mO(zayyz)u) = T .
ma(3,y,2,4) = Hy,2u) (= (y—2)+u for groups)
mo(T,y,2,u) = u.

Example 2.5.

The variety V' of all lattices is congruence distributive (hence modular), and
also has a majority term, viz. a term t(z,y, z) such that

VE t(z,3,y) ~ t(z,y,2) = t(y,z,2) =~ 2.1

For lattices, taking t(z,y, 2) = (z Y, y)A(zV 2z) A(yV z) works. For any
variety V' with a majority term ¢, the following are Day terms for V:

Cmo(z,y,z,u) = x
( t(z,y,u) (=(@Vy)A(zVu)A(yVu) for lattices)
ma(z,y,2,u) = t(z,z,u) (=(@V2)A(@Vu)A(zVu)for lattices)
ms(z,y,2,u) = u.

l

miT, Yy, 2, U)

14 Any variety with a majority term is congruence distributive: see Theorem 0.55.
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2.2 The Commutator. For any variety V, A € V and «,3 € Con(A),
following [FM87], we define a set of matrices, M(c, §), of which each element
satisfies a row and a column demand. We show that M(«, ) is a subalgebra
of A*. The commutator of the congruence relations o and g, namely [e, f], is
defined as the smallest congruence relation on A that satisfies both the row
and the column demands. This definition of the commutator depends on A
but is independent of V.

We prove certain facts about M(e, B) as well as [o, f] and other related
congruences featuring in the definition. Later in the chapter we will extend
these properties for modular varieties. Until further notice, let V be any
variety of type T = (F, ar).

Definition 2.6. [FM87, Definition 3.2]

Let @, 3,6 be in Con(A), AeV.
(i) M(a, B) is the set of all matrices
tA(al,bl) tA(al,bz)
tA(a2,b1) tA(aZ,bZ)
Where a' =al,...,a}, i = 1,2, is any sequence of n elements of A4, b* =
b’l, .., by, 1= 1,2, is any sequence of m elements of A (m,n > 0), satisfying

_akaak and b; 5b% for k <nand j <m,andtis any (n—l—m) -ary T-term. Note
that if

[‘c‘ Z]GM(aﬂ)

then (a,c¢), (b,d) € o and (q, b), (¢,d) € ( but the converse need not hold.
(i) We say o centralizes § modulo 6, and write C(a, 3;6), if for every
Uil U2
v M
e ] e M),
u115 U12 lmphes u21(5 Uo9.
(ili) C(a, B) is the smallest § € Con(A) for which C(a, 3;6) holds.

(iv) [a, B] is the smallest § € Con(A) for which both C/(a, ﬁ 6) and C(B, o 6)
hold. We call [a, ,8] the commutator of a and f.

Remark 2.7. _
C(e, B; anpB) holds (see the proof of Proposition 2.9 (i)) and if C(a, 8; 6;), 6; €

Con(A)(¢ € I) holds, C’(a B; Aicr ;) holds. Thus, the definitions (iii) and (iv)
make sense. :
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This definition of the commutator is motivated by the following consequence
that it has for groups (proved at the end of the chapter): for normal subgroups
" M,N of a group G, [M,N] is the least normal subgroup of G such that
in G/[M,N] every element of M /[M, N] commutes with every element of
N/[M,N].*®
Proposition 2.8. [FM87, Proposition 3.3]

Let a,p € Con(A),A e V.

(i) M(a, B) is the subalgebra of A* generated by all the matrices of the forms

" I
[ 2 % and [ Z Z, ] where (a,a’) € a and (b,b) € B.

(i)

[ Z (aﬂ)zfandonlyzf[b d}eM(ﬂ, Q).

Proof.

(1) If we represent

U1l U2
€ M(a,
[ U1 U2z ] (a 2

as (u11, U2, Yo, Up2) then M(a, B) C A%

Let Y = {(a,a,a,a’) : (a,a") € a} U{(b,, b b): (b,0) € B}. Let v =
(v11, V12, Va1, V22). By Theorem 0.36 (iii), v € Sg* (Y) if and only if there exist -
n,m € w, an (n + m)-ary term ¢ and for each i < n and each 7 < m, tuples

al = (az,az,af,af) and b} = (b}, b2,b}, %) with (al,a?) € a and (b]l,bf) € p
such that

v =tM(al,... ,ax b, ,0m)
= (t*(a',b"),t4(a’, b?), tA(a% bl), t4 (a2, b?)),
where a¥ = (a¥,... ,ak) and b* = (b%,... k) for k'€ {1,2}. In other words,

- v e SgA(Y) if and only if v € M(a, ), so M(e, B) = Sg2* (V).
(ii) Let

[‘z S}GM(a,ﬂ)..

!%Here we are identifying the congruences 8 of groups (G; +, —,0) with the normal sub-
~ groups 0/8, as usual.
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Then
‘ a b _[tA(al,bl) tA(al,b?)
¢ d| | t*(a%bl) tA(a?,b?)

where t,a%, b%,i = 1,2, are as in Definition 2.6 (i).
We have ajaa? for k < n (column condition) and b;4b% for j < m (row
condition) so |
a c| _[t2(albl) t*(a%bl)
b d | | tA(a,b?) tA(a% b?)

where b} 362 for j < m (column condition) and axaaj for k < n (row condition),

S0 .
a c| [ s*bal) s*(b!,a?)
b d |~ | s2(b%a) sA(b?a?)
where we define s(x,y) = #(y,x). Thus,

[‘; ;l € M(B,q).

The reverse implication is similar.

Proposition 2.9. For o, € Con(A),A €V,
(i) Clo,P) Clo, Bl =[8,0] Canp;

(1) C and [,] are order-preserving.

| Proof.

(i) Let o, 8 € Con(A), A € V. [o,pf] is the smallest congruence § for
which both C (a ;) and C(B, a; §) hold, so it will contain the smallest & for
which C(a, 8;6') holds so C(a, ﬁ) C [a /6] By the symmetry of its definition,
o, B] = [B, 0.

- We show [, a] C N f. Firstly we show C (e, 8; N @) holds. Let
Uyl Ui2 :
M
s ] & M(a, )

with uy;(a@ N B)ue. Then

un wp | _ | tA(al,b!) tA(al,bQ)‘

U211 Uy o tA(aQ,bl) tA(a2,b2)
where ¢,a%; b? (i = 1,2) are as in Definition 2.6 (i).
~ Since azaaf for k < n and biabl for j < m,i € {1,2} , we have ugauy
and ujp0ug;. By assumption, ujjauiz so by transitivity usjcug. We also
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have aifal for k < n,i € {1,2} and bjl-ﬁbjz- for 7 < m s0 uy;Burz and ug; fugs.
Therefore, ui1 (o N B)uy, implies ugi (@ N B)usg, so C(a, f;0N () holds.

By symmetry, C (8, a; an ) holds also. Since C(c, 8; N B) and C(B, o; N
$) hold, aN 3 must contain the smallest congruence é such that C(c, §;6) and
C(B,a;6) hold, i.e., [0, 8] = [B,0] C N B. |

(il) Let 0,6, ,¢0 € Con(A) with § C 6 and ¢ C . We show C(8,9) C
CO,¢)
Let

Ul U2
e M(6, ).
[ U1 U22 ] (6,%)

Then

U1 U2 _ tA(ai,bl) tA(al,bz)
U921 u22' o tA(a2,b1) tA(az,bz)

where t,a%, b (i = 1,2) are as in Definition 2.6 (i) but with a;faZ for k < n
and bipb? for j < m.

Since 6 C 6'and ¢ C ¢’ we have al6 a2 for k < n and bl b? for j < m so

Ul U2 rot
M@ ,p).
[Uzl Uzz] € M( (,0.)

If § is any congruence relation for which C (9', ©';8') holds and if 1116 uys
then uz18 ugs. Thus, & is a congruence relation for which C(6, ¢;6') holds, so
it will contain C(6, ). In particular, C(8,p) C C(f,¢ ). '

Similarly, C(¢p,6) € C(¢',6') and [0',¢'] 2 [, o).
O

2.3 The Commutator in Modular Varieties. In this section we will focus
on a modular variety V' with Day terms (described in Theorem 2.1). For
A €V, with o, 8 € Con(A),M(e, ), C(a, B) and [e, B8] have been defined in
the preceding section. We define a set of ordered pairs X (c, 8) C A2 using
Day terms, and in Proposition 2.11, we examine the relationship between
M(e, ), C(e, B), [e, 8] and X(a, 8). In the second part of this theorem we
see that [a, (] is generated by X (o, B). '

Definition 2.10.

Let A € V, where V is modular and has Day terms mo(z, vy, z,u),...,
mn(2, Y, 2,u). For o, € Con(A), let X(e, ) be the set of ordered pairs
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(m#(a,b,d,c), mf‘(d‘, a, ¢, c)) where

a b o .
<n.
[ c d] € M(a,B)and i < n

Note that X (o, () is a reflexive relation on A, because m(a,a,a,0) = a
and

a a
[GJGM@M
for all a € A and all 2 < n. ' '

Proposition 2.11. [FM87, Proposition 4.2] |
Let ,8,6 € Con(A), A € V, where V is modular and has Day terms

mo(Z, ¥, z,u), ... ,Mn(Z,y, 2, u).

(1)  The following are equivalent:
(1) X(apB)Cé.
(1) X(B,a) C6.
(i) C(a, B;9) holds.
(iv) C(B,a;d) holds.
(v) [xpBlC6.
(2) Cla,p) = [a, 8] = 04(X(a, B). (Thus, ©*(X (e, B)) does not depend on
the particular choice of Day terms for V.)

Proof. .

(1) We show (iii) = (i) = (iv), i.e., we show C(«, ;) implies X (e, B) C ¢
which in turn implies C(8,0;6). Then by interchanging o and § we have -
C(B, ;) implies X (8, @) C § which in turn implies C (o, 8; §), i.e., (iv) = (ii)
= (iil). Finally, o, 3] is the smallest congruence relation for which C(«, f;9)
and C(f, a;6) hold so (v) is equivalent to the conjunction of (iii) and (iv),
hence to all the other conditions. :

(iii)=(i): Let t be a (n+k)-ary term, with a* € A”, b € A* i =1,2; (al,a?) €
a, (b', b?) € B (co-ordinatewise, as in Definition 2.6 (i)).

a b | _[tAalbl) tA(al,b?)
M{cAf[mﬁw)wﬁw)EM@m

and for each 1 < n, we show udv where u = m*(a, a, c,c) and v = m#(a, b, d, c).

We do this by showing that
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is the right hand column of a matrix of the form

l“’ “] € M(,c). Then [Z’ 'ﬂ e M(a, §)

w v
and because C(a, 3;6), and (w,w) € 8, we have (u,v) € 4, ie., for each
i <n,(m?(a,a,cc),m*(a,b,d,c)) €6 Then X(a,l) C 4, proving (i).
Forje {1,2},letxi =af,... i andfor [ =1,...,6let y' = ¢}, ... 4. De
fine s(x', %%, y1,¥%,¥%, ¥4, %, ¥%) = mi(t(y", ¥2), t(x', ¥%), t(y%, ¥°), t (2, ¥%)).
Then N =
sA(a2, al, al, bl, bl, a2, bl’ bl) sA(al, a2, al’ bl, bl, 32, bl, bl) c M IH
sA(aZ al,al, bl,b%,a%, b%,bl) sA(al,a? al, b, b?a? b?, bY) (8,0)
since (al,a?) € a, (b!,b?) € 8. Now _
s (a?, al,al, bl, bl a? bl b') = mP (¢4 (al, bl), tA (a2, bl), A4 (a2, bl), t4(al, b!))
‘and s4(a?, al,a', b, b? a? b? b!) = mA(tA(al, bl),t4 (a2, b?), t4 (a2, b?), tA(al, bY)).

This gives

>
mr—d

o

>

mr-‘

o

L

~—~ /—?

a2, b'),tA@%,b")) | |[w u
a2 b?). A2 b)) | = | w o

where w = tA(al,bl),u = mP(t*(al,bl),tA(al,bl)
and v = m(t4(al, bl), tA(al, b?), t4 (a2, b?), t4 (a2, b!

| ["“ “] e M(B,a).

w v

t4(a2, b1), tA(a?, bl)),
)) so

(i)=>(iv): We show if X (e, 8) C 4, then for any

[b d]éM<ﬂ,a>,

a ¢
if (b,d) € ¢, then (a,c) € 4. First,
Uil Uig : o we wn
[ . J € M(«, B) if and only 1f[ S } € M(a, 5)

by the symmetry of b! and b? in the definition of M(a, 8).
Now for |

a c

o 8
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by Proposition 2.8 (ii) and by the above,

[‘Z Z] € M(a, B).

Suppose (b, d) € 4. Since X (a, B) C § we have (m(a, b, d, ¢), m}*(a, a,¢,¢)) €
§ for all ¢ < n. V is modular and has Day terms m;, SO by Theorem 2.3
((ii)=(iii)), since (b,d) € &, we have (a,c) € 6. Thus X(«,fB) C 4 implies
C (B, 6).

(2) C(a, B) = 1 is the smallest congruence relation on A for which C(c, f;7)
holds.. By (1), (iii) is equivalent to (v), so [a, f] C 7. Also since [a,f] is
a congruence relation for which C(e, 8;[e, §]) holds, v C [, B]. Therefore
Cla, ) = [a, B].

X(a,B) € 04(X(a, B)), 50 [o, B] € ©*(X(0r, §)) by
[, 8] = 6. Certainly, C(e, #;6) and C(B,;6) ho d
(1) ((iii) (or (iv)) « (i)). Thus, ©4(X(e, B)) € ¢ = [a,
04 (X (e, B)).

(1) (1) & (v)). Let
so X(a,B) C & by
A], and so [a, gl =

The next results describe some general properties of the commutator (e, ]
(o, € Con(A), A € V). Proposition 2.9 showed that the commutator
~ is symmetric and “sub-multiplicative’, i.e., [a, 8] = [8,0] and [o, 8] C a0
8. Proposition 2.12 shows that it is also join-distributive (“additive”), i.e.,
[, Vier %] = Vierl@, 7il, provided that V' is modular.

We shall see how the commutator behaves with respect to homomorphisms,
subalgebras (Proposition 2.14) and direct products (Proposition 2.17). In the
last section of this chapter we see that this behaviour generalizes properties in
groups and rings. '

Proposition 2.12. [HH79)

Let V be a modular variety and let 8,4),v; (i € I) be congruences on A € V.
Then we have [0, Vie; vil = Vierl6,%)-
-Proof.

For each i € I, 7; € V;ervi so for each ¢ € I, [0, 7] C [0, Vier i) since by |
Proposition 2.9 (ii), [,] is order-preserving. Thus V;¢;(0,vi] C [0, Vies 1] Let
a = V;erlf, 7] For each i € I,[6,v] C V;er[f,7;] = .. By the equivalence of
(v) and (iii) in Proposition 2.11, for each i € I, C(6, ;) holds. ........ "

Now let

[jf ;’} € M(0,7)
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where v = V;er %i, and let (u,1) € a.

Then '
v v ] _ [ t*(,bl) tA(al,b?)
ros| | t*(a%bl) tA(a%b?)

[ tA(@t, bl 0y, .. b)) tA(al, B, 05, 07)
tA(a2,bl,bd,... ,bL) tA(a?b%,b3,... ,b%)
where at = (ai,...,a}) € A", bl = (b,...,b,) € A™, i = 1,2 tisa
(n + m)-ary term with a}fa? for | < n and blyb2 for p < m, ie., by(Vier %) b5
for p < m. Thus, for p < m, by Theorem 0.8, there are 1y,... iz € [ such that

m

bl (vin0Yi20. .. 0%k )b}, 50 there are Ypo, Yp1, - - - , Ypk Such that bL = Ypo, b2 = Ypk
and Yo (va1) Yp1 (’Yiz) Yp2 -+ - Yp(k—1) ('Yik) Ypk-
For '

p=1: b}(')’il)yll(’)’w)yl%--yl(k—l)(')’ik)b%
p=2 : by(vi)ya(vie) Yoz - - - Ya(k—1)(Vik) b

p=m : BL(Yi1) Ymi(Viz) Ym2 - - - Ymik—1)(Vik) b%).-
We then get

ti(a;) bi) b%) et )b‘}n) tA(ala Y11 y?l_) e ,y'ml)
t (a 7b17b5’ s ,b}n) tA(a27y11)y21, R )yml)

say, since a'f a® (co-ordinatewise) and by (i) yp for all p < m and

_ | To 1 )
= [ w2 :| e M(O,’m),

ti(a;fyllayZl;--' )'yml) tA(a17y121y22:"' ,me) — A
t (a yYir, Ya1, - - - 7ym1) tA(az,yu,yzz;--- ’ym2) 21

say, since Yp1(Vi2) Yp2 for all p < m.

")
%9 :l € M(917i2),

Continuing thus, we have finite sequences zgy, z1,. .. , Zk, 20, 21, - - . , 2k Such
that

[ Zj Tjt1 } _ [ ti(a;,yu,yzj,--- ,ymj) t:(a;:yl(jﬂ)ayZ(jH);”- aym(j+1))
. 25 Zj41 t (a 7y1j)y2j) e )y‘m]) t (a ayl(j+1),y2(j+1),. .. >ym(j+1))

€ M(0,vij+1)) for 1 < j < k since a'fa® (co-ordinatewise), yp,(Vi(j+1)) Ypi+1)
for p < m and for 7 < k and such that

To T | | u w
20 2| |1t s |’
For each i € I, we have C(§,v;; &) (by (*)), so by Proposition 2.11 (1) ((iii)
& (iv)), C(, 05 ).
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Consider _ .
o Tn .

- 20 zl-_ € M(0’711)'

By Proposition 2.8 (ii),

-l'g ZO- "
_171 Zl-EM(/Yzla )

Since (u,7) = (%9, 20) € o and since C(7i1, 6; @) holds, we have (z1,21) € a.
Now

21 T2

["”1 T2 ] € M(8, i) s0 [ e ] € M(7:,0)
Z9 22

by Proposition 2.8 (ii) and since C(vis, 0; @) holds and (z1,21) € «, we have
(24,2,) € «. Continuing in this way we get (z;,2;) € a for all j < k so
(zk, 2c) € @, €., (v,8) €.

We have shown that C(V;c; %, 8; @) holds, so C (8, V;¢; vi; &) holds by Propo-
sition 2.11 (1) ((iil)<>(iv)). Thus, we have [0 Vier vl € Vierl8, vil-

O

Lemma 2.13. Let f : A — B be a surjective homomorphism of algebras and
Y C A? such that ker(f) CY. Then f(OA(Y)) = OB(f(Y)).

Proof.

F(Y) S OB(f(Y)), s0 Y C fH(OB(f(Y))) € Con(A), s | |
OA(Y) C fTH(OB(f(Y))), ie, f(OA(Y)) C OB(f ( )- AlSOf( ) C f(eA(Y))
and f(©4(Y)) € Con(B) (because ker(f) C Y C ©4(Y) and O4(Y) €
Con(A)) so ©B(f(Y)) C f(©4(Y)).

O

- Proposition 2.14. [FM87, Proposition 4.4]

- Let AAB eV, whereV is a modu‘laf'va,rz'ety with Day terms myq, ... ,mn.

(i) If f € Hom(A,B) is surjective, with kernel 7, and 0,y € Con(A), then
[6, ]V = fHFO V), fleVm)). |

(i) IfB is a subalgebra of A and 0,¢ € Con(A), then the restrictions to B -
satisfy '

'[G‘B’ (P|B] - [0) (P“B'
Proof.

(i) Let A,B € V. Let f cH om(A, B) (the set of homomorphisms from
A to B) be surjective, with kernel 7, and let 8, € Con(A). We first show
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[0, ] VT =[0V 7, oVr]Vr. By Proposition 2.12, [V T, oV 7] =[0Vm, ¢V
OV, 7] =10,0]V[r,]V[7]V[r,7]. Now [r,7] C 7 and [§, 7] C 6 N7 and
[, ] C N by Proposition 2.9 (i). Since 6 N7 C 7 and m Ny C 7 we have
[0V, oV7]Cl8,¢]Vm, therefore [V T, ValV T C [0, 0] V.

Conversely, [0,o] VT C [0V 7oV 7] V7 by Proposition 2.9 (ii) because
6 COvVmand o C V. It follows that [0, p| VT = [0V 7, V7|V 7, so without
loss of generality, we may assume m C 6,7 C ¢ and so f(6), f(¢) € Con(B)
~ (by Theorem 0.14).

Since [6, p] = ©*(X (6, ¢)) by Proposition 2.11 (2),

[0, 0] Vr=0%X0,0)Un). ..o AP ST (1)
By Proposition 2.11 (2), [£(8), f(¢)] = OB(X(F(0), fF(¢)))- - v vvvviii (2)
‘We show first that f(X (0, 0)Um) C X(f(8), f(p)). Let (z,y) € f(X(0,p)U

7). Then there exists (z1,y1) € X (6, p) Um with (f(xl),f(yl)) = (z,y).

If (z1,51) € 7 then f(z1) = f(31) s0 (z,9) = (z,3) € X(f(6),f(¢)), b
reflexiveness of X(f(@) f(p)). Otherwise, (z1,y1) € X(0,9), so (z1,y1) =
(m#(a,b,d, c),m(a,a,c,c)) for some i < n, where a,b,c,d € A and

. Afal K1Y 4A(al B2Y.
[ Z Z] = [ EAEZZ:E% zAE;:Ezg ] € M(0, )
for some a* = (aﬁ,..b. ,ar) € AR and b= (b,... b)) e A (i= 1,2) and some

(k + l)-ary term t, where a'fa? and blpb? (co-ordinatewise).

Since f is a homomorphism,

168 78] -5 :2522;32]

where ¢! = f(al),..., f(a}) and d' = f(b%),...,f(4) (i = 1,2), hence
clf(0)c? and d!f(y)d? (co- ord1natew1se) _ .

Thus,

9 18 | emu@nson o

(2,9) = (F(z2), Fan)) = (mB(£(a), £(8), £(d), £(0)), mP(F(e), £ (a), £(e), F(c
X9, Fo)). ¢ (@), £(0), £(0) €

Now, we show that X (f(6), f C f(X (6, ). L :c,b X(f(6), _
o s conow that XSO 1) € JX (8 9)om). Let (2.3) € X (S0, £(9)
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Now (z,y) = (m®(a, b, d, c), m*(a,a,c,c)) for somes < n and somea, b, ¢, d €
B such that o
b tB(al,bl) tB(al,b? ‘
[ Z d 1 - l thZ blg tBEaz b2; € M(f(6), f(¥))

for some term ¢ where al f(#)a? and b f(¢)b? (co-ordinatewise). Thus there
exist ¢/,d? (j = 1,2) such that c'fc? and d'¢d? (co-ordinatewise) and (ag, af) =
(F(eb), F(&)) and (b, 8) = (F(d), £(d2)) for cach kL

Let |
. Ar.l gl Al 32
[ wa] [ 000,80 Q8 ] o
Then . .
[a b — flun)  f(ui2) ]
B c d B f(u21) f('U,zg)

S0 (33, 3/) = (f(mf\(uu,uu,uzz,uzl)),f(mf\(uu,uu,uzhuzl))) € f(X(G, <P)'),
as required. - :

We therefore have X (f(6), f(¢)) : f(X(8,9) = f(X(O,p)Um). ...... (3)
Since ker(f) =7 C X(6, ) U, it follows from Lemma 2.13 that
FOA(X(0,0)Um)) = OB(f(X(B,0)UT))e ceoveniinienn, R (4)

~ Now f([0,¢] V) = f(O*(X(8,0) Um)) (by (1))

= OB (f(X(0,9)Um)) (by (4))

= OR(X((0). F(9))) (by (3))

- =[fO), fle)] (by (2)).

Since ker(f) C [0,¢] V7T € Con(A), it follows from the Correspondence

Theorem (Theorem 0.17), that [0,¢] V m = f~H[f(0), f(p)]) = F~Hf(@O V
), flovm))). .

(ii) Let B -be a subalgebra of A and 6, p € Con(A). We show f|g centralizes
@|s modulo [0, ¢||s, i.e., C(0|B, ¢|s; [0, ¢]|B), since then by Proposition 2.11
((ii1) = (v)) we will have [f]s, ¢|] C [0, ¥||B-

U1 Uiz

Let
Ug1 U222

} € M (0|, v|B) with (u11,u12) € [0, ¢|[B.

We must show that (ug,us2) € [0, ¢||s. Here [6, ¢]|s is the restriction to
B x B of [6,¢], i.e., of the smallest 6 € Con{A) for which C(6,y;8) and
C(yp,6;6) hold. '



Now
l Ui the ] has the form l ti(al,bl) t5(a’, b%)
Ug1 Ug2 i (82,b1) tA(aQ,bQ)
where ai € A" b' € A™i = 1,2, with a}f|ga? for | < n and by b2
for p < m, and t is an (n + m)-ary term. Now aj, b, € B for all 7,{,p so
Uy1, U2, Y21, U2z € B.

Since 6| C # and <p|B-§ ¢, we have a}faf for I < n and byp b2 for p < m
SO '

l“” “12} € M(8, ).

U21 U2 :
Therefore M (8]g, ¢|B) € M (8, ¢). Since (v11,u12) € [0, ¢]|B, we have (u11, ui2)
[0, ¢]. Then since 6 centralizes ¢ modulo [§, ¢], we have (ug1, uge) € [0, ¢]. We
also have (ua1, u22) € B x B s0 (ua, ug2) € [0, ¢||B, as required.

O
Remark 2.15.

Let A € V, where A is a modular variety. Let f : A — B be a surjec-
tive homomorphism and let ker(f) = m. Then A/m = B by the Homomor-
phism Theorem so Con(A /7) 2 Con(B). By the Correspondence Theorem,
int(m, A?) = Con(A/7) (where int(m, A%) = {y € Con(A) :m C v C A?}) so

we have int(m, A?) L Con(B) where f : int(m, A?) — Con(B) is defined by
6 — f(8) for all 6 € int(m, A?).

For 6,0 € int(r, A7), since 7 C 6,0, [f(0), f(¢)] = [F(0v ), fl v m)] =
[f(8V ), flp V)] in Con(B) by definition of f. By Proposition 2.14 (i),

U@, f(e)]) = [0,¢] V7 € Con(A) (which means that for all a,b €
A, (f(a), £(b)) € [£(8), f(9)] if and only if (a,b) € [0, ] V ).

As a result, if f : A — B is a surjective homomorphism with ker(f) = 7
then we can calculate [f(6), f(¢)] by calculating [6,¢] V 7 in Con(A); then
{(f(a), 7 (b)) : (a,b) € [0, ] V7} gives us [f(8), f(v)]. The operation [4, @]V,
denoted by [6, ], is called the relative commutator.

This result gives us a description of the commutator of cohgruences of a quo-
tient algebra A /vy, where v € Con(A), for if- f is the natural homomorphism,

we will have [0/, /7] = {(a/7,b/7) : (a,6) € 16, ¢] V 7} = ([0, o] V1) /.
Remark 2.16.

Let V be a modular variety. Let A € V with «,3,8,7 € Con(A). Let
int(8, ) S int(6, 7). Since Con(A) is modular, we have a lattice isomorphism
f :int(f8, @) = int(4, v) defined by f : 8 — V4 (0 € int(8, @) (Theorem 0.3).
We show that f and its inverse h preserve the relative commutator.
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Now int(8, ) / int(8,v) implies int(6,v) N\ int(F, @), so aNd = B and aV
§=+. Recall that h = f~1:¢ — ¢ Na (¢ € int(s,v)). Let 6,0 € Con(A).
We show that ([0, ¢lg) = [f(0), f(¢)]s, i.e., that [6,0]g VI =[0V 6,0V is.

[0V, 0Véls=[0VE ViV =1[0,0] VI VI[8,05 V]3] Vé by additivity
(Proposition 2.12). Now [4,d] C §Né = & by Proposition 2.9 (i) so [§, 6]Vd = 4,
therefore [0V 6,0V 6]s is [0, 0]V [8,¢] V [6,8] V 4.

By (Proposition 2.9) (i), [6,¢] V[0,6] C (¢ V)N C and = f, and so

[£(0), f(0)]s C [0, 0] VBV S =10,0]sVé=f(16,0]VB). But f([0,¢]VB)=
[0, p]VBVE = [0, @]V since § C 8. By order-preservation, [6, ¢] C [0V 4, V]

so f([0,0]VB) SOV eVilVE=[0VEeVis=[f0),f(®)s
Let6',¢ € Con(A). Since f is a lattice isomorphism and h = £~ it follows
that h([6',©')5) = [R(0), h( )]s, i-e., that [0, @ s Na = [0 Na,¢ Nalg.

Proposition 2.17. [FM87, Proposition 4.5]

Let V' be a modular variety. Suppose A; € V, let A = [[;c; Ai and 0; €
Con(A),i € I. Then
(i) the map (6;)icr — {(a,b) € A X A: (a;,b;) € 0; for alli € I anda; = b;
for all but finitely many i € I}
is a lattice isomorphism from [l;c; Con(A,) into Con(A). Furthermore, this
wsomorphism preserves the commutator operation. In particular, if A = Ay X
Al, and 0,,;, Y; € COTI,(A,,),’L= 0, 1, then

[0 % 61,0 % @1] = [0, o] X [61, ¢].

Moreover if [[;er 0; = {(a,b) € A x A: (a;,b;) € 6; for all i € I}, then

(ii) [Hiel 0;, Hi_el @] € [Tier6: @i]-

Proof.

Let g be the map defined in (i) above. Clearly, g is order-preserving. It
follows that g((6:)ier) V 9((@i)ier) C g((6i)ier V (@i)ier) = 9((6; V @i)ier), for
any (¢;)ier € [ier Con(Ay).

We show g is a lattice homomorphism.

Clearly, for (6:)icr, (i)ier € Tlier Con(As), g((0:)ier A (@i)ier) = g((6: N
pi)ier) = 9((0:)icr) N g((0s)ier). We show for (6:)icr, (0i)ier € [Tier Con(Ay),
9((0: vV vi)ier) = g((8i)ier) V 9((9i)ier)- For this it suffices (by the above) to
show g((6; V @i)ier) € 9((6:)ier) V 9((0i)ier). Let (z,y) € g((6; V ¥;)ier). Then
(z(3),y(i)) € 6; V ; forall ¢ € I, and z(i) = (i) for all but finitely many
1€ 1.

Let @1,... ,9, € I be such that z(i) = y(¢) if ¢ & {41,...,4,}. Then for
all ¢ & {ir, ... ,in}, (2(1),y(9) € 6;,0:. Foralli € {i1,... 4.}, (x(5),y(i)) €
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6; V ¢; so for each (x(i;),y(%;)),5 € {1,...,n} there exist cjo,¢j1,...,Cjk;
such that c;o = 2(4;), ¢jx = y(i;) and for odd m, (¢jm-1,cjm) € 0;;; for even
m, (Cjm—1,Cjm) € Pi;, M € {0,1,... N

Let m = max{ki,...,kn} and for all § € {1,...,n}, define ¢;; = ¢jg,
whenever k; < < m'. Forl=0,1,...,m/, define d; € A by

Cjl for j € {il, Cee ,in}

di(j) = { z(j) forj & {i1,...,in}

Then for odd I € {1,...,m'},(d;_1(3),di(i)) € 6 for all i € I, while for
i & {i1,... ,in},dim1(i) = di(i). For even I € {1,...,m'}, (di_1(3),di(3)) €
@; for all 4 € I, while for all ¢ & {i1,... i}, di-1(7) = di(i). Now dy =
z,d,y =y and forodd ! € {1,... ,m' }, (di—1,di) € g((6:)icr) and for even | €
{1,...,m}, (di-1,d1) € g((¢:)ier). Therefore (z,y) € g((8:)ier) V 9((0i)ier)-
We now have g((6; V vi)ier) € 9((6:)ier) V 9((9i)ier), so equality follows.

We show g is one-to-one.

Suppose (6;)icr # (@i)icr- Then there exists some j € J such that 6; # ¢;,
say there exists some (a;, b;) € 0; such that (a;,b;) & ;. Define a,b € A by

a(i) = ajforall i€l
N aj fori#j
o) = { b; fori=j.

Then (a,b) € g((6)icz) but (a,b) & g((¢i)ict), since (a;, b;) & ;50 g((6s)ier) #
9((®i)ier). The map g is therefore a lattice isomorphism from [J;c; Con(A;)

into Con(A).

Let A = {(a,b) € A x A: a(i) = b(¢) for all but finitely many i € I'}. Let p;
be the i** projection homomorphism from A = [T;c; A; to A; and let 7; be its
kernel. (Therefore for all i € I, if 6; € Con(A,;) then p;'(6;) € Con(A).)

For 6; € Con(A;) let 6; = p;'(6;) = {(a,b) € A x A : (pi(a),pi(b)) €
6;}. g (as defined in (i)) sends (6;)icr to {(a,d) € A x A : (a(i),b(s)) €
0; for all i € I and a; = b; for all but finitely many i € I}, i.e., g sends (6;):c;
t0 AN (Mier 27 (6:)) = AN (Nierf)-

We show [g ((05)ier), 9((wi)ier)] = 9((16s, wil)ier)-

Let o = [g((gi)iej),g(((Pi)iel)] = [)\ N (ﬂiejg_i),)\ N (miej(,bi)] by the above ar-
gument. Let § = g(([8;, vi])ier) = AN (Miet[6s, @i]). Clearly pi(p;*(6:)) = 6;,
since p; is onto. Now for all ¢ € I, = ker(p;) Cp;*(6:). ..., (1)

By Proposition 2.14 (i), [6;, @] V m = 07 ([p:(6; V m:), pi(@; V 7))
= p; (I (07 (8:) V ), pa (07 (0 V 3)])
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= pr ([pi (P51 (6:)), ps (i (:))]) (by (1))

= p; ([0, ¢i])

= [0;, 1] 50 8= AN (Nies ([0, & V 1))
We show a C .

o = AN (Nierbs), AN (Mier@i)] € (AN (Nierbi))N(AN(Nier:)) by Proposition 2.9
(i), so & € X. Now Mjcr0; C 8; for each i € I'so AN (N Mierf;) € O; forallie I.
Similarly, AN (Mer®;) € @; for alls € I. By order-preservation (Proposition 2.9

(i), o C [6;, @;] for all i € I, therefore ax € AN (Mies([05, @3] V 1)) = B

We show G C a.

For each 1 € I, letnz {(a, )EAXA a(7) = b(y )foralljyéi} We first
show AN (Nierf;) = Vier(0: N 7,). Clearly, Vie (6 Nm) € AN (NiesB;).
16:).

Let (a,b) € AN ( Since (a,b) € A, there are distinet 4y,...,4, € I
such that a(s) = b(3) if i & {i1,...,ix}. Define a’,a’,... ,a" € A by

a = a,
{a(i) ifi;é'él}
b(@) fi=14 [’
L [ al@) ifi#idy
a’(i) = {b(z‘) ifi:iz}""’
{a("‘2)(i) if 4 # ip_y }

b(4) if 4=y
nrn | arOGE) i i £, n

Forj =1,2,...,n, by the above definition, (a’~ 1(7,]) o (i3)) = (a(s)), ( )
0;; since (a (7,) b(i)) € §; for all i € I, therefore (a7, a7) € 6;,. Also pz( -1
p;(a?) for all 7 # i;, therefore (a’~ l,af) € 17,]..

) €

We now have (a,b) € (6;, Nn; )o...0(0;,Nn; ) C (6;,Nm; ) V...V (0, Nn; ).
Thus A N (Mier8i) € Vies (8 N 7). Since AN (Nierf;) = Vier(6; N 1), for any
(0; )161, it follows that 8 = /\ﬂ(ﬂzez[ﬁz, (pz]) = ZE,([91, %]ﬂ'fh) Vier (([6;, @:]V
n;)Nn,). Now because 1; C 8; we have (8;Nn,) v = 8;N(n; Vn;) by modularity.
Let (c,d) € 8;. Then (c(3), d(3)) € 6;.

Define a € A as follows: a(j) = d(j) for a.ll j # i and a(i) = ¢(2). Then
(c,a) € n; and (a,d) € 7; so (c d) € m; Vm;. Therefore 8; C n; V 1, and
8; N (n; V1) = 0;, 50 6; = (8; \n;) V ;. This means

[0, 2] Vo = [(0: ) Vo, (@i V) Vo] Vo
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=GN, @Nm Y @GNl VG n, gl VI ml Ve (2)
by additivity (Proposition 2.12).

Now [r, 7] € m, \m = ida 5o [, mi] = ida. [0 Nmiymi] S G O = 60
ida = ida so [0;Nn;, ] = id4. Similarly, [n;, @i = ida. By Proposition 2. 9
(i), [, ] € miNm; = 7; so the right hand side of (2) becomes [6; ﬂnz, gozﬂn,]an
We therefore have 8 = Vier(([6:, @:] Vi) ;) = Vier (([6; N, @] Vi) Oy).
By Proposition 2.9 (i), [6; N7, @ N ;] C 6; N N@Nn =0;0¢;Nn C n;-

We show (16; N, @i N 77;] V)N 171 [6; N, @i N 171]
(18 iy @i V] Vo) Oy = [0 1) M, @; N1V (1 01 7;) by modularity since

[6; N 771,901 Nnn] € n;, so ([6; N n;, @s A n) Vv 7h) Nn, = [6; N7n;, @ Nn;] since
(n: N'm;) = ida, and so f = Vierl6: N n;, @5 N ;).

We have previously noted for all i € I,6; Nm; € AN (Nierf;) so for all
i€ LG nm,@nn] € [AN (Nierfi), A N (Nier@:)] by order-preservation.
Therefore V¢ [0: N n;, @i N7, € (A0 (Mierbi), AN (Mier@;)), i-e., B C o, whence
[ =a.

Now suppose A = Ay x Ay. Let 6;,¢; € Con(A;),i = 0,1. As a special
case of the above (with I = {0,1}), we get g(([0:, ¢:])ic{0,1}) = [fo, wo] X [01, ©1].

(i) Let A; € V,let A =Tl A; and 6; € Con(A),i € I.

Now [T;c; 6; = {(a,b) € A% : (a(i),b(z')) € @; for all i € I} = Nye1f; and
by Proposition 2.14 () [ezaﬁoi] = pz— [gz,ﬂoz] - [9za¢z] \ Th’-_ HiEI[ei,(pi] =

zel[eza(pz] - mzel([gz,(pz] \ 771) and [Hze] ezaHzGI (pl] - [ zeIgzamz€I¢1] FOI‘
each i € I,Mierf; C 6; and Nie;@; C @; s0 [Nieri, Nicr @] € [0;,@:). By
order-preservation [Mier;, Nicr®i] € Mier([6:, i) V 7).

O

2.4 Equivalence of Commutator Definitions. In the next section, for an
algebra A in a modular variety V and for fixed 8, € Con(A), we regard 6
and ¢ as subalgebras of A? and denote them by A(#) and A(y) respectively.
We denote elements (z,y) € A(f) as

H!

i.e., as column vectors, while the elements of A(yp) are considered to be row
vectors.

We shall define congruence relations Ag, and A%®. We show Ay, to be
the least transitive relation containing M (6, ¢) (as defined in the previous sec-
tion) and that, in a suitable sense, Ag, = A%, Using these congruences, we
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show, following [FM87], that [0, ¢] (as defined here) coincides with the com-
mutator originally defined by Hagemann and Herrmann [HH79] for modular
varieties. (Condition (iv) of Theorem 2.25 defines the Hagemann - Herrmann
commutator.)

Definition 2.18.

(i) Let A be an algebra and let 6, € Con(A). A(f, ) is the subalgebra
of A* whose universe is

{(a,b,c,d)z[‘z 2] € A*: [‘CL] [3] €0, (a,0),(c,d) € 9},

i.e., its elements are those of A* whose columns are in § and whose rows are
in .
(i) Ag,, is the congruence relation on A(f) generated by the set

(DL 2] e

(iii) A% is the congruence relation on A(¢p) generated by

(o) |7 7] Ao

T T
vy

From this definition we see that A (6, ) can be regarded as a subalgebra of
A(6) x A(6), a set of pairs of columns, or of A(p) x A(p), a set of pairs of
rows. We use

z T . x T
[y S] € Ay, to abbreviate ([ v ] , [ 5 D € Ag’?.

[ ; Z } € A% to abbreviate ((z,7), (, 8)) € A%,

Remark 2.19.

We also use

Consider M (0, ¢) as a relation on A(6), i.e.,
M(8,9) = {((t*(a’, b?),t4(a% b)), (t*(al, b?),t2(a2,b?))) : ai,s = 1,2, is
a sequence of n elements of A, b*,i = 1,2, is a sequence of m elements of
A, m,n > 0, where aifai and blpb? for K < n and j < m, and ¢t is a
(n 4+ m)-ary term}.

This means M (6, p) C 6x60 = A(f) x A(8), which is a subuniverse of A%. By

Proposition 2.8 (i), M (8, ¢) is a subuniverse of A%, so it is also a subuniverse
of A(0) x A(6). Clearly, M(8, ) is also a reflexive and symmetric relation
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on A(f), so, as a set of pairs of columns, M(6,¢) is a tolerance on A(6).
Similarly, when considered as a set of pairs of rows, M (8, ¢) is a tolerance on

A (o).

Lemma 2.20. Let 8, ¢ be congruence relations on A € V where V is a modu-
lar variety. Then A% (regarded as a set of pairs of rows) is the least transitive
relation on A(p) containing M (6, ).

Proof.

Consider M (8, ¢) as a relation on A(y), i
M(8,0) = {((t*(a', b"),tA(a', b%), (t4(a? bl) A@?,b%)) @i = 1,2, is
a sequence of n elements of A, b%,i = 1,2 is a sequence of m elements of
A, m,n > 0, where ajfa? and bjl-gob? for k S nand j < m, and t is a (n + m)-
ary term}. Then M (0, p) C pxp = A(p) x A(yp). Since M (8, ¢) is a tolerance
on A(yp) its transitive closure is @A) (M(8, ©)) by Theorem 0.12.

Let a be an element of the form

((z,2), (v,9) = [Z ﬂ with (z,y) € 6.

[ Tz ] = ((z,2), (,¥)) € M(6, )

vy

by Proposition 2.8 (i ) so M (0, ) contains a generating set of A%¥ therefore
©AW)(M (0, p)) contains a generating set of A%?, therefore A%® C QAW (M (8, p)).

If z=((b,0),(bb)) = [Z 2 Jwith (b,b) €

or

z = ((a,a),(a,a)) = l Z/ Zl l with (a,a) € 8

then, by Definition 2.18, z € A®¥ 50 as a subuniverse of A(p) x A(yp),
A®? contains a generating set of M(6, ¢), so A% D M (6, ), hence A% D
O (M(8, v))- -

d



91

Lemma 2.21. [FM87, Lemma 4.8]

Let 6, ¢ be congruence relations en A € V where V is a modular variety.
Then Ag, (regarded as a set of pairs of columns) is the least transitive relation
on A(8) containing M(60,p).

The proof of this lemma will not be included as it is the dual of the proof
of the previous lemma.

Proposition 2.22. [FM87, Exercise 4.3]

Let V' be a modular variety and let 8, ¢ be congruence relations on A € V. If
A is either Ay, or A% then

(i) i
Ty : :
S € A if and only if (z,y) € ¢,
T : :
€ A if and only if (z,u) € 0,
u u |
lx y] EAimplies[m y]’[x x},[u UJ,[‘U x] € A.
u v z Y U u Ty vou
Proof.
(i) Let
r oy
[m y} € Do
which is the transitive closure of M(6,¢), (regarded as a set of pairs of
columns), in A(f) by Lemma 2.21. Then there are (2o, wp),. .. , (Zm, wn) € 0
such that

T _| % | MU | 2z | MEw) MO | zym | |y
z Wo o wy T Wm | | Y

SO & = Zpp21 ... PzZm =Y 50 (Z,y) € p by transitivity of ¢.
Conversely, (z,y) € ¢ implies

Ty
[m Y ] GM(eaw)gAﬂ,w-

2o fee
Ty
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means ((z,7), (z,y)) € A% C ¢ x ¢ which implies (z,y) € ¢.

Conversely, (z,y) € ¢ implies ((z,%), (z,y)) € R for any reflexive relation
R on A(y) so ((2,9), (z,y)) € A%, ie,

{x y]eA"#’.
Ty

(ii) is proved similarly; reverse the roles played by rows and columns in (i).

(iii) Let
z Y
l U v J € Doy,

which is the transitive closure of M(6,¢) (a set of pairs of columns), in A(6)

by Lemma 2.21, so as above, (z,y) € ¢. Then by (i),
z Yy
[ z vy jl € Ag,(p.
Since Ag,, C 0 x 0, we also have (z,u) € 6 so by (ii),
z
[ U U ] € Doy

Now Ag,, is symmetric, so

[ vy } € Ay, implies [ z Z } € Ag,p.

u v
Now
Ty
[ u v ] € Doy
implies that there are (29, wp),..: , (2m, Wn) € 6 such that

T _ zo_Mgm) zy | M(6) MO | Zm | _ | Y
U wo | T wy - = wm | | v

ie.,

[Zz’i 5}1:1 € M(0,p), i=0,1,... ,m — 1. Therefore

[ I;: 1;1:11 J € M(0,¢), i=0,1,...,m — 1 by definition of M (8, )
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SO

SO

(=)L)

is an element of the transitive closure of M(6, @),

u v
lx y]€A9:¢'

The corresponding claims for A% are proved in a dual manner. a

Lemma 2.23. [FM87, Exercise 4.4]

Let 0, ¢ be congruence relations on A € V, where V' 1s a modular variety.
b b
If[ ]eAgwandlb]GG,then[cd]GAW.

Proof.
Let

a a a
[cd]EAg,wandlb]EO.

We have (a,c), (a,d), (a,b) € 6 so, by symmetry of 8, (b,a),(a,c) € 6 and
(b,a), (a,d) € 8 and so (b, ¢), (b,d) € 6 by transitivity.

Let ng,m € Con(A(0)) be the kernels of the first and second projections
po,p1 from A(f) onto A. Then 7y N7 = idaw) S Ay, and we have the

following diagram:
b a
C 7’]1 4

7o AV

)

By the Shifting Lemma (Lemma 2.2),

b b
l:c d}eA""P'




94

Theorem 2.24. [FM87, Exercise 4:5]
Let 6,p € Con(A), A € V, where V is a modular variety. Then
(1) The relation

u v

1= (@) [ 2 Y] ean)

is transitive. We express this by saying that Ag, 15 a transitive relation
on A(p). :

(ii) The relation n defined in (i) is equal to A®?. We express this as Ng, =
Al

Proof.

Let ((z,y), (u,v)), ((u,v), (r,8)) € n, i.e.,

z vy u v
[fu, v]’ lfr S]EA"""'

Then (z,u), (u,r) € 8 so (z,r) € 0; (y,v),(v,s) € 8 s0 (y,s) € § and we can
show (z,), (u,v), (r,s) € ¢ (by Lemma 2.21 as in Proposition 2.22 (i)).

Leta:[xl,b=[‘”],c=[y],d=[f‘/],letAzAw.
r u S v ’

Now i
(b,d)=|* Y } eA
u v
by assumption and since )
[ v ] 5 l v
r . S -
and - i
ul A [ v
ju ]|

(by Definition 2.18). Let my,...,m, be Day terms for V as described in
Theorem 2.1. By compatibility,

(LD (L[] 2]

S0
m (u, u,v,v) NE
m(r,u,v, ) r

T
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by Theorem 2.1 (ii).

DD CHEDEHDe»
(LMD (D

m& (u, u, v, v) Al Y
ma(r,7, s, s) T
(Theorem 2.1 (ii)) and so by transitivity

[ mA (4, u, v, v) ] A [ m (u, u, v, ) ] |

m(r,u,v, s) mb(r,r, s, s)

Now since (u,2), (v,y) € 0 we have m®(u, u,v,v)d m*(z, z,y,y), therefore
by Lemma 2.23,

[ mf(z,7,y,y) ] A [ m(z,2,Y,y) ] ,

m&(r,u,v, 5) mi(r,7, s, s)

(LT Lo () L)

ie., m*(a,b,d,c)Am(a,a,c,c). By Theorem 2.3 ((ii)= (iii)), aAc, i.e.,
e
r 8
ie., ((z,9), (r,5)) € n.
Thus, we may regard Ay, as a transitive relation on A(yp) and as such, it

contains M (0, ¢) (considered as a set of pairs of rows). Hence, by Lemma 2.20,
A®% C Ay, (by which we really mean n C Ay,). :

In a similar sense, by symmetfy, AP C A,g. Tt follows directly from
Definition 2.18 that Ay, = A®? and Ayp = A%%. We have Ny, = AP C
Ay = A% therefore, Ay, = A%%.

a
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The next theorem shows that the definitions of the commutator given origi-
nally by Hagemann and Herrmann [HH79] and subsequently by Gumm [Gum80a]
and by Freese and McKenzie [FM87] are equivalent in any modular variety.

Theorem 2.25. [FM87, Theorem 4.9]

Let V' be a modular variety. Let A € V and z,y € A. The following are
equivalent:

(i) (#,9) € [0, ¢),
(i)
Yy
€ Ag .
ly y] o
(iii)
T a
For some a, Y a € Ay,
()
z Yy
For some b, b b | € Ng .

Proof.
(i)=(iii): Let @ = y in (iii).

(iif)=(ii): By Lemma 2.21, since

r a
;e

there exist (z;,2;) € 6,4 = 0,1,... ,n such that (20,20) = (2,9), (2n,2,) =
(a,a) and for i € {1,... ,n},

[ “ j’ ] e M(6, ).

Zi-1 %
Now we have (z,_;,2;) € p fori e {1,... ,n}, so by transitivity (2, z,) € ¢,
ie., (y,a) € ¢, so (a,y) € @, so
a y

by Definition 2.18 (ii).

Now

T a a y Ty
[y aJ’ {a yJ € Ay, s0 by tran31t1v1ty,[y ?JJ € Ag,p.
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(ii)=(iv): Let b =y in (ii).

(iv)=-(ii): Assume

T
[b Zg}EAGW'

Then (z,b), (y,b) € 8, hence (z,y) € 0 by transitivity.

Let po : A(6) — A and p; : A(f) — A be the first and second projection
homomorphisms from A(#) onto A. Let no = ker(po), so ((z,¥), (z,b)) and
(%, v), (y,b)) € mo, and let 11 = ker(ps), so ((,y), (v,9)) and ((z,0), (y,0)) €
-

We have the following diagram:

HEr

m Ae,zp

H H
y b

Now 7o N1 = ida(g) C Ag,p, so by the Shifting Lemma (Lemma 2.2), since
V' is modular,

[b]Ag,wlglnnphes[y]Ag,q,[zl,1.e., ly zJEAg,w.

Thus, (ii), (iii) and (iv) are all equivalent.

(ii)=(i): We first show that [, ¢)] is the least congruence relation on A
which is a union of Ay ,-classes. Suppose

e z]

Since Ay, is the transitive closure of M (6, ¢) (by Lemma 2.21) there exist

[l L [ [ ]= 5] 132 ] - 3]
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and for : € {1,...,n},

Ti—1 Ti ’ Ti-1 Yi—1
‘ M6 € M(p,0).
[ Yi-1 Y ] € M(8,¢) s0 [ Ti Y ] (,0)

For any i € {1,...,n}, if (z;—1,¥i-1) € [p,0] = [0, ¢] (Proposition 2.9 (i))
then (z;,y;) € [0, ¢] since [0, ] is the smallest congruence relation ¢ for which
both C(6,p;8) and C(y, ;) hold.

Thus, if in the first matrix
Lo Yo
1T N

we have (zo, %) = (a,b) € [0, ¢] then (z1,y1) € [0, ], and so, repeating this
argument, (Z,,yn) = (¢,d) € [0, ¢]. Therefore (a,b)/Ag, C [, ¢] whenever
(a,b) € [0,¢]. Thus, [0,¢] contains the union of the Ay -classes of all its
elements.

Conversely, if (u,v) € [0, ¢] C 6 Ny then (u,v) € 8, so (u,v) € (u,v)/Ag,
so [0, ¢] is a union of Ay ,—classes. Now let d be a congruence relation on A
which is a union of some Ay ,-classes. Let

[z Z] € M(p,0)

so (z,y),(r,s) € ¢ and (z,7), (v, $) € 6. Suppose (z,7) € 6. We show (y,s) €
6. We have

l‘” y]eM(9,<P)§Ae,saS°[y]e[f]/m""ga

r S S

(because l f } € ¢ and 4 is a union of Ag ,-classes),

so (y,s) € 6. Thus, C(p, §;) holds.

By Proposition 2.11 (1), [0, ¢] C é (since V is modular). Therefore [f, p] is
the least congruence relation on A that is a union of Ay ,-classes.

x Yy ) "z
[y y:lEAg)(p,l.e., [y}Ao,(p[Z}

Since{ﬂ € [ﬂmw and [:ﬂ € [6, o], we have [z] € [0, ¢],

because [0, @] is the union of the Ay ,-classes of its elements.

Now suppose
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a:{[x]eA"’:[”’ y]eAg,w}.

4 vy

We show « is a congruence relation on A. Clearly, « is reflexive (by definition
of Ae,(p)-

Symmetry:

z T y T
Let[y]éa.Then [y g]EAg’w so[y y]EAW

by symmetry of Ay . Therefore, since (iv) = (ii),

y.x : Y
(2% ctupio 7] e

[;],[g]m.m[;}ea

by symmetry of a, so

[z y]eAgy‘p.Therefore [z z},[y Z]GAG#,,

Transitivity:
Let

vy vy
by symmetry of Ay ,. By transitivity of Ag,,
T 2z
€ Ag -
[ Yy ] by

Since (iv) = (ii),

T z ) z
[z z:lGAa,(p,l.e., [Z}Ea.

Compatibility:

Let f be an n—ary fundamental operation symbol of V. Suppose (z;,y;) € &
fori € {1,2,...,n}.

Then
[zi yl] € Ny, forie {1,...,n}, ie, [;?}Ag)w[yi:l,

Yi Ui Yi
so by compatibility of Ay,
fA2(($17 yl)’ BRI (zﬂ) yn))(Aa,cp)fA2((yla yl)a ey (yn: Z/n));
ie, (fA@n - za), AL 90) (Do) (FAWL - 5 9a), FA WL ),
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le.,

A(ylv"' )y'n.) fA(yl)"' ,yn)

[fA(.’El,...,(En) fA(yl)'--)yn)]er(p
f N3]
50 (fA(@1,-- %), fAWYL -+ Yn)) €

We show « is the union of all Ag,-classes of the form

(7]

such that (p,q) € a. Let H be this union. Let (z,y) € . Then
(z,9) € [ y J /D, C H.
Suppose (z,y) € a and

y S
Then (as in (iii) = (ii), using Lemma 2.21) we can show (y, s) € ¢. Thus,

S ' T
[y ]eAg,wand[y- z]eAg,,,,

lm T]GAW.

Yy s
(because (z,y) € ). By transitivity and symmetry of A,

T 8 . s T
|:y 3]€A0:¢’ 1.€., ls yleAg’(p.

s T T r
25105 e
we deduce

s r
[ < s] € Ag,,, hence {Z zJ € Ay, and so (7, 3) € c.

Now from

Therefore
z /Dy, C a, for all Plea
Y 0 = y ’
ie, HCwaso H=o.

It was shown in (ii) = (i) that for any congruence § on A that is a union of
Ag,p~classes we have [0, ¢] C 4, so [0, ] C a. Therefore if (z,y) € [, ¢], then
(z,9) € a i.e.,
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Thus, (i) = (ii).

2.5 The Commutator in Familiar Varieties.

2.5.1 Groups. Recall that the variety of groups is congruence modular (Ex-
ample 2.4). Let G = (G;-,7',e) be a group and let Nor(G) be its lat-
tice of normal subgroups. Recall that the map Con(G) — Nor(G) de-
fined by 6 — /0 is a lattice isomorphism, with inverse isomorphism given
by N {(z,y) € G*: zy~' € N}. ,

Recall that when M, N € Nor(G), the subgroup [M, N] of G generated
by {m™'n"'mn : m € M and n € N} is normal in G and is called the
commutator (subgroup) of M and N in G. We aim to show that if 8, €
Con(G) with M = e/0 and N = e/ then [M, N] = e/[0, ¢], i.e., for groups,
the commutator defined earlier in this chapter coincides with the usual group-
theoretic commutator (under the above lattice isomorphism).

Let M, N € Nor(G) and let p : G — G’ be a surjective homomorphism.
(Then G’ is a group, since groups form a variety.) We shall need the following
properties:

(1) [M,N]C MNN.

(2) [p[M], pIN]] = p[[M, N]].
(3) The operation [M, N| defined above is the largest binary operation
defined on Nor(G) for every group G such that (1) and (2) are true.

We also have:
(4) [M,N] = [N, M].

(5) [M, N] is the least normal subgroup of G such that in G/[M, N], every
element of M/[M, N] commutes with every element of N/[M, N] (hence
(M NN)/[M, N] is an Abelian group).

Note that (1) follows from the normality of M and N in G, and (4) from

the fact that [M, V] is closed under inverses. Also, (5) follows readily from
the definitions and elementary group theory.

In (2), note that p[M], p[N] € Nor(G') since, e.g., p[M] = p[M K] (where
K = e/ker(p) = p[M V K]), where V denotes the join operation of Nor(G).
From the definitions and the fact that p is a surjective homomorphism, we
may verify (2) effortlessly.
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We need to prove (3). Define

G(M) {(z,y) € Gx G:z7 'y € M},
M, = {(z,e):z€ M} =M x {e},
B = {(z,¢):z€[M,N]} =[M,N]x{e},
A = {(z,y) € NxG:z 'y €[M,N]}.

Note that G(M) = 6 (where § € Con(G) with e/8 = M), so G(M) is the
universe of a subalgebra (i.e., subgroup) G(M) of G x G. Also M, € Nor(G x
G) because M, {e} € Nor(G x G); also My € G(M), so M, € Nor(G(M)).
By the same argument, B € Nor(G x G) and B € Nor(G(M)) and B €
Nor(M,), because [M,N] C M.

We show that A € Nor(G(M)). Note that (e,e) € A C G(M). Let
(z1,71), (T2, ¥2) € A. Then 27 y1, 73y € [M, N]. Consider (331,1/1)(5132,3/2)_1 =
(z123%, 1195 "), Now 21,22 € N so 1z € N.

We show z125 (3135 1)~ € [M, N], i.e., that 7,25 yoy; ' € [M, N]. We have
o7y, 25 'ye € [M, N]. Let 7'y = ¢;, 2592 = o, then 27" = c1y; ' so 21 =
yrert. Then z173 yoyrt = yicileoyr! € [M, N since ¢1,¢, € [M,N], y1 € G
and [M, N] € Nor(G). Thus, A is a subgroup of G(M).

Let (z1,%1) € A and (z,y) € G(M). Consider (z,y)(z1,11)(z,y)"" =
(zz127%, yy1y~ ). Now zz127! € N, since z € G and 23 € N € Nor(G). We
show (a:a:lx_l)_lyyly—l € [M,N], i.e., that zz7 'z lyyy~! € [M, N]. Since
zy~! = m for some m € M, we have y~! = z7'm and y = m~'z. Also,
27y, = ¢, for some ¢; € [M, N] so y; = z1¢;.

-1 _ -1 1. — —
Now zzi z tyyiy™! = gz e ' m lzzicz7im

= (m™ 'z 'm)zz 'z im ez 027 im. We have z7!mz € M and z7' € N
so if ¢; = (7 mz)27 (27 !m~2)z; then ¢, € [M, N]. Then za7lz lyyy—' =
mlzeyeixTim = mTlzeoe (mlz) 7! € [M, N], since m™lz € G and eyc; €
[M, N]. Thus, A € Nor(G(M)).

Let m be the first projection homomorphism from G x G onto G. Then
7[A] = N, w[B] = [M, N] and n[M;] = M. Let C be another binary operation
on Nor(G) satisfying (1) and (2) above. By (1) C(M;,A) C M; N A C B.
From (2) C(M,N) = C(n[Mi],n[A]) = =[C(M;1,A)] C n[B]. But n[B] =
[M, N], so C(M,N) C [M, N]. This proves (3).

Now the operation on Nor(G) defined by C(e/8,e/p) = e/[6, ], (8,¢) €
C}on(G), satisfies (1), (2), so by (3), e/[0, ¢] C [M, N] whenever e/f = M and
e/o=N.
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Conversely, if m € M = ¢/f and n € N = ey, let t(z,y) = z7 'y ay.
Then

e e| [ t%e,mn) tS(ee)
{m_ln”lmn e} - [tG(m,n) t&(m,e) € M0, )
and C(8, ;[8,¢]) and (e, e) € [0, @], so (m~n"'mn,e) € [0, ¢]. Thus
{m™n"'mn:m € M and n € N} C e/[8,¢] € Nor(G), so [M,N] C e/[8, ¢].
Consequently, [M, N] = e/[0, ¢], as claimed.

Note that, by (5), the elements of M commute with those of NV if and only if

[M, N] = {e} (if and only if [#, ¢] = idg). In particular, [M/[M, N], N/[M, N]| =
{e/[M,N]} in G/[M,N]. Of course, G is an Abelian group if and only if
[G,G] = {e} (ie., [G? G* = idg).
2.5.2 Rings. Let R = (R;+,+,—,0), be a ring (not assumed to have identity).
Since R = (R; 4, —,0) is a group, R. is congruence modular, so the variety of
all rings is congruence modular. Let Id(R) be the ideal lattice of R. Recall
that the map Con(R) — Id(R) defined by § — 0/6 is a lattice isomorphism,
with inverse isomorphism given by I — {(z,y) € R* : z —y € I}. For
J, K € Id(R), recall that JK,J + K € Id(R), where

JK = {) abi:n€wanda; €J, andb; € K for alli <n}
i=0
J+K = {j+k:jeJandk e K}.

Indeed, JK is the least ideal of R containing {jk : j € J and k € K} and
J + K is the least ideal of R containing JU K. Thus, if F(J,K) := JK +KJ
then
F(JK) = {T? o(ab; +b.a) : n € wand a;,a; € J, and b;, b, € K for all i <
n} = F(K,J)
and F'(J, K) is the least ideal of R containing {jk:j € Jand k € K} U {kj :
je€Jand k € K}.

’Let J,K € Id(R) and let p : R — R’ be a surjective homomorphism, where
R is a ring. Then p[J], p[K] € Id(R), and we have:

(1) JK+KJCJNK.

() plJIplK] + plK]plJ] = p[lJK + K J].

(3)  The operation F(J,K) = JK + KJ is the largest binary operation
defined on Id(R) for every ring R such that (1) and (2) are true.

(1) is obvious and the proof of (2) is straightforward. The proof of (3) is
a routine modification of the corresponding proof for normal subgroups of
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groups. More precisely, if we define

R(J) = {(z,y) e RxR:z€R, andz—y € J},
Ji = {(z,0):z€J},
B = {(z,0):z€ JK+ KJ},
A = {(z,y) e KxR:z—yeJK+KJ}

then R(J) is the universe of a subring R(J) of R x R and Ji, B, A are ideals
(hence subuniverses) of R(J) and if 7 is the first projection homomorphism
from R x R onto R then n[B] = JK + KJ, «[J;] = J, 7[A] = K and
JiNnACB.

Now if C is another binary operation on Id(R) satisfying (1), (2) then,
exactly as in the argument for groups, C(J, K) C JK + K J.

Since the operation on Id(R) defined by C(0/6,0/¢) = 0/[0,¢] (8,0 €
Con(R)) satisfies (1), (2), we have 0/[8,¢] C JK + KJ whenever J = 0/6
and K =0/p, ie, [6,9]={(z,y) e RxR:z—y € JK+ KJ} €, say.

Conversely, if j € J =0/0 and k € K =0/6 (8,9 € Con(R)), let s(z,y) =
zy and t(z,y) = yz. Then

0 0 s®(0,k) s®(0,0)
[jk 0]=l8"‘(j,k) ZR(j,O) € M(0, )

and (0,0) € [, ¢], so (jk,0) € [0,¢], i.e., jk € 0/[8,¢]. Similarly, using ¢ in
place of s, we have kj € 0/[0, p] € Id(R), so JK + KJ C 0/[8, ¢]. This shows
that JK + KJ = 0/[0, ¢], i.e., that [, ¢] = .

In particular [0, ¢| = idg if and only if IJ = JI = {0} (where I = 0/6 and
J =0/p). Thus [R?, R?] = idg if and only if R has “zero multiplication”, i.e.,
ab=0 for all a,b € R.

2.5.3 Modules. Let R be a ring, V the variety of all left R—modules. Let
A €V and let (A; 4, —,0) be the Abelian group reduct of A. Note that A is
congruence modular (because (A4;+,—,0) is), so V' is a congruence modular
variety. Let Sub(A) denote the submodule (i.e., subalgebra) lattice of A.
Recall that the map Con(A) — Sub(A) defined by 6 — 0/0 is a lattice
isomorphism, with inverse isomorphism given by N — {(z,y) € A2 :z —y €
N}.
We are going to show that [0, ¢| = id4 for all 8, € Con(A).

Suppose D is a binary operation defined on Sub(A) for all A € V such that
whenever p: A — A’ is a surjective homomorphism in V and M, N € Sub(A),
then

(1) D(M,N)C MnNN and
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(2)  pD(M,N)] = D(p[M], p|N]).
We claim that D(M, N) = {0} for all M, N € Sub(A) and all A € V.

To see this, let A € V and let p : A x A — A be the surjective ho-
momorphism defined by p((a,b)) = a+b (a,b € A). Let 6,0 € Con(A)
with M = 0/6 and N = 0/¢. Define N; = N x {0} and M; = {0} x M, so
Ny, M, € Sub(AxA). Then p[M;] = M and p[N{] = N and M;NN, = {(0,0)}
so, by (1), D(My, Ny) ={(0,0)}.

By (2), D(M, N) = D(p[Mi], p[N1]) = p[D(My, Ny)] = p[{(0,0)}] = {0}.

Now the operation D(M, N) = 0/[0, ¢] (where M = 0/6 and N = 0/¢) and
0,0 € Con(A) (A € V) satisfies (1), (2), so 0/[6, p] = {0}, i.e., [0, ] = ida
for all ,¢p € Con(A) and all A € V.

2.5.4 Congruence distributive varieties.

Theorem 2.26. [HH79] [Gum83, Theorem 6.3]
Let V be a modular variety and A € V.

(i) Ifpnd=|p,d] for all p,6 € Con(A) then A is congruence distributive.

(i3) If every subalgebra of A x A is congruence distributive then
an B =|a,p] for any a, B € Con(A).

Proof.

(i) Let [p,6] = pN 4§ for all p,6 € Con(A). Then for any «,8,7 €
Con(A), an(BVy) =[a,V 7] =[e, BV [e,7] (by additivity)
= (anNB)V (enN~). Thus Con(A) is a distributive lattice.

(ii) Let o, B € Con(A). By Proposition 2.9 (i), [a, f] € aN B3, so we need
to show that N B C [a, §]. Let (z,y) € an .
Since (z,y) € B, we infer that ((z,z), (¥,¥)) € Dape -ovvvevivninin. (1)

Let pg and p; be the first and second projection homomorphisms from A (a)
onto A (where A(a) is o, considered as a subalgebra of A x A), with kernels
no and 7y, respectively. Then ng,m € Con{A(a)) and 7o N1 = id a(a).

NOW (), (T, ) € M0 e e e et e e e e e (2)
By (1) and (2), ((z,¥), (%,¥)) € Da om0 S AV Mo wvveevinerinnnnnn. (3)
AISO ((Z,4), (U U)) € M v et e e (4)

By (3) and (4), ((2,9), (,y)) € (Ba,s V m0) N1
= (AapgNm) V (no Nm) (because A(a) is congruence distributive)

= (A N Vidaa)
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= Aa,ﬂ N ™ g_ Aa’ﬂ. ,
From ((z,v), (v,y)) € Aap and by the equivalence of (i) and (ii) in Theo-
rem 2.25, we infer that (z,y) € [a, f], so aNB C [e, ] and hence ang = [a, [].
0

Corollary 2.27. A congruence modular variety V is congruence distributive
if and only if for every A € V and every a, f € Con(A), [o, 8] =anf.

Proof.
(<) follows directly from (i) of the previous theorem.

(=) Let A € V where V is congruence distributive. Then A x A and all its
subalgebras are in V' and are therefore congruence distributive so the result
follows from (ii) of the previous theorem.

O
In particular, if @, 8 € Con(A), where A is a lattice or a Boolean algebra

then [a, 5] = a N G, since the varieties of lattices and of Boolean algebras are
congruence distributive.
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Chapter 3

Abelian Congruences and
Abelian Algebras

In this chapter, we define and study Abelian algebras and affine algebras.
An algebra A is Abelian if [A%, A%] = ids. (Thus, a group is Abelian if and
only if it is Abelian in the traditional sense. Also, all modules are Abelian
algebras.) Affine algebras have a more complex definition but, roughly speak-
ing (or, more precisely, “up to polynomial equivalence”), they are the same
things as modules over rings. In particular, affine algebras are Abelian (and
congruence modular, in fact permutable). The main theorem of the chapter,
which is Herrmann’s Fundamental Theorem of Abelian Algebras [Her79] estab-
lishes that, in a congruence modular variety V', the converse is also true: every
Abelian algebra in V is affine. Since, for all A € V, the algebra A/[A?, A?] is
Abelian (and in V), this result advances our understanding of modular vari-
eties substantially.

A key tool in the proof is the existence, in any modular variety V, of
a ternary “difference” term d, with certain useful properties (established in
[Her79] and [Gum80al). It is shown that for any A € V, and 8 € Con(A)
with [8, 8] = ida, the congruence class u/8 of any u € A is closed under d*.
The algebra (u/8;d?) is called a “ternary group” because, using d, we may
give u/f the structure of an Abelian group in a natural way. Moreover, locally,
term functions of A may be regarded as group homomorphisms.

We begin by describing the centre, 7a, of an algebra A. (The definition
generalizes that of the centre of a group.) In the first theorem, for modular
varieties, a commutator-theoretic description of the centre is given, allowing
us to deduce that, just as for groups, an algebra is Abelian if and only if its
centre is as large as it can be.

3.1 Abelian and Affine Algebras. Recall that 7 = (F, ar) denotes a fixed
but arbitrary type.
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Definition 3.1. The centre of any T -algebra A is the binary relation 74 C A2
defined by (z,y) € 74 if and only if for any n < w, and any (n+1)-ary T-term
t, and any u,v € A", the following is true:

tA(u, ) = t4(v, z) if and only if t*(u,y) = t*(v, ).

Lemma 3.2. [FM87, Lemma 5.2]

The centre 7o of a T -algebra A is a congruence relation on A. If A belongs
to a modular variety, then 75 is the largest congruence & on A such that
[6, A?] = id 4.

Proof.

Let t be any (n + 1)-ary 7-term and let u,v € A®. We first show 7, is a
congruence relation on A. Obviously, 74 is an equivalence relation.

Now let f be an n-ary fundamental operation symbol of 7 and for all 7 €

{1, N ,TL}, let (Zi,yi) T A ettt it it et e e (1)
Given an (m + 1)-ary term ¢ = #(z, w), define a new term s = s; by
s(z,x1,. .. ,2,) = t(z, f(z1,... ,2,)). Suppose for all u,v € A™,
A, fA(z1,. .. ,z0)) = tA(v, fA(21,. .. ,T0)), L6, 82 (W, 21,... ,2,) =
sh(v,z1,...,2,). Then s®(u,y1,%2,...,2Z,) = s2(v,y1,22... ,2,), by (1),
and so s®(w,y1, Y2, T3, - - - , Tn) = s*(V, Y1, Y2, T3, ... ,Tn), by (1).

Continuing in this way, we get s®(u,y1,-..,%) = s*(V,91,... ,¥n), i€,

A, f(y, .- Un) = t*(v, f(y1,... ,yn)). The converse follows by symme-
try, so 7a € Con(A).

Now assume that V' is a modular variety, with A € V. We show that
[TA,AZ] = idA. Let

unn w2 | | tA(al,bl) tA(al,b?) o,
[u21 U :l - [tA(a2,b1) tA(az,b2) € M(TA,A )

where a*, i = 1,2, is a sequence of n elements of A, b?,i = 1,2, isa sequence of
m elements of A, m,n > 0, satisfying a;raal for k < n, and t is a (n+4 m)-ary
T-term.

Suppose t*(ai,...,al,b) = t*(al,... ,al,b?). Then by repeated use of
the definition of 75, t4(a?,... ,a2,b!) = tA(a?,... ,a2,b?) since (a},a?) € 75

for all k € {1,...,n}, so C(ra, A%id4) holds. V is modular, so by Proposi-
tion 2.11, [1a, A%] C idy, so [Ta, A% = idg4.

Let o be any congruence relation on A such that [o, A?] = id4. Then both
Cla, A%ids) and C(A% a5ida) hold. ... (2)
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We show a C 7a. Let (z,y) € @. Then

tA(z,u) th(z,v)

tA(y,u) t4(y,v)
is an element of M (o, A?) for any u,v € A™ and any (n + 1)-ary 7-term t.
From (2), if tA(z,u) = tA(z,v), then t4(y,u) = t*(y,v). Since (y,2) € a,
the converse follows by symmetry. Consequently, o C 74.

Thus 74 is the largest congruence relation 6 on A such that [§, A%| = id.
[

Definition 3.3. For any algebra A, a congruence § € Con(A) is called
Abelian if [0,0] = ids. A is Abelian if [A%, A%] = idy or, equivalently, 74 =
A28 A variety is Abelian if all its members are.

Proposition 3.4. Let V be a modular variety and A € V and § € Con(A).
Then 0/[6,6] is an Abelian congruence of A/[6,6]. In particular, A/[A? A?]
s an Abelian algebra.

Proof.
Let f: A — A/[8,6] = B be the natural epimorphism, so ker(f) = [0,0] =
7, say. We must show that [#/m,8/n] = idp. Since m C 0,
Fo/m,0/m]) = fHF@ V), f(OV )
= [0,0) vr (by Proposition 2.14 (i))
=T = f—l(idB).

Since, by the Correspondence Theorem, n — f~1(n) is a lattice isomorphism
from Con(B) onto int(r, A%), it follows that [0/7,8/7] = idp. In particular
A?/[A? A?] is an Abelian congruence of A/[A?, A%. O

Using Propositions 2.14 and 2.17 it is easy to verify that the class V,,;, of all
Abelian algebras in a modular variety V is a subvariety of V', so every modular

variety V has a largest Abelian subvariety Vg;,. Of course if V' is the variety of
all groups then V,, is the variety of Abelian groups.

Definition 3.5.

Consider a T-algebra A. If there is an Abelian group V7 (4;+,-) = A
having the same universe as A and a ternary T-term, t(z,y, z) such that

(i) t*a,b,c)=a—b+cforallabce A
16Note that these two definitions of an Abelian algebra A are equivalent even if A does

not belong to any modular variety. Thus an Abelian variety is not assumed to be modular.
17For convenience here we treat groups as algebras of type (2, 1) rather than (2,1,0).



110

then t is called a difference operation for A, and the algebra (A; t4) is called

a ternary group. If in addition, _

(i) fA(a—b+c)=fAa)— fA(b)+ fA(c) for any n <w and any n-ary
T-term f and a,b,c € A",

we say that A is t-affine.

Proposition 3.6. Any affine algebra is Abelian, and generates a congruence
permutable (hence congruence modular) variety.

Proof.

Let A be an affine T-algebra and let ¢ and A be as in Definition 3.5. Let
n,m € w, let s be any (n + m)-ary T-term, let a* € A” and b* € A™ for
i = 1,2, and suppose s4(a',b?) = s#(al,b?). Then
sA(a2,b!) = sA(a?, b!) — sA(al,b?) 4+ sA(al,b?) (since A is a group)
= s2(a%,b') — s4(al,b’) + sA(al,b?) (by assumption)
= s4(a%? — a' +al,b! — bl +b?) (by t-affinity)

= sA(a?, b?). '
This shows that if
U1 U2
U1 U2z
and (u1y,u12) € ids then (ug,ug) € ida, so C(A?, A% idy), hence [A?, A% =
id4.

Since t is a term of V(A) and A (hence V(A)) satisfies t(z,z,y) ® y ~
t(y, z, ), it follows from Theorem 0.54 that V(A) is congruence permutable.
O

} € M(A?, A?)

The next lemma is stated without proof in [FM87].

Lemma 3.7. ForaT-algebra A = (A;...) and an Abelian group A = (A; +, —)
(with the same universe A), the following are equivalent:

(i) For anyn < w and any n-ary T -term f and any a,b,c € A",
fAa—=b+c)=fAa) - fA(b) + fA(c).

(i) For any n < w and any fundamental n-ary operation symbol F of T
there exist endomorphisms oy, ... , oy of A and a € A such that,
for any a = (ay,...,a,) € A", FA(a) = (X%, a;(a)) + a.

(ii) S :={(a,b,c,d) € A*:a+b=c+d} is a subuniverse of A%.

Therefore (i) and (i) hold whenever A is affine.
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Proof.

Let A = (4;...) be a T-algebra and assume that for some binary operation
+ and some unary operation — on A, the algebra A = (A;+, —) is an Abelian

group.

(i)=(ii): Assume (i). Let 0 be the identity element of A and for n < w let

F be any fundamental n-ary operation symbol of 7. For i =1,...,n define
:A— Aby

ai(ai) = F4(0,...,0,a;0,...,0) — FA(0), where 0 := (0,...,0) € A" and

a; € A and in (0,...,0,a;0,...,0), a; occurs in the i** co-ordinate.

We show each ¢ is an endomorphism of A, i.e., that a;(a;+b;) = a;(a;) +o4(b;)
for any a;,b; € A.

a;(a; + b;) = FA(0,...,0,a; + b;,0,...,0) — F4(0)

= F2((0,...,0,a;0,...,0) = (0,...,0) +(0,...,0,b,0,...,0)) — FA(0)
= F4(0,...,0,a;0,...,0)— FA(0)+ FA(0,...,0, bz,o O)—FA(O) (by (i))
= oy(a;) + ai(b;).

It follows that for any a; € A, a;(—a;) = —;(a;) and @;(0) = 0, by a general
property of group homomorphisms.

Let ¢ = —F2(0). For any a,b € A",
FA(a+b)=FA@—-0+b)=FA@a)- FA0) + FA(b) (by (i),
= FA(a) + FA(b) + (—FA(0)) (because A is Abelian)

=F2a) + FAD) 4 C oo (1)
Let a = (ay,...,a,) € A™. Then

FA(a) = FA(ay,... ,a,)

FA([(a1,0,...,0)+(0,a5,0,...,0) ++--+(0,...,0,a,_1,0)] + (0, ..., 0, a,))
:FA((al,O,...,O)-l—---—!-(0,...,0,an_1,0))+FA([),...,0,an)+c (by (1))
= FA((al, oo 0) (0, an—2,0,0)) + FA(0,...,0,a,-1,0) + c+

FA(0,...,0,a,)+¢ (by (1))

= FA((al,O,. ,0)+ ...+ (0,... y8n—2,0,0)) + FA(0,...,0,a,_1,0)+

FA(0,.. n)+2c—
= FA(a1,0,...,0) + (O,ag,...,0)+...+FA(0,...,O,an_1,0)+
FA(, .. 0 an)

-+ nc
= (ar) + a2(a2) + ... F an—1(an-1) + an(ay)



112

= (XL, oy(ai)) + 0.

(ii)=>(iii): Assume (ii). Let F' be any fundamental n-ary operation symbol
of 7 with (a;, bi,¢;,d;) € S fori € {1,...,n}.
We show FA*((ay, by, c1,dh), .- ., (Gn, ba, Cnydn)) € S.
FA((ay,b1,¢1,d1), ..+, (Gny by Cny di))
= (FA(a1,...,0,), FA(by,... ,by), F(c1,. .. ,cn), FA(dy,... ,d,))
so we show
FAay, ... an) + FA(by, ... by) = FAcr,. .. ,c0) + FA(dy, ..., dy).
Foreach i€ {1,...,n}, wehave a; +b;=c;+di. ..................... (2)
Now FA(ay,...,a,) + FA(by,... ,b,) =X a5(a;) +a+ X0, ai(b;) +a
=37, a;(a;+b;)+2a (since A is Abelian and each «; is an endomorphism)
=31, ai(c+di) +2a (by (2))

=3 o) +a+ Y, oi(d;) + a (because A is Abelian and each o; is an
endomorphism)

:FA(Cl,... ,Cn)+FA(d1,... ,dn).

(1ii)=-(i): Assume (iii). Let f be any n-ary 7-term and let a = (ay, ... ,an,),
b=(b,...,bn), c=(c1,...,c,) € A" Foralli e {1,... ,n},

(a; — b; + ¢;, b;,05,¢;) € S, because A is Abelian.

It is enough to show (f4(a — b + ¢), fA(b), f24(a), fA(c)) € S, since then
fAa~b+c)+ fA(b) = fA(a) + fA(c), therefore fA(a—b +c) = f4(a) —
fA(b) + f2(c), because A is Abelian.

From (lll), fA4((a'1 - bl + cl,bla a/l)cl)) teey (an - bn + Cn, bn,amcn)) € S)
Le, (f*((ar — b1+ c1), ..., (an — bn +cn)), f2(b), FA(a), f2(c)) € S,

Le, (fAa—-b+c), fA(b), fA(a), fA(c) € 8S.
(]

Afline algebras appear to have originated in [OS66]. Their significance lies

in the fact that they are “almost” modules. We shall now make this statement
more precise. For any algebra A and any n € w, define

Pol,(A) = {f: f is an n-ary polynomial function of A}
and Pol(A) = Upe, Pol,(A).



113

Definition 3.8. Two algebras A; = (A;; Fy) and A, = (Ag; Fy) (of possi-
bly different types) are said to be polynomially equivalent if A, = A, and
Pol(A;) = Pol(A,).

If R = (R;+,-,—,0R,1) is a ring with identity and M = (M; {+, —,0M} U
{7 : r € R}) is a left unital module over R (where #M(m) = rm for all 7 € R
and m € M), it is easy to see that M is an affine algebra. Conversely:

Theorem 3.9. [Gum?79)

Let A be an affine T -algebra. Then there exists a ring with identity, R, and
a unital left R-module M such that A and M are polynomially equivalent.

Proof.

‘Let A = (A;+,—) and (4;t*) be an Abelian group and ternary group
assgciated with A, as in Definition 3.5, and let 0 € A4 be the identity element
of A.

The endomorphism ring E = (E; @, o, —,0,4d4) of A is the ring of all group
homomorphisms from (A;+, —,0) to itself, where, for f,g € F and a € A,
(f ®9)(a) = f(a) + g(a) and (f o g)(a) = f(g(a)) and 0(a) = 0.

Recall that (A;{+,—,0} U {€é : e € E}) is a unital left E—module, where
ea :=e(a) foralle € F and a € A.

Let R = {e € Pol;(A) : e(0) = 0}. If e € R then there exist k € w, a k-ary
T-term ¢ and u = uy,... ,u; € A such that e(a) = ¢*(a,u) for all @ € A.
Then, for all a,b,c € A,

e(t*(a, b, ¢)) = ¢*(t*(a,b,c),u)

¢*(t*(a, b, ¢), t* (ur, ur, ur), . . ., 2 (ug, ug, ux))  (by Definition 3.5(i))

= t*(¢*(a,u),¢*(b,u), ¢*(c,u)) (by Definition 3.5(ii))

= t*(e(a), e(b), e(c)),

so e preserves t* and 0, and therefore also + (since a + b = t4(q,0,b)).
Consequently, e € E, so R C E. Also, 0, id4 € R. Evidently, if e, f € R then,
since ¢(0) = 0 = f(0) and f(a) + g(a) = t*(f(a),0,9(a)) and —f =0 & (-f),
we have e ® f,~f,eo f € R. This makes R the universe of a subring (with
identity) R of E, so M = (4, {+, —,0}U{7 : r € R}) is a unital left R-module.

Since +, — are definable in terms of 4 and 0 and since R C Pol,(A), we
have Pol(M) C Pol(A). Conversely, if n,m € w and s is an (n + m)-ary
T-term and b = by,... , b, € A, consider the n-ary polynomial f of A defined
by

f(@)=s*@a,b) (a=ay,...,a, € A).
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By the proof of Lemma 3.7 ((i)=-(ii)), there exist homomorphisms a, ...,
Qntm Oof A such that

n

fa) = sA(a,b) = 3 as(a) + > anri(®) (@=an,... an € A).

=1 j=1

Moreover, for each i € {1,...,n+ m}, we can choose ¢; so that if 0 :=
0,...,0) € A™™ then

a;(c) = s%(0,...,0,¢,0,...,0) — s2(0) forall c € A

(the second occurrence of ¢ above being in the i** co-ordinate), whence o;(0) =
0,i.e., o; € R. Thus, in the language of the module M, setting v = 377} an.(b;)
€ A), we have

fa) =) ai(a;) +vforalla=a,...,a, € A,
i=1
so f € Pol,(A). Thus, Pol(A) = Pol(M). a
3.2 Abelian Algebras in Modular Varieties. A ternary term that satisfies
(i) and (ii) of the following theorem is called a difference term. In the next two
results, the existence of a difference term in any modular variety is established

(a result due to Herrmann and Gumm), its properties are described and it is
used to characterize modular varieties.

Theorem 3.10. [Her79] [Gum?78] [Gum80a]
For each modular variety V of type T there is a ternary T -term d, called a
difference term, satisfying the following:
(i) d(z,z,y) ~y is an identity of V.
(i) If (a,b) € 0 € Con(A), where A € V, then d*(a, b, b)[d, fa.
(ii) If o, 8,7 € Con(A), where A €V, and z,y,z,u,u € A andanN B C 7,

then

x I} z z Jé) z
o Y implies y o

Yy u v’ d Y U u'

with d = d* (u,u', y).
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Proof.

Let V be a modular 7-variety. Then there are T-terms mo(z,y, 2z, u), ... ,
mn(z, Yy, 2, u) such that V satisfies the identities of Theorem 2.1. Define
¢:(z,y,2),1=0,1,...,n, inductively by

QO(x,y,Z) = 2z

¢ (CE y Z) — mi-}-l(‘]i(x)y,z)ay7x7Qi(xay)z)) (?’ Odd)
A m’i+1(‘]‘i(x7y)z))$,y;Qi(x)y)z)) (Il’ even)
and set d(z,v, 2) = q.(z,v,2).1®
(i) We show by induction on i that V | ¢i(z,z,y) = y for i = 1,... ,n.
This is clearly true for ¢ = 0. Suppose it is true for some 7 > 0. Then
Vv |: qi+1 (117, z, y) ~ Mt (q,,(x, z, y)) z,T, Q‘i(z, z, y))
~ q;(z,z,y) (by Theorem 2.1 (ii))
~ 1y (by the induction hypothesis),

as required. Now, setting ¢ = n, we have V E d(z,z,y) = y .

(i1) Let 8 € Con(A), where A € V. Let (a,b) € 8. We prove by induction
on ¢ that

g (a,b,b)[0, 0lm™(b,b,b,a) for all odd i < n, and g(a, b, b)[4, 8)m (b, b, a, a)
forall even 4 < m. ... i (1)

Since, by Theorem 2.1 (i), m,(z,y, 2, 4) = u, we shall then have d*(a,b,b) =
g2 (a,b,b)[8,0]a (for n even or odd), as required.

By Theorem 2.1 (i) (¢é*(a, b,b), mg(b,b,b,a)) = (b,b) € id4 C [6,6].
Suppose 4 is odd and that (1) holds for <. Then g} (a,b,b)
=m (¢t (a,b,b),b,a,¢*(a,b,b)) [0, 0] m& , (m2(b,b,b,a), b, a,mA (b, b, b, a)).
Now by Theorem 2.1 (ii),
mé ,(m#(b,b,b,a),b,b,mA (b, b,b,a)) =mA(b,b,b,a)
=mf,(b,b,b,a) (by Theorem 2.1 (iv))
=mf,(m&(b,b,b,b),b,b,mP(a,a,a,a)) (by Theorem 2.1 (i)). ......... (2)
Whenever a,0b;,4 = 1,... ,n — 1, then for any n-ary term ¢,

tA(G,, Alyene ,an_l) tA(G,, bh - )bn—l)

tA(b’ al"" ’a’n—l) tA(b,bl,-.. ;bn—l) € M(070)

18This term was constructed by C. Herrmann [Her79]. The proof of this theorem given
in [Gum80a) is different.
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so if tA(a,a1,... ,an-1) = t*(a, by, ... ,by_1) then
(A (b, aq,. .., an_1),t2(0,b1,... ,ba1)) €16,0],

since C(6, 6; (6, 8]) holds. If we apply this term condition to the sixth argument
of equation (2), we get
m . (m#(b,b,b,a),b,a,m(b,b,b,a))[0, 0]m, (m(b,b,b,b),b,a,mP(a,a,a,a))
so mé | (m;(b, b,b,a), b, a,m®(b,b,b,a))[0,8]lm#, (b,b,a,a), by Theorem 2.1 (i),
and by transitivity, ¢}, (a, b, b)[6, 0)m& (b, b,a,a).
Now suppose i is even and that (1) holds for i. Then ¢, (a,b,b)
= m&,(¢*(a,b,b),a,b,¢2(a,b,b))[0, 0lm# , (mP(b,b, a,a), a,b,m™ (b, b, a, a)).
Now by Theorem 2.1 (ii),
mip1(m2(b,b,a,a),a,a,mA(b,b,a,a)) =mi(bb,a,a)
= m#,(b,b,a,a) by Theorem 2.1 (iii)
= m& ;(mf(b,b,b,b),b,a,mP(a,a,a,a)) by Theorem 2.1 (ii). ............ (3)
By an argument similar to the odd case, applied to the sixth argument of
equation (3),
mﬁkl(m;& (bv b, a, a): a, b, mf (bu b, a, a))[9, e]mﬁ-l(mf‘ (b, b,b,b),b,b, m?(a; a,a, a))
so mf,(m?(b,b,a,a),a,b,m*b,b,a,a))d,0lm:,(b,b,b,a), by Theorem 2.1
(i), and by transitivity, g}, (a, b, b)[0, 8]m# (b, b,b, a) so the result follows'®.

(iii) Let o, 8,7 € Con(A), where A € V, and let z,y,2,u,u € A and
aNp Cy. We show that any 7-term d(z,y, z) which satisfies (i) and (ii) will
satisfy (iii). Suppose d(z,y,z2) is a T-term which which satisfies (i) and (ii)
and that '

where anN g C 4.
We have (u,y), (u',y) € B s0, by (i), d*(u, v, y)Bd*(y,y,) = v.

19 According to [FM87], this proof of (ii) is due to W. Taylor [Tay82]. The proof of (iii) is
really a proof that, for a ternary term d, (i) and (ii) imply (iii) and is due to Udi Hrushovskii
(according to [FMB8T7]).
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Also (u,2) € 750 d2(u,u', Y)yd® (2,8, Y) eeoe (4)
Also (v, 2), (y,2) € a so, by (i), d*(z,u,y)ad®(z,z,z) = 2. ............ (5)
Also (z,z), (v, y) € B so d™(z,u,y)Bd* (T, 14, Y) «oovvriii (6)

We have (z,2) € 3, and (z,u) € v and (u,y) € fso (z,y) € foyo S C AV,
therefore (z,y) € an (BV 7).

By (ii), d (2,5, )[a N (BY 1), @ N (BYV T «eeeeeeeeeeeeeiiiii, (7)

By Propositions 2.9 and 2.12, [@aN (BV y),anN(BVY)] C [e,fV Y] =
[, ]V [, 7] € (@NB) V(any) =any, (since an B C ).

By (7) therefore, d*(z,y,y)(a N y)z and by (6), dA(ai,y,y),B d®(z,u ,y) so
dA(z,u,y)(BV(any))z. By (5), d4(z,u',y)ox so d* (2,4, y) (eN(BV (any)))z.
Now

an(BV(any)) = (any)V (an P) (by modularity, since Ny C o)
=anysod(z,u,y)(any)z.

By (4) d®(u, v, y)yd*(z,u',y) so d*(u,u’,y) (v V (e N 7))z, therefore
d* (u, v, y)yz. 0

Corollary 3.11. [Gum80a]

Let V' be a T-variety and d(z,y, z) a T-term satisfying Theorem 3.10 (iii).
Then V' is modular and Theorem 8.10 (i) and (1i) hold for this d.
Proof.

We first show Theorem 3.10 (i) holds for d. Let a,b € A, where A € V.
Consider the diagram:

b A? a

td4 1da

d*(a,a,b) b a a

Since ida4, A* € Con(A) and idy N A2 C id4, Theorem 3.10 (iii) implies
(d*(a,a,b),b) € idy. This holds for any a,b € A, and for any A € V,
therefore d(z,z,y) ~ y is an identity of V.

We show V' is modular. Let o, 3,7 € Con(A) with an g C 7. Suppose the
situation depicted in the following diagram obtains.

By Theorem 3.10 (iii) we have (z,d* (u,u, 7)) € .
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Taking u = u , we have (z,u) € v and d®(u,u ,y) = d*(u, u,y) =y (by (i)).
Thus, condition (iv) of Theorem 2.3 is satisfied. Therefore, by the equivalence
of Theorem 2.3 (i) and (iv), V is modular.

We show Theorem 3.10 (ii) holds. Recall that A(#) denotes 6, considered
as a subalgebra of A2, Let

[Z}EA(G).

Then ((b7 b): (b’ b))’ (((1, b)) (a) b)) € No and ((b> b)) (a’) b)) €m where To, Th are
the kernels of the first and second projection homomorphisms py, p; (from A (6)
onto A) respectively.

Let Agyg and be as in Definition 2.18. Now

since (a,b) € 6. By Theorem 3.10 (i), since (a,b) € 6, we have (a,d*(a,b,b)) =
(d4(a,a,a),d*(a,b,b)) € 0 and

Ly | |5] e8]

We also have ng Nmy = id4 C Agg so we have the following diagram:

| can ][] e
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Thus by Theorem 3.10 (iil) we have

o (L)) [2]) = [t

(by (i) so

a b ]
[dA(a, bb) b | €20

By Theorem 2.25 ((iii)= (i)) we have a6, §]d*(a, b, b).
[

If S is a set then a ternary operation f : S® — S is said to commute with
itself if, whenever a;, b;, ¢; € S for all ¢ € {1,2, 3}, then

t(t(ay, b1, c1), t(ag, ba, c2), t(as, bs, c3)) = t(t(a1, az, as), t(b1, ba, b3), t(c1, c2, €3))-
Lemma 3.12. [FM87, Lemma 5.6]

Let t(z,y, z) be a ternary operation on a set S such that t commutes with
itself and S satisfies the Mal’cev equation t(z,z,y) = y = t(y,z,z). For any
fized a € S the operation z +y = t(x, a,y) defines an Abelian group on S with
a as identity element and with —z = t(a, z, a). Moreover, t(z,y,2) = z—y+=z.
Proof.

We know that (S;t) satisfies t(z,z,y) c y ~ t(y,2,2) ...t (*
Let z,y,z € S.

(1) a is the identity element for the above operation +:
z+a=1t(z,q,a) =a=t(a,a,z)=a+z.
(2) Associativity of +:
z+ (y+ z) = t(z,q,t(y, a, 2))
— t{t(z,0,0), Ha,a,0), 1, 0, 2)) (by (*))
= t(t(z, a,9),t(a, a,a),t(a,q, 2)) (by commutativity of ¢ with itself)
=t(t(z,a,9),a,2) (by (*))
=(r+vy)+2
(3) Commutativity of +:
z+y=1t(z,q,y)
= t{t(a,a,2), (0, ,0), Hy, 0, @)) (by (*)
= t(t(a, a,9),t(a,a,a),t(z,a,a)) (by commutativity of ¢ with itself)
= t{y,0,2) (by (*))
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=yt
(4) Let —z = t(a,,a). Then
z + (~z) = t(z, a, t(a, z, a))
= t(t(a, a, 1), t(a, 7, z), t(a, z,a)) (by (*))
= t(t(a, a, a), t(a, T, ), t(z, 7,a)) (by commutativity of ¢ with itself)
= t(a,a,a) (by (*))
=a By(@3),(-z)+z=a
(5) We show z — y + z = t(z,y, z). We first show z —y = t(z,y,a):
z -y =g+ (-y) =iz,a,1(a,y,a)) (by (4))
= t(t(z, a, a), t(a, a, a), t(a,y, a)) (by (*))
= t(t(z, a, a), t(a, a,y), t(a,a,a)) (by commutativity of ¢t with itself)
= t(z,y,a) (by (*))-
Now z —y+2=(z—y)+z=1t((z,y,a),0a,2)
= t(t(z, y, a),t(a, a,a), t(a, a, 2)) (by (*))
= t(t(z, a,a),t(y, qa,a),t(a, a,2z)) (by commutativity of ¢ with itself)
= t(2,y,2) (by (*))- O
It is easy to show that a difference operation ¢ of a ternary group (A;t)
commutes with itself (on A) (see Definition 3.5) . Recall that if V' is a modular

variety and d is a ternary term for which (i) and (ii) (and hence (iii)) of
Theorem 3.10 are true then d is called a difference term for V.

Proposition 3.13. [Gum80a]

Let V be a modular variety and d any difference term for V. Let o, €
Con(A), where A € V anda O . Then [o, B8] = ida if and only if for anyn €
w and any n-ary fundamental operation (and hence any n-ary term operation)
s® and elements a = (ay,... ,a,),b= (b1,...,b,),c = (c1,... ,¢cs) € A such
that a;8b;ac; (1=1,...,n), we have

dA(s®(a), s*(b), s%(c)) = sA(d* (a1, b1, c1), ... , d*(an, b, Cn))
and (b,c) € B implies d*(b,c,c) = d*(c,c,b) = b.

Proof.

(=) Suppose [a, ] = id4. Let s* be an n-ary fundamental operation of
A and let a = (01,...,a,),b = (bs,... ,by),c = (c,... ,cn) € A such that
aifbac; for all i € {1,...,n}. Then s*(a)Bs*(b)as?(c).
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Let 1, m be the kernels of the first and second projection homomorphisms
from the algebra A () onto A and let A = A, g (as defined in Definition 2.18).
Now 7o N7y = idy C Agp. Let a,b,c € A such that afbac. Then we have the

diagram:

(Ca b) L) (ba b)

To A

| (c,a) (a,a) (b,a)

By Theorem 3.10 (i),(ii),
(dA(a’ b, C), a’) = (dA(a', b, c)> dA(aa a, a)) = dAz((a’ a’)’ (ba a), (C, a))A(c, b)
In particular, (d*(s®(a), s (b), s2(c)), s4(a))A(s%(c), s* (b)) ........... (1)
and for i € {1,...,n}, (d%(a;, b;, ¢;), a;) A(ci, b;), so by compatibility
sA7((dA(a1,b1,¢1),01), - .+ (A (@ny by, Ca)y 02)) A 837 ((c1, b1), - -+, (Cny b)),
ie., (s2(d*(ay, b1, 1), .. ,d%(an, bn, cn)), 4 (a))A (s2(c), s (b)), ........ (2)
From (1) and (2) by transitivity we have
(dA(SA(a), SA(b)’ st (C))’ SA(a))A (SA (dA(a'l, b, cl), Tty dA(a'm bn, C-,,_)), SA(a))1

d4 (s (a), sA(b), sA(c)) s™(d*(ay, by, cl)x oy d2(an, by, cn))

54 (a) 54 (a) €A

i.e.,

By the equivalence of (i) and (iv) in Theorem 2.25 (ii), we have

(dA(s*(a), s2(b), s%(c)), s*(d™ (a1, b1, c1), - - - , A3 (an, bn, €0))) € (o, B] = idy
so d*(s%(a), s*(b), s*(c)) = s2(d®(a1, b1, ¢1), - - . , d2(@n, by, C1)).

Now suppose (b, c) € 8. By Theorem 3.10 (i), (ii), d*(c, c,b) = b and
d*(b,c,c)[B, Blb. But f C «a and therefore B, 4] C [a,B] = ida by order-

preservation, so d®(b,c, c) = b.

(<) Suppose the conditions on operations hold. We show [a, 8] = id4.

We first show that the congruence relation Ag, on A(f) is characterized by
(a,b)Agq(c,v) if and only if afbac and v = d*(b,a,c). Let A" be the relation
on A? defined as follows:

A" = {((a,b), (c,v)) : afbac and v = d*(b, a, c)}.
First note that A" C 8 x 8 since if ((a,b), (c,v)) € A" then
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¢ = d*(a,a,c)Bd4(b,a,c) = v.

Reflexivity:
For (a,b) € A(f), we have af3bfBa but 8 C « so aflbaa. Also d*(b,a,a) = b,
since (b,a) € 8, so ((a,b), (a,b)) € A'.

Symmetry:
Let ((a,b), (c,v)) € A'. Then afbac and v = d*(b,a,c). ............... (3)
We show ((c,v), (a,b)) € A, i.e., cBvaa and b = d*(v, ¢, a).

Since A" C 8 x B, (¢,v),(a,b) € B C « and (b,c) € a by (3). Therefore
(a,v) € a by transitivity of o, so cfvaa. We also have

d4(v,c,a) = dA(d*(b,a,c),d*(a,a,c),d*(a,a,a)) (by (3) and Theorem 3.10
(1)
= dA(d*(b,a,a),d*(a,a,a),d*(c,c,a)) (by assumption since bfa and caa)
= dA(b,a,a) =b (by Theorem 3.10 (i) and since (b,a) € 3).
Transitivity:
Let ((a,b), (c,v)), ({¢,0), (r,5)) € A,

We show ((a,b), (r,8)) € A', i.e., afbar and s = d* (b, a,7). We have afbac,
cPvar, v = d*(b,a,c) and s = d*(v,c,7) so (b,c) € a and (c,v) € 8 C a so
(b, ¢), (c,v), (v,7) € a. Therefore (b,7) € a, by transitivity of a, so aBbar. By
our assumptions and Theorem 3.10 (i) and since (a,b) € # and (c,7) € a,

dA(bya,r) = d*(d4(b,b,b),d*(a,b,b),d*(c,c, 1))
= d*(d*(b,a,c),d*(b,b,c),d™ (b, b, 1))
=d*(v,c,7) = 5.

Compatibility:

Let f be an n-ary fundamental operation symbol of A’s type. Suppose
((as, b3), (ci,v5)) € A for i € {0,1,...,n}. Then for each i we have a;8b;cc;
and v; = d4(b;, a;, ;).

We show fAB)((ay,b1), ..., (an, b)) A" FAB ((c1,v1), . . . , (Cn, Un)), i€., we show
fAay, ... ,an)Bf2 (b1, ... ,bp)afA (e, ... ,c,) and
FAv1, . v) = dA(fA(D, ..., b)), fA(an, - s an), fA(c, . . yCn))-

For each i € {1,... ,n} we have fA(ay,...,a,)Bf2(by,...,b,) and
A, ..., by)afA (e, - . ,¢n) by compatibility of 8, a € Con(A).

Now fA(vy,...,v) = FA(dA(by, a1,c1), . .. , d4 (b, Gy C1)) |
= d*(fA(by, ... ,ba), fA(ar, ... ,an), fA(c1,. .. , ), by our assumptions.
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Thus A’ is a congruence relation on A(f).

Apg is the congruence relation on-A(f) generated by {((z, ), (u,u)) : zou}
by Definition 2.18. Now if a,c € A and aac then afacc and ¢ = d(a,a,c) by
Theorem 3.10 (i), so ((a,a), (c,c)) € A". Thus, A’ contains a set of generators
of Ay, therefore Agq C A .

Suppose (a, b)A’ (¢, v). Then afbac so (a,b) € o and v = d*(b,a,c). By our
assumptions and Theorem 3.10 (i)

d®(a,b,b) d4(b,b,c)
[z zcz] - [ dA(Z,a,b) dA(b,a,c)] € M(B,0) C Apo

(using t(x1,y1,Y2) := d(y1,%1,¥2) in the definition of M(B,)). Thus, A' C
Aﬂ,a SO A, = Aﬁ,a- 20

Finally, we show [a, 8] = id4. Let (a,b) € [a, f] = [B, a]. Then

a b
[b b]eAﬂ’a

by the equivalence of (i) and (ii) in Theorem 2.25. Now (b, b)Agq(a, b) by sym-
metry, therefore (b, b)A'(a, b). Consequently, d*(b, b, a) = b but d*(b,b,a) = a,
by Theorem 3.10 (i). Therefore b = a, so [a, ] = id4. O

Suppose V is a modular variety with difference termdand A € Vandu € A
and 3 € Con(A). Then the congruence class u/8 = {a € A : (a,u) € B} is
closed under d*, because if a,b,c € u/f then d*(a,b,c)Bd* (u,u,u) = u (by
Theorem 3.10 (i)). In this case, the algebra (u/g;d*) is denoted by
M(8,u)2.

Setting o =  in the previous proposition, we get:

Corollary 3.14. [Her79]

Let V be a modular T -variety with difference term d and let A € V. A
congruence relation 3 on A is Abelian if and only if for eachu € A, M(B,u) is
a ternary group and whenever s®(uy, ... ,u,) = u where s is an n-ary T -term,
then s® restricts to a homomorphism M(B,u1) X ... x M(8,u,) — M(B,u)
(of ternary groups). We express this last property by saying that s is affine
between the congruence classes of 3. %2

20Tp fact, our proof shows that A" = M(B,a), so M(c,8) € Con(A(B)) under the
assumptions of this proposition.

2MIn Freese and McKenzie’s notation M(8,u), the M is intended to suggest “module”.
The reader is entreated not to confuse M(f, ) with the M(83, @) of Definition 2.6.

22Tn view of the proof and the previous proposition, this corollary clearly remains true if
we replace “term” by “fundamental operation symbol”.
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Proof.

Let 8 € ConA.

(=) Suppose [, 8] = ida. Let n € w and u,uy, ... ,un € A and let s be an
n-ary T-term with s®(u,, ... ,u,) = u. In what follows, a = (ay,... ,a4), b=

(by,...,by) and ¢ = (c1,. .. ,Cq) denote elements of A™.

Fori=1,...,nif a;, b;,c; € u;/0 then a;8b;f¢c;. If this is true for all i then
s4(a)Bs* (b)Bs*(c)Bu, so by Proposition 3.13,

SA(dAn(a7 b’ C)) = SA(dA(alv bl, Cl)) e dA(a"f“ b’na cn))
= dA(s2(a), 52 (D), 82(C)), < vvttii (1)

whence sA restricts a homomorphism from []?; M(8, u;) into M(8, u). Also,
for any v,w € u/f, since (v,w) € B, we have d*(v,v,w) = w = d*(w,v,v).
Moreover, setting n = 3 and s = d and u; = up = ug = u in (1), we conclude
that the restriction to u/8 of d* commutes with itself (on u/B). Thus, by
Lemma 3.12, M(f3,u) is a ternary group (and is d-affine).

(<) Assume that the conditions of the corollary hold. If (b,c) € f then,
since M(8,b) = M(B, c) is a ternary group, d4(b,c,c) = b = d*(c,¢,b). Let
n,s,a, b, c be as in Proposition 3.13, with @ = 8. Then M(8, a;) = M(f, b;) =
M(B, ;) and M(B, s (a)) = M(8, s* (b)) = M(B, s*(c)) are ternary groups
for each i € {1,...,n} and, by assumption, s* restricts to a homomorphism
from 1%, M(8, a;) into M(8, s*(a)), which means just that (1) holds (with
u = s*(a)). Thus, by Proposition 3.13, [8, ] = ida.

O

We are now in a position to derive:

Corollary 3.15. (The Fundamental Theorem of Abelian Algebras) (C. Her-
rmann [Her79])

In a modular variety every Abelian algebra is affine, and conversely.

Proof.

Let V be a modular variety. Let d be a difference term for V. Suppose
A € V is an Abelian algebra, i.e. A% is an Abelian congruence on A. By
Corollary 3.14, for any u € A, M(42,u) = (u/A% d*) = (A;d*) is a ternary
group and A is d-affine.

The converse follows from Proposition 3.6. | O

3.3 More on Abelian Congruences. The remaining results of this chapter
will be needed in Chapter 4. In particular, the following lemma is used in the
proof of Theorem 4.11 where it replaces a complicated argument from [FM81].
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Recall that if A is an algebra and X C A? then (X)) is the least semicon-
gruence (i.e. reflexive compatible relation) on A containing X.

Lemma 3.16. Let V be a modular variety and let A € V and let B be an
Abelian congruence of A. Let 1 be a semicongruence of A with n C 3. Then

n € Con(A). Thus, if X C B then o®(X) = 04(X).
Proof.

Let d be a difference term for V. Thus V = d(z,z,y) = y and if (u,v) € 8
then d2 (u,v,v) = u, by Proposition 3.13 (or Theorem 3.10, using [3, 8] = id,).

We need to show that 7 is symmetric and transitive. Let a,b,c € A with
(a,b), (b,c) € n. We need to show that (b, a), (a,c) € . Now

b=d*(a,a,b)nd*(a,b,b) =a (because (a,b) € n C B).
Also b= d*(b,b,a)n d*(c,b,b) = ¢ (because (b,c) € n C ), as required. O
Definition 3.17.

Let A € V, where V is a modular 7-variety, let 2,2 € A and let 3 be
an Abelian congruence on A. Let Hom(f, z, z') denote the set of functions

g:M(B,2z) = M(B,2) of the form g(z) = fA(z,2,2,¢0,- .+ ,Chet) -vr-... (i)
where k € w, ¢g,...,ck-1 € A and f is a (k + 3)-ary T-term, such that V
satisfies F(U, 0,0, Y0y -+ s Phe1) R U e woee ettt (ii)

Note that (i) and (ii) alone ensure that g[M(83,a)] € M(3,7). Also note
that any ¢ € Hom(B, 2,7) is a homomorphism of ternary groups, by Corol-
lary 3.14. Indeed, if x = (z1,22,23) € (2/0)® and w abbreviates (w,w,w)
whenever w € {2,2,¢p,...,ck_1} and ¢ = (cg, ... ,Ce_1) then

9(a*(x)) = fA(d4(x),dA(2), d*(z), d*(co), - .. , d*(ck-1))

= dA(fA(xl) 2, zl ) C), fA(I% 2, Zl, C), fA(CE3, 2, Z’, C)) = dA(g(:El)’ g(l'g), 9(1;3))
Since g(2) = 2z, it follows that g is also a homomorphism between the Abelian
groups (z/0;®, —,z) (where z @ y = d*(z,2,y)) and (2'/B;®, —, 2") (where
@y =d4=z2,y)).

Lemma 3.18. [FM87, Lemma 9.1]

[7675 V' be a modular T-variety with difference term d. Let A € V and
z,z € A and let § be an Abelian congruence of A. Then Hom(B,2,2) is the
set of restrictions to z/fB of unary polynomials on A which map z to 7.

Proof.

(=) Let g € Hom(ﬂ,z,z'), say g(z) = fA(z,2,2,¢c0,... ,ce-1) for all
z € z/f where k € w and ¢,...,c5-1 € A and f is a (k + 3)-ary T-
term. Thus, g is the restriction to z/8 of a unary polynomial [ : 4 —» A
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defined by I(z) = fA(z,2,2,co---,cx-1) for all z € A. By (ii) above,
9(z) = f2(z,2,2 ,c0y ... yCx1) = 2 .

(<) Let h be a (k + 1)-ary T-term, where k£ € w, and let cg,... ,ck—1 € A
such that h®(2,¢co,...,ck_1) = 2. Let g : A — A be defined by g(z) =
h&(z,c), where ¢ = ¢y, ... ,ck1, for all z € A. Then g is a unary polynomial
of A which maps z to z. Define a T-term f by:

f(ua v, v/aY) = d(h(ua y),h(’l],y),’l)l) where Y=%Y0,. .- Yk-1-

fisa (k+3)-ary T-term and V k= f(v,v,v,y) = d(h(v,y),h(v,y),v) = v
by Theorem 3.10 (i). Now for all z € M (8, z),
fA(z, 2,2 ,¢) = d*(h*(z,c), k™ (2,¢c), 2)
= dA(h®(z,c),2,2) by definition of h. ...t (1)
If z € 2/B, then h*(z,c)Bh™(z,¢) = 2, ie., hA(z,c) € 2 /B. By Theo-
rem 3.10(ii), d® (kA (z, ¢), 2, 2 )[B, B]h* (=, ¢), i.e., 2 (h*(z,¢), 2, 2) = K™ (z, )
(since @ is Abelian).
We therefore have g|(,/p)(z) = h*(z,¢) = fA(z,2,2,co, ... , cx-1) (by (1))
for all x € M(B, z), 50 g|(:/5) € Hom(B, z, Z). a

Corollary 3.19. LetV be a modular T -variety with difference term d, let A €
V and let B be an Abelian congruence of A such that A/ is finite, say A/ =
{z1/B, ... za/B} where n = |A/pB| € w. For each 3,5 € {1,...,n} and each
g € Hom(B, z;, z;), there exists an (n+ 1)-ary T-term ty = to(zo, Z1,. .. , Tn)
such that for all z € z;/8,

1

g(z) = t?(m,zl,. ey Zn)-
In particular, if A is finite, say |A| = m € w, then

|H0m(ﬂ, %, z])| S m(mn+1) S m(mm+1).

Proof.

Let 4,5 € {1,...,n} and g € Hom(f, z;, z;). By Lemma 3.18, there exist
k € wand a (k + 3)-ary T-term f and ¢ = ¢y, ... ,cx_1 € A such that for any
x € 2/,

g(z) = fA(vai,Zj,C) and V = f(v,v,v',y) ~v.

For each 7 € {0,... ,k — 1}, let ¢, € zy)/B (so o(r) € {1,...,n}) and
let z, = Z5(0) -+ - s 2o(k—1). Let z € z;/B. Then by Corollary 3.14 and Theo-
rem 3.10,

g9(z) = fA(a:’Zi’zj’c)
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FAAA (2, 2, 2), A2 (20, 23, 23), A2 (25, 25, 23), A2 (26(0), Z0(0)) C0),
-3 @ (2o (k—-1)> Zo(k—1)s C-1))
= dA(fA(z, 2, 25, 20), [ 2 (2, 2, 24, 20), T2 (2, 2, 25, €))
= d*(f*(z, %, ), 20), %), %)
= fA(z,2,2,2,) (because fA(z, 2, 2j, 20) Bf* (2, 2 2, 25) = 25)
=t (T, 21, -+ 5 %)
if we define t,(xzo, Z1,. .. ,Za) = f(Zo, Tir Tj, To(0), - - - s Lo(k-1))-
Now suppose |A] = m € wso n < m. Define ¢ : Hom(f,2,2;) = F =
Fy(a)(Zo, ... ,Za) by g 15 .

If g,h € Hom(B,z,z;) and tf = tf then, by Theorem 0.50, V/(A) (hence
A) satisfies ,
to(Zo, T1,- -, ZTn) = th(Z0,21,... ,Zn), 50 g(z") = h(z) for all ' € 2/,

whence g = h. Thus, ¢ is one-to-one and so
|Hom(B, zi,z)] < |Fva)(Zo, .- »%n)l
< |A[04™ (by Lemma 0.51)
m{m™ < ™),

3

In this chapter we have presented those results about Abelian congruences
in modular varieties that will be needed in Chapter 4, particularly for the
main result, Theorem 4.11. The connection between modular varieties and
the modules over rings goes much deeper, however. In particular, for every
Abelian modular variety V there is a single ring R with identity such that
V is equivalent, in a strong sense, to a variety of unital R-modules. (This
strengthens the Fundamental Theorem of Abelian Algebras.) The interested
reader should consult Chapter 9 of [FM87], as well as [DK87].
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Chapter 4

‘Residual Size in Modular
Varieties

We have seen how the commutator in modular varieties plays a role in,
amongst other things, the description of Abelian algebras and Abelian con-
gruences. In this chapter we shall see that it can also be used to describe
residually small modular varieties. We consider the commutator identity
zAly,y] = [z Ay,y] where (z,y) is a pair of variables ranging over the congru-
ence relations of any algebra in a variety V. This identity is referred to as (C1).
In Theorems 4.1 and 4.2 some of its properties are described. We also include
a result that illustrates the link between (C1) and Abelian congruences.

There are a number of other commutator identities that distinguish signif-
icant classes of varieties (see [FM87, Chapter 8]). (C1) is singled out in this
chapter because of its link with residually small varieties: we infer from The-
orem 4.10 that a residually small variety must satisfy (C1). This result is due
to Freese and McKenzie [FM81].

The main result of this chapter (and this thesis) is found in Theorem 4.11
and is also due to Freese and McKenzie [FM81]. It provides a partial posi-
tive answer to the RS Conjecture which asks: if a finite algebra generates a
residually small variety, must that variety have a finite residual bound? The-
orem 4.11 proves that the conjecture is true for the case of finite algebras in
a modular variety. McKenzie in [McK96a] has shown the RS Conjecture to be
false in general, however.

4.1 A Congruence Identity. Consider the “éongruence identity” 23

(Cl)  zAlyyl=[zAyY

in the language of lattices augmented by the binary operation symbol [,]. We
say that an algebra A satisfies (C1) if (Con(A);N,V,[,]) E (C1). We say
A satisfies (C1) hereditarily if (Con(B);N,V,[,]) E (C1) for all subalgebras

23We follow the literature in calling (C1) an “identity”; strictly speaking it is an equation.
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B of A. For the sake of notational brevity we denote (Con(A);N,V,[,]) by
Con(A).
Theorem 4.1. [FM81]

Let V be a variety and A € V. In Con(A), the identity (C1) is equivalent
to the quasi-identity z < [y,y] = z = [z,y].

Proof.

Suppose Con(A) = z < [y,y] = z =~ [z,y] (where C interprets <). Clearly
Con(A) E z Aly,y] < [y, y], so by the quasi-identity,
Con(A) EzAly,y] = [z A[y,y], 9]
<[z Ay,y] (by order-preservation since Con(A) |=[y,y] <yAy=y)
<z A[y,y] (since Con(A) E[zAy,yl <zAy<zand [zAy,y] <[y,y]).
Thus, Con(A) = z A [y,y] = [z Ay,y), i.e., A satisfies (C1).

Conversely, suppose A satisfies (C1). Then, over Con(A),

z<lyyl v z=zAyyl=[zAyy] (by (C1))
< [z, y].

Also Con(A) k= [z,y] < z (by Proposition 2.9 (i)). Thus, Con(A) k=
z <[y,y] = z = [z,y] : O

Theorem 4.2. [FM81]

Let V be a modular variety of type T = (F,ar). Then the class of algebras
in 'V which satisfy (C1) hereditarily is closed under the formation of quotient
algebras, subalgebras and finite direct products.

Proof.
Let A € V and suppose that A satisfies (C1) hereditarily.

If B is any subalgebra of A and C any subalgebra of B then since C is a
subalgebra of A, (C1) will be satisfied by Con(C). Thus, B satisfies (C1)
hereditarily.

Let C < A/ for some § € Con(A). Then C = B/y where B = {z € A :
z/0 € C} and y =60N (B x B). Let z1,...,2, € B. Then x,/6,...,z,/0 €
C, so fC(x,/0,...,1,/0) € C, whenever f € F with ar(f) = n, that is
fA(z1,...,z,)/0 € C, 50 fA(z1,...,2,) € B, so B is a subuniverse of A and
the algebra B satisfies (C1).

Suppose (C1) fails for C = B/~y. Let f be the isomorphism from int(-y, B?)
to Con(B/v) defined by f(8) = 0/v. There exist p,v € int(y, B?) such that
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f(v) € [f(w), f(W)] (in Con(B/y)) and f(v) # [f(v), f(n)] by the previous
theorem, and the Correspondence Theorem.

Now v C f~M([f(w), f(W)]) and v # f7([f(v), f(w)]) so by Remark 2.15,
v CluplVy=[pplyin Con(B)and v # [V, py. covoooiiiiiii, (1)
Now v C [, uly C (N p)Vy=pVy=p Alsofypul, Cvnpvy=
vNu=v (since y C uNvand v C p). But by (1) we must have
[y By oV (2)
Suppose [v, u] 2 [p, p]Nv. Then we would have [v, p|Vy D ([p, p]Nv)Vy =
(yV [, p)) Nv  (by modularity, since y C v)
= [y, ply Nv = v since v C [y, p},. However, [v, u], D v contradicts (2), so we
must have [v, p] 2 [p, p] Nv.

Since v C p, [pNwv,u] = [y, 4] B (B, pl Nr, ie., (C1) fails in Con(B), a
contradiction. Thus, C satisfies (C1).

Finally, consider an algebra C = A x B where A and B satisfy (C1) hered-
itarily and suppose D is a subalgebra of C. Let py and p; be the projection
homomorphisms from D to A and B respectively, and let 7y and 7; be their
respective kernels. Now pg[D] < A and p;[D] < B so pg[D] and p,[D] satisfy
(C1) hereditarily, because A and B do, so the roles of A and B in the proof
can be taken by po[D] and p;[D] respectively, i.e., we may assume without loss
of generality that py and p; are onto.

Suppose 4,4 € Con(D). Let v = é N [, u] . Since v C [y, u], we have
vV C{uVmn,pVnlVn (in Con(D)). Recall that po(v V o) € Con(A)
because v V 19 2 19 = ker(pg), so in Con(A),

po(v Vo) C o[tV 1o, 1V o] V 1)
= po(p5 ' [po(1 V 10), po(12 V m9)])  (by Proposition 2.14 (i))
C [po(r V 70), po(1e V Mo)] (in Con(A)).

A satisfies (C1) hereditarily so by the equivalent quasi-identity, po(v V7o) =

[po(vVm0), Po(1V0)]. Now vV C pg [po (v V), o(1Vie)] = [v V10, Vo] Vg
by Proposition 2.14 (i).

Conversely, [v V7o, u V1] Ve C vV g Ve =v V1 so
UV =[N0, V]V II0 w e (3)
= [v, ] V [0, ] V [, 0] V [10, 0] V 10 (by Proposition 2.9 (i))
= [v, 4] V no.
We therefore have v Vo =[v,u] Vo, oo (4)
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Thus v =v N (¥ Vn) =vn(y,u V) (by (4)) and [v, u] C v so by the
Modular Law, v = [y, u] V (v N1p). Similarly, v = [v, ]V (v Nm). ....... (5)
Now the only special property of v that was used above is v C [u, p]. Since
mNv C [u, p], exactly the same argument will work if we replace v throughout
by m Nv. We then get in place of (3) above,
(mNv)Vne=[(mNv)Vn,pVnlVn
and in place of (4) above we get

(mNv) Ve =[m 0w,V n,
the left hand side of which contains 7; Nv, so m Nv C [m Ny, p] V 7.

We therefore have iy v =m Nnvn (fm Ny, u] V)
=[mNuv,uV(mnvnn) (by the Modular Law because 7 Nv 2 [n N, p))
=[mNv,p]Vidp =[m N, pl,s0o we have iy Nv=[m Ny pl. ..., (6)
Now v =[v,u] V (vNny) (by (5))
= [v,u] V [vNm, p] (by (6))
= [v, u] because v N1y C v. Therefore v = [v, y. O
Corollary 4.3. [FM87, Exercise 8.5]

Let V' be a modular variety and A € V, let o, f be Abelian congruences of
A and suppose A satisfies (C1). Then oV (3 is Abelian. Moreover, A has a
largest Abelian congruence.

Proof.

We need to show [aV §,aV f] = ida, i.e. (by Proposition 2.12) we must
show [a, o] V [a, B] V [B, B] V [B, ] = id4.

Now [, 8] = [B, @] and, since o and S are Abelian, [a,a] = [, 8] = id,.
Hence we need only show [a, ] = id4. Now [0, ] C [aV B,a V §] by order-
preservation.

Since Con(A) k= (C1), by Theorem 4.1, we have [a, 8] = [[o, 8], a V 8] =
[le, B8], 0] V [[ev, B, B] C [, @] V [B, B] = ida, s0 @ V (3 is Abelian.

Now let X = {p € Con(A) : p is an Abelian congruence} = {p; : i € I},
say. By the above argument, [p;, p;] = id4 for all 4,5 € I. Let v = V7 p;.
We show V,¢r p; is Abelian, i.e., that [y,7] = idsa. Now by Proposition 2.12,
(7,7 = Vier pi, Vier ps] = Vier Vierlpi, pj] = ida, so v is the largest Abelian
congruence of A. O

4.2 Subdirectly Irreducible Algebras in Modular Varieties. Let K
be a class of algebras of the same type. Recall that Kg; denotes the class
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of all subdirectly irreducible algebras in K and that I, H, S, P, Ps, Py denote
closures under isomorphic and homomorphic images, subalgebras, direct and
subdirect products, and ultraproducts, respectively. By theorems of Birkhoff
and Tarski (Theorems 0.23, 0.25, 0.26 and 0.40),

V(K) = HSP(K) = IPs(V(K)s1)
(where as usual, V(K) is the smallest variety containing K).

Recall that when V(K) is congruence distributive, Jénsson’s Theorem (The-
orem 0.34) improves the above description of V(K): it says that V(K)gs C
HSPy(K),* whence

V(K) = IPsHSPy(K).

Since every congruence distributive variety is congruence modular, one might
ask whether Jénsson’s Theorem remains true under the weaker assumption
that V(K) is modular. Example 4.12 shows that this is not the case. Neverthe-
less, Theorem 4.6 below will provide a description of V(K)g; (hence of V(K))
when V(K) is modular and the specialization of this result to distributive va-
rieties V(K) turns out to be just Jénsson’s Theorem. Theorem 4.6 is jointly
due to Hagemann, Herrmann, Freese, McKenzie and U. Hrushovskii ([HH79],
[Her79], [FM81], [FM87]). Our approach largely follows [FM87], which at-
tributes the next lemma to J.B. Nation. (No assumption about modularity is
made in this lemma.)

Lemma 4.4. Let B be a subdirectly irreducible T-algebra. Then B is iso-
morphic to a subalgebra of an ultraproduct of a family B;,i € I, of finitely
generated, subdirectly irreducible algebras from HS(B).

Moreover, if p; is the monolith of each B; then there is an ultrafilter U over
I and an embedding h: B - B' = [Ticr Bi/Ou such that u|nm) # idags), where

p = (O V Tlier i) /0u € Con(B').

Proof.

We can assume B is infinite, otherwise, setting each B; = B, the result is
trivial (see Lemma 0.33). Let ©2(a,b) be the monolith of B where a,b € B
and a # b.

Let ¢ be the set of all finite subsets of B which contain a and b. For each
S € @, let 15 € Con(SgB(S)) be maximal among congruences of SgB(S) that
do not contain (a, b).

24 At first glance, ultraproducts appear to complicate the description but, by Lo§’ The-
orem, they are “nicer” than they look. Recall also that when K is a finite set of finite
algebras then Py(K) C I(K) (Lemma. 0.33).
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We show that if S € ¢ then such a 1 exists. Let A = {y € Con(SgB(9)) :
(a,b) & v}. A is not empty (since idgss(5) € A) and A is partially ordered by
C.

Let (C;C) be a chain in A. We show that C has a C-upper bound in A.
We can assume C' is nonempty otherwise any element of A is an upper bound
of § in A. UC € Con(SgB(S)) because Con(SgB(S)) is an algebraic lattice.
Suppose (a,b) € UC. Then there exists some v € C such that (a,b) € v, a
contradiction. Thus (a,b) & UC, therefore UC € A and UC is an upper bound
in A for C.

By Zorn’s Lemma, A has a maximal element g, i.e., ¥g is maximal among
congruences 7 of SgB(S) such that (a,b) & 7.

For each S € ¢, G := SgB(S5)/1s is subdirectly irreducible, since
O%(a/1ps, b/1s) is clearly its monolith. Let F be the set of all subsets T of ¢
such that there is an Sy € ¢ with {S € ¢ : S D Sp} CT. We show that F is
a filter over o, i.e., a filter of the Boolean algebra whose universe is P(¢) (the
set of all subsets of ).

Now ¢ € F, because ¢ 2 {S € ¢ : {a,b} C S}

Let Ty,T> € F. Then there exist Sy, S2 € ¢ such that {S€¢: 525} CTy
and {SG QY S _:_) Sg} Q TQSO {S € QOS 2 51U52} Q TlﬂTQ andleJSz € )
because (a,b) € S; U S, and Sy U S, is finite. Therefore Ty N7y € F.

Let Ty € T C ¢. Then {(Se:8D28}CTyCT soT € F. Thus, Fis a
filter over (.

For all Sy € p,{S € ¢ :8 D Sp} € B sod ¢ F, therefore F is a proper
filter. There exists an ultrafilter U over ¢ with F C U (by Theorem 0.31). Let
¢ = {S;: i€ I}. For each i, let B; = SgB(S;)/1s,, and let u; be an arbitrary
element of S;.

Let ¢ : B — [Ler SgB(S;) be defined by :

(9(2)@) =zifze SgB(Sy); (gl(x))(i) = u,; otherwise.

Let D be [[ie;Bi = [Lics(Sg®(S:)/vs;). Let ¢ : B — D be given by

(9(z))(5) = (g (2))(i)/vs,. Let D/fy (denoted D/i) be the ultraproduct

of the Sg®(S;)/vs, corresponding to U so y, is defined as follows:

For any z,y € [1;er(S9®(S:)/vs,), (2,y) € Oy if and only if [[z = y]] := {S; :

© € I and z(i) = y(i)} € U. (Note that 8 € Con([T;c;(SgB(S:)/%s,)).)
Consider the natural homomorphism A : D — D/U. Let § = /\ o g. Then

g : B — D/U is defined by §(z) = g(z)/U for all z € B.

We show § is a homomorphism, i.e., for any n-ary operation symbol f of T°
and any z1,... , %, € B, weshow §(fB(zy,... ,2,)) = fP™(§(z1),... , 3(zn)).
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fPM(G(21), -+ 5 G(zn)) = FPM(g(z) /U, . .., g(za) /U)

= (fP(g(z1),- - 9(2n)))/6u and §(FB(z1, ..., 7n)) = (9(fP (21, .-, 72)))/Ou-
Now (fP(g(#1),- -, 9(@n)))/6u = (9(fB(z1, - ,2n)))/bu

if and only if (fP(g(x1),...,9(zx)), g(fB(z1,... ,2n))) € bu

if and only if Y := [[fP(g(z1),--. ,9(zn)) = 9(fB(z1,... ,z,))]] €U . Note

that Y = {S; :i € I and (fP(g(z1), .. ,9(za))) () = (9(FB(z1,. .. ,2a))) (D)}
Let T ={S € ¢:S52{z,...,2,}}. ThenT € F, so T € U. Let

T ={S;:j € J}, where J C I. Then for all j € J,

(P (g(@1)s -, 9@ () = 5531/t 5V,

= fB(z1,...,zn)/%s; = (9(FB(z1,-..,Za)))(5), since for each j € J, {z1,..., 2.}
€ S;, hence fB(zy,... ,z,) € SgB(S;). Thus, Y DT € U and so Y € U be-
cause U is closed under supersets.

We show § is one-to-one. Let ¢,d € B with ¢ # d. We must show that
g(c) # g(d), ie., that g(c)/U # g(d)/U, ie., that Z := {S; : i € I and
(g (@) /s, = (g(d)(@) /s, } FU. oo (1)
Note that Z = {S; : 7 € I and ((g9(c))(%), (g(d))(?)) € vs,}.

Now as ¢ # d, ©B(c,d) # idp so ©B(a,b) C OB(c,d) because ©B(a,b)
is the monolith of B. Therefore (a,b) € ©B(c,d). By Mal’cev’s Lemma,

(Theorem 0.37), there are terms p;(zo, Z1,%1,---,%) (1 <4 < m € w) and
elements e, ... ,ex € B such that
a = pP(c,d,e) (wheree=ce,..., e)

pi(d,c,e) = pylcde)

p2(d,c,e) = b
Let Sp = {a,b,c,d,e}, 50 Sp € p. Let U ={S€¢p:52D85}={Scyp:
a,b,c,d,e€ S}. ThenU € F CU so U €U.

Let E = SgB(S). Let S € U. Since ¢,d,e € S, for 1 < i < m,
pP(d, c,e),p2(c,d,e) € SgB(S) = E. Thus we have a,b,c,d,eq,... e, € S
and

a = pF(c, d,e)
E _ . E
pl (d1 C, e) - p2 (C: d, e)

pE(d,c,e) = b.
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By Mal’cev’s Lemma, (a,b) € ©F(c, d).
Now suppose (c,d) € 1s. Then-©F(c,d) C 9s, so (a,b) € s, but this
contradicts the definition of 9. Thus, for any S € U, (¢, d) & ¥s.

Let S=S; € U, where i € I. Then ¢,d € S, so by definition of g,

(g(c)(@)/¥s = c/vs # dfYs = (g(d))(z)/lﬁs Let W = {S; : 4 € I and
((9()) (), (9(d))(5)) & s;}. Then W 2 U so W € U. Consider W* = {§ €
©0:S ¢ W} WegU, otherwise ) = W NW® € U, contradicting the propriety

of U. But W¢ = Z so (1) is proved.

Therefore § is an embedding and so B is isomorphic to a subalgebra of
(TLie; Bi)/U, so B € ISPy(K) where K = {B; : ¢ € I} and each B; =
Sg®(5:)/vs; € HS(B).

For each 4, let u; be the monolith of By, i.e., of SgP(S;)/¥s,. Then p; =

OB(a/vs,,b/¥s,), by maximality of 1s,. Let u be the ultraproduct congruence
‘determined by the p;, ie., 4 = (Oy V [icr pi)/0u € Con([lie; Bi/U). Now

((a/¢S,)1€I7 (b/ws,)zel) € H‘LGI Hi

For U as above, [[g(a) = (a/%s,)ict]],[[9(b) = (b/¥s)ier]] 2 U € U, so
(8(a), 3(b)) = ((a/®s,)ier/U, (b/hs,)ict/U) € p and §(a) # §(b) (since § is an
embedding and a # b), so u|zm) # idy(m)- O

Let V be a modular variety and A € V and 8,6 € Con(A). Let S ={y €
Con(A) : [y,8] € 6}. Then S # 0; indeed int(id4,0) C S. Let « = VS. By
Proposition 2.12, [a, 8] = V,es[v, 0] € 6, so « € S. Thus, «a is the largest
element of S. This justifies the following definition.

Definition 4.5. Let V be a modular variety and A € V and 8,6 € Con(A).
Then (6 : 8) shall denote the largest @ € Con(A) such that [a, 3] C 6. We
call (ids : ) the centralizer of 8. Thus (id4 : B) is the largest & € Con(A)
such that [, ] = id4.

For example, if V' is modular and A € V then the centre 7o of A is the
centralizer (ids : A%) of A% in A, by Lemma 3.2, and a congruence § of A is
Abelian if and only if g C (idp : f).

Theorem 4.6. [FM87, Theorem 10.1]

Suppose K is a class of algebras of the same type such that V(K) is modular.
Let B € V(K) be subdirectly irreducible and let o be the centralizer of the
monolith u of B. Then B/a € HSPy(K). Moreover, if V(K) is locally finite,
then B/y € ISPyHS(K) for some v C a.

Proof.

Since V(K) = HSP(K) (Theorem0.25), B is a homomorphic image of a
subalgebra of a direct product of elements of K, so by the Homomorphism
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Theorem, we can assume B = C/8 for some C < [[;c; A, where A; € K for
all 7 € I, and some 6 € Con(C).

For any J C I, let A\; : C — [];cs A; be the homomorphism defined by
(As(a))(j) = a(j) for all a € C and j € J. Let n; = ker(A;). Then for any
J,ECI, nyNng =nyue. Thus, if J C E C I then n; 2 ng.

Let f be the natural homomorphism from C onto C/6 = B, so ker(f) = 6.
By the Correspondence Theorem there is a lattice isomorphism g : Con(B) —
int(,C?) := {n : § C n € Con(C)} defined by v — f~(vy) := {(c1,¢c2) €
C? : (f(cr), f(c2)) € v}. Since B is subdirectly irreducible, # in Con(C)
(which corresponds to idg in Con(B)), is uniquely covered in Con(C) by a
congruence % (which corresponds to the monolith p of B), so g(u) = 9, i.e.,
p=1/8.

Let ¢ = (6 : ¢) and let a = (idp : p).

Note that for all p € Con(B), [p,p] Cidp ifandonlyifpCa. .......... (1)
Note too that for all v € int(9,C?), [y,%] C fif and only if y C ¢. ...... (2)

We claim g(a) = .

For any vy € int(6, C?), we have v/8 € Con(B) and [v,4] = f~1([v/6, 1),
by Proposition 2.14 (i), so [, 4] C 6 if and only if [y/6, u] C f(8) = idp; if and
only if v/8 C « (by (1)); if and only if v C f~(a) = g(a). By (2), therefore,
g(a) = ¢, as claimed. It follows that 6 C ¢ and o = /6.

Con(C) Con(B) Con(C/g)
2
B (crey
o @/ e
H w/ 0
idy 616

By the Second Isomorphism theorem, B/a = (C/6)/(¢/0) = C/yp. Let
B, € Con(C). We show that if 8N~ C 6§ then either § C 6 or v C 6 or both
BCoand ¥ C Q. oo (3)

Suppose BNy C 6 and fZ G andy Z 6. Now # C fV 0 but ¢ is the unique
cover of @ so BV 6 2 and so [,9] C [y,8V 6] by order-preservation. Now

[v,BV 0l =1[v,6]V[v,68] (by Proposition 2.12 (additivity))
C(ynp)vEe (by Proposition 2.9 (i)
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=0 (sinceynpCé).
Thus [, ] C 6, therefore v C ¢ (by definition of ¢). Similarly, 8 C ¢.
Let S = {F C P(I): F is a filter over I and for all J, if J € F then
ns C 0}. '
Choose F = {I}. Then F is a filter over I. Since A\; : C — [];c; A; is the
inclusion map, ny = idc C § so F € S, s0 S # (. S is partially ordered by
C. Let (C;C) be a chain in S. We claim that C has an upper bound in S.

Assume C' is nonempty otherwise any element of S is an upper bound of § in
S.

Clearly, UC is a filter over I. If J € UC then J € F for some F € C so
7y € 6. From the above, UC € S, and UC' is an upper bound for C in S.
By Zorn’s Lemma, S has a maximal element F,,, i.e., F;, is maximal among
filters F over I such that J € F implies 1y C 6.

Now Ag(c) = @ for all c € C so g = C? € 0 (since B, being subdirectly
irreducible, is nontrivial), so @ & F,,, i.e., Fy, is a proper filter. Consequently,
there is an ultrafilter U over I extending F,, (by Theorem 0.31).

We claim that J € U implies 1y C .

(i) If J € Fp, clearly nn;y C 6 C ¢ by definition of F,.
(ii) Assume J € U \ F,,. We show 7y C .

Consider F; = (Fn,U{J}) (i.e. the intersection of all filters over I containing
FmU{J}) and Fp = (F, U{J }) where J :=I\J ={i € I :i¢ J}. Clearly,
Fi={E€P(): EDKnJ for some K € F}.

By maximality of F,,, there exists £ € F; such that ng € 6. Now E D
K, J for some K € Fy, and ng C Nk,ns, S0 Nx,ns € 6. Similarly, there exists
Ky € Fp, such that ny,p € 0. Now M := Ky N K, € Fpp, and npng 2 Mkl
therefore nyny € 0; similarly, 9,4, € 0. Now
Ninm NNy oy = Mmoo
= MMaud’)
= nmnr = S 6 (by definition of F,,).

Hence by (3), nsam € o. But since JNM C J, we have 75 C nyam C o,
which proves the claim.

Let 6 be the congruence on [I;c; A; defined by (a,b) € 6y if and only
if [[a = 8]] € U. Let ¢ = Oy|c € Con(C). Then C/( is a subalgebra of
ILics Ai/By. Let (c,d) € ¢. Then ¢,d € C and there exists J € U such that
J C {i € I: c(i) = d(i)}, therefore n; C ¢, by the previous claim, and
(c,d) € ny. Thus, { S 7y so ¢ C .
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We have shown B/a &2 C/¢p. We show C/p € HSPy(K).

C/( is a subalgebra of [T;c; Ai/6u, so C/¢ € SPy(K). Now ¢, € Con(C)
and ( C ¢ so p/¢ € Con(C/¢) and by the Second Isomorphism Theo-
rem, (C/¢)/(¢/¢) & C/yp, so C/yp is a homomorphic image of C/{. Now
C/¢p € HSPy(K) and so B/a € HSPy(K).

Suppose V (K) is locally finite. We show B/ € SPyHS(K) for some vy C a.

By Lemma, 4.4, there is a family {B; : ¢ € I} of finitely generated subdirectly
irreducible algebras such that B € ISPy ({B;: i1 € I}) and for alli € I,B; €
HS(B) C V(K). Since each B; is finitely generated and in V(K), each B;
is finite. Fix ¢ € I. Now B; is a homomorphic image of a finitely generated
V (K)—free algebra F (Corollary 0.48). Since F € V(K), F is finite. It follows
that, up to isomorphism, F has only finitely many homomorphic images, each
of which is finite.

By Theorem 0.49, F € ISP(K), so there is a family {F; : j € J} (with E; €
K for all j € J) and an embedding h : F — [];c; E;. Let m : [T By — Eg
be the k%" projection homomorphism, for each & € J. Then A; := (m; o h)[F|

is a subalgebra of E; for each j € J (because 7o h is a homomorphism). Thus
A; € S(K) for each j € J.

We now have that h : F — [];c; A, is a subdirect embedding (by definition
of Aj). Thus F € IPs({A; : j € J}). Now for each j € J, A; is a homo-
morphic image of F, so A; is finite and {A; : j € J} partitions into a finite
number of isomorphic classes, say {A;:j € Ji},...,{A, :j € J.}.

For each s € {1,...,r}, choose one representative, say G, € {A; : j € J,}.
Then define K; = {G,...,G,}, so K; is a finite subset of S(K), and all
elements of K are finite algebras.

We can construct a subdirect embedding b’ : F — Iljes Lj where for each
j € J, Lj = G, for the unique s € {1,...,r} such that j € J,. (If hj,: A; =
G,, define, for all f € F,(h'(f))(4) = hjs(R(F))(4)), j € J.) Tt follows that
Fe IPS({Gl, ce ,G,-}) = I.Ps(Kl)

Now B; € H(F), so B; € HIPs(K,) = HPs(K;) C V(K;). Note that
V(K,) CV(S(K)) C V(K), so V(K;) is modular and locally finite. Since B;
is subdirectly irreducible and in V' (K}), the first part of this theorem shows
that B;/a; € HSPy(K,), where o; = (idp, : p;) is the centralizer of y;, the
monolith of B; . But K is a finite set of finite algebras, so Py(K;) C I(K;)
(by Lemma 0.33). Thus, B;/o; € HSI(K:) = HS(K,) € HS(S(K)), so

)
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Recall that B is a subalgebra of an ultraproduct (Iier B:)/0u of {B; :
i € I}, where U is an ultrafilter over I. Let & = ((Tlier o) V 6y)/0u and

i = ((Tier ) V ) /6u, s0 & i € Con((Ilier B)/U)-

By Proposition 2.17 (ii), in [Tie; Bi, [[lies @, Tier il € Therlo, pi] = Tier ida,
= id(niy B;)-

Let h; be the natural homomorphism from [1;e; Bi onto (IT;er B:)/0u (so
6y, = ker(h1)). By Proposition 2.14 (i) and the above,
@, B] = (hi*[@ A1)/ 0u
= ([[ier @i ier 3] V 6u) /Ou
= Ou/6u = idq],_, moye,

Recall that p is the monolith of B and that o = (idp : p£). Let v = a|p and
B = ji|g in Con(B). By Lemma 4.4 § # idp, so u C . By Proposition 2.14
(i), [v, 4] € [, B] C [&, B[ = idp so v C .

We have v = @|p and B < [1;c; Bi/6u so B/ can be embedded in
((Tlier Bi)/bu) /. We claim ((HzGIB )/0u)/a = (ier(Bi/ow))/du where
du = {(0,0%) € (lies(Bifa))” : {i € I : b'(i) = ¥*(i)} € U}. Then
B/v € ISPy (HS(K)) since we have proved B;/a; € HS(K) for all i € I.

By Lemma 0.32, 0V (TTier i) = {(0,8%) € (Tier B:)” : {5 € I : (b*(3), 0%(d))
€ o;} € U}. Therefore the map ¢ : [1;c;(Bi/os) = ((ITier Bi)/0u)/& given by

P((bi/i)ier) = (((bidier)/0u)/@ (= (b/0u)/& where b= (bi)c;)
'is well-defined and it is straightforward to verify that v is a surjective homo-

morphism with ker(¢) = ¢y. Then ((IT;e; Bi)/0u)/@& = ([Tic;(Bi/s))/du by
the Homomorphism Theorem.

(]
Corollary 4.7. Let K be a class of algebras of the same type such that V(K) is
congruence modular, and let B € V(K) be subdirectly irreducible with monolith
. Let o be the centralizer of p.-
(i) p is an Abelian congruence if and only if o # idp.
(i) p is an Abelian congruence or B € HSPy(K).

Proof.

(i) If p is Abelian, i.e., [, p] = idp, then & D u, so o # idp. Conversely, if
a # idp then p C o, whence [p, p] C [u, o] = idp, so u is Abelian.

(ii) If p is not Abelian, @ = idg (by (i)). Then by Theorem 4.6, B = B/a €
HSPy(K). O
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Remark 4.8.

Suppose V(K) is a congruence distributive variety, and B € V(K) is subdi-
rectly irreducible with monolith p. Let « be the centralizer of . If o O u then,
by Corollary 2.27, [u, ] 2 [u, 4] = pNp = p D idg = o, p], a contradiction,
so o D u, hence @ = idg. By the previous corollary, « is non-Abelian and so
B € HSPy(K). Thus, Jénsson’s Theorem is a special case of Theorem 4.6.
Moreover, when V (K) is also locally finite, we get a stronger form of Jénsson’s
Theorem, viz. B € ISPyHS(K).

4.3 Residually Small Modular Varieties. From Proposition 2.9 (i), for
an algebra A and f§,v € Con(A), [8,7] C BNy C B. If A is a member of
a modular variety V and if 8 C [v,7] and [8,v] C B, Theorem 4.10 (below)
states that V' will not be residually small. Hence a modular variety V is
residually small only if Con(A) = (C1) for all A € V|, since the congruence
quasi-identity z < [y, y] — [z,y] = x is equivalent to (C1) by Theorem 4.1.

As stated previously, Theorem 4.11 (below) contains a crucial result on the
size of subdirectly irreducible algebras in residually small modular varieties.
In addition, this theorem states that if an algebra A is finite and V(A) is
modular, then V(A) has a finite residual bound if and only if the subalgebras
of A satisfy (C1).

Lemma 4.9. [FM87, Theorem 10.14]

Let V' be a modular variety containing an algebra A with congruences 8 and
v satisfying B C [7y,7] and [8,7] C B. Then there exist a subdirectly irreducible
algebra A’ € V' and congruences = Con(A) such that B is the monolith
of A" and B C [y,7] and [B,7] = id .

Proof.

We claim that there is a § € Con(A) such that 6 is completely meet irre-
ducible, [3,7] C 6 and B Z 6.

By Birkhoft’s Subdirect Decomposition Theorem, A/[8,v] is a subdirect
product of subdirectly irreducible homomorphic images of itself. These may
be assumed to be of the form (A/[3,7])/(8:/[6,7]),i € I, where [8,7] C
6; € Con(A) for each 7 € I, by the Homomorphism Theorem and the Cor-
respondence Theorem. It follows that (Ner6;)/[8,7] = ida/ip,, i-e., that
Nierb; = [B,7]. Since A/6; = (A/[B,~])/(6:/[B,7]) is subdirectly irreducible,
each 6; is completely meet irreducible in Con(A) by Theorem 0.21.

There exists 7 € I such that 8 € 6;. For, otherwise § C N;e6; = [6,7], a
contradiction. Choose i € I such that 8 Z 6;. We have [8, ] C 6;, so we may
take § = 6; in the above claim. Since A/# is subdirectly irreducible, § must
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have a unique cover in Con(A). Let 8* be this unique cover of 6 (so 6*/6 is
the monolith of A/6).

We show 0* C OV, 0V VO oo (1)

Certainly, # C [#V 7,0 V~] V0. Suppose § = [0V ~,0V~y]VH Then
0 D [0VY,0VA] 2D [y,7] by order-preservation, but 8 C [y,7] so 6 2 f, a
contradiction. We therefore have § C [0 V 7,8 V 7] V 0, but 6" is the unique
cover for 6,50 [V y,0Vy]VE Do

We show [0*,0V ] Ch. oo (2)

Now 6§ C OV B, but 3L 0sof C V. Since §* is the unique cover for
0, 6* C 8V . Therefore

05,6 vy C [0V B,6V~] (by order-preservation)
= (6,01 v (0,8 V6,7 VI[B,7] (by additivity)
C 6 (by Proposition 2.9 and since [3,7] € 6).
Thus, [0*,0 V] C 6*. |
Define A' := A/6, and v := (A V)/6 € Con(A"). Then A" € Vg (since V
is closed under H). Let 8 be the monolith */8 of A’. Then
[6,7) = [67/6,(0 vV )/6]
= ([*,6 V]V 6)/6 (by Proposition 2.14 (1))
=1dy  (by (2)).
Also f=0"/0 C([0V7,0Vy]VvE)/8 (by (1))
=[(0V~Y)/6,(0V)/60] (by Proposition 2.14 (i))
= [v,v] as required. O
Theorem 4.10. [FM87, Theorem 10.14]
Let V be a modular variety containing an algebra A with congruences § and
v satisfying B C [v,7] and [B,7] C B. Then V is not residually small.
Proof.

By the previous lemma we may assume without loss of generality that A
is subdirectly irreducible with monolith # and that [y, 3] = ida. Recall that
A(7) is 7y regarded as a subalgebra of A X A. Let k = A, g, ie., & is the
congruence on A(v) generated by the set of all pairs of the form

(o) = |4 2| e )

v
(See Definition 2.18.)
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Let no,m € Con(A(y)) be the respective kernels of the first and second
projection homomorphisms pg,p; from A x A onto A. We show k N7y =
KMNn = idA(,y) .

If a € kN 1g, then a has the form ((u,z), (u,y)) where uyz and uyy, and

a= l Z Z’ ] € A(v, ), therefore [ Z Z } € A, 6)

(by Proposition 2.22). By Theorem 2.25, we have (z,y) € [y, ], ie,z =y .
Therefore k N ny = id a(y).

Similarly, Theorem 2.25 (alone) yields k N7y = ida(y).

We show V1o = (B and V1, = [ where (3 denotes p;'(3) and B, denotes
pr1(B). Clearly, k Vn; C B for i = 1,2,

Let ((z1,%1), (z2,y2)) € Bo. Then (z1,y1), (2, y2) € v and (21, z2) € 8. Also
((z1,91), (z1,71)) € n0, (22, T2), (32, %2)) € Mo and

(1, 21), (22, 32)) = [ 2 zz ] €K

(since (z1,z2) € B) so there exist ¢1, ¢y, 3, ¢4 € A(7), namely ¢; = (z1,91),¢4 =
(z2,12), ca = (%1, 21), c3 = (%2, T2) such that (¢1, c2) € Mo, (¢, ¢3) € &, (c3,¢4) €
Mo 80 ((z1,91), (%2, ¥2)) = (c1,¢4) € £V o (Theorem 0.8). Thus fy C &V 7.

Similarly, 71 V & = (.

Yo=M"

Bo B

Mo m

7"dA("r)
Let N be an arbitrary cardinal and let
B = {(as)s<x € A" : agya. for all ordinals §,¢ < R}.

By the compatibility of v, B is the universe of a subalgebra B of A® and so
B e V. For any ¢ € Con(A) and any € < R, define 1. € Con(B) by
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(a5) 5xWe(bs)son if and only if aetpbe. ... (1)
By transitivity of 7, s = . for any 4, ¢ < N. We write ¥ = 5 (for any § < R).
For convenience, we write (a,) for (a,),<x.

For all ¢ < N, define 7. = ker(p.) where p. : B = A is the projection
homomorphism given by p.((a,)) = a., so n. € Con(B). Now 5. = (idg). as
defined in (1).

Also, define 7; = Nsgeenne € Con(B) (6 < RN). Let § < R. We show
75 V 15 = 4. Clearly, 75 V ns C 4.

Let ((a,), (by)) € 4. Then since vs = 4, asybs and since (a,), (b,) € B, for
all p,o < R, we have a,va,, and b,yb,. Let ¢ = (a,),cs = (b,) and let ¢y be

defined by
_Joa, p#é
c2(p) {bp, p=9,
ie,c1 = (ag, ... ,qc-.-,05...)
02:(0,0,...,ae,...,b,y,...)

C3 =(b0,... ,be,... ,bg,...).

We have shown that for all p < N, a,vas so for all p < R, a,vb;. Hence
ca(A)yez(p) for all p, A < R, by transitivity, therefore ¢, € B. Now (¢, ¢3) € n;,
and (102,03) € ns so ((ap), (b,)) = (c1,¢3) € 75 V ms. Thus, 4 C 55 V 73, hence
4 =n; V ns. It follows that 4 = 15 V 7. whenever § # ¢ < X,

For all 6 < R we define
ks = {((a,), (by)) € B?: (ay, as)A s(bo, bs) and a. = b for all e € R\ {0,6}}

(= {(ap), (b,)) € B*: [ Zg zg ] € A, g and a. = b, for alle € X\ {0,6}}.)

Since Ayp € Con(A(7y)), it is straightforward to verify that x5 € Con(B).

For all § < N, we define
05 := {((ac), (b)) € B® : agBbs and a = b, for all e € R\ {6}} € Con(B).

Suppose 0 < § < R. We show 8y C 7 V Ks.

Let ((ac), (b)) € 6o where (a.), (bc) € B. Then (ap,b0) € B and a. = b,
whenever € £ 0. ... ... (2)
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Let (ae) = (ag, e, A, A8, - - ) = and let ¢c; = (ag, cee o, A841, - - .), i.e.,

_fa; fore#d
ca(e) = { ay fore=24.
Whenever & # € < R, then c;(€) = ca(€) s0 (€1,¢2) € e, therefore (c1,¢z) €
Nsze<rTe = N5-
Let C3 = (bo, B ,bo, b5+1, PN ), i.e.,

bE for € 7é ) Qo bo
Cg(é) - { bo for e = 6. Then [ Ao bo ] € A’Y’ﬂ.

By (2), (c2(0),ca(6))A,5(c3(0),¢3(8)) and ca(e) = csle), for € ¢ {0,6} so
(3, ¢3) € Ks. Also ca,c3 € B, since (a.), (b)) € B.

Let ¢cs = (b)) = (bo, .-+ ,bs,...). Then (cs,cs) € m;. Therefore ((ac), (be)) €
15 0 kg omy C 15 V ks, 80 0 C 75 V K.

We claim that 6y C ks V 65.

By Lemma 2.21, x5 C Bs and clearly 6y C B;5. Also, by the definitions,
ns; O B = 05. By modularity, since k5 C f5, we have 6y = 6 N G5 C
Bs N (5 V K5) = ks V (n; N B5) = ks V 05, as claimed. By a similar argu-
ment, 65 C 6y V Ks.

Let 6 := Vsen s € Con(B) and let £ := Vosen ks € Con(B). For 0 <
5, <N, we have Oy C x5V 05 and 85 C kg V by so

kVO;=rVrksVK Vs (because k5 V ke C K)
=k V[(ksVO5) VO]V re (because sV 852 b)
=kVO;VO VK (because k; C k)
=kVO; V[0V Eke)VE] (because k. V Gy 2 b)
=kVOsVO VI (because k. C k).

Therefore k£ V5 2 0.V 0. Thus, £V 5 2 (Vezos0e) V o, therefore kv 65 2
(Vezos0e) Vo Vs =0.

Also, for 0 < 6 < N, KV by 2D sV by sokVEb OO Thus, for all
6 € X, KV b5 O0. We shall show that equality holds.

For 0 < 6 < R, we claim that x5 C 6.
Let ((ac), (b)) € ks. Then (aop, as)Ayg(bo, bs) and a, = b, for € € R\ {0,6}.
We write (b) as (bo, a1, a2, . . .,bs,a541, ... ). By Lemma 2.21, (ag, by) € 8 and
(as, b5) € B.
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Let dy = (ac),ds = (b.) and define d; € A® by

. by fore=0

da(e) '_{ a. for e #0.
i.e., dy = (ag,a1,...,as a541,---)
d1:(bo,al,...,a5,015+1,...)
d2:(bo,al,...,bg,a5+1,...).

Clearly, d, € B.

Now (do,dl) € 6y and (d1,d2) € 05 so ((ae),(be)) = (do,dg) €6,V C40.
Therefore ks C 6, as claimed, and so k C 6.

Obviously, 65 C 6, so we infer that 65 V k C 8, hence

OsVi=0Torall § <R ..o (3)
By similar arguments, . C 0y V 8, for any € < X. Therefore
K V...VE, COVO, V... VO, foralle,...,e, <N ... (4)

Let 6 < R. We show that 85 > idp in Con(B).

By the Correspondence Theorem, since the 6** projection homomorphism
ps : B — A is surjective and ker(ps) = 75, the map & — p;1(€) is a lattice
isomorphism from Con(A) onto int(ns, B), so in Con(B), 75 < p5*(8) = Bs
(because in Con(A),ids < (). Since § C -y, we have 35 C 4. Recall that
ns V n5 = 4 and clearly, 15 N 17:5 = idp. Thus, Con(B) is a modular lattice in
which

int(n5,4) e int(idg, ;)

so the map a — aNr; is a lattice isomorphism from int(7;, 4) onto int(idg, 7;)
(by Theorem 0.3). Consequently, in Con(B), idp < B5 N1z = 65.

Con(B) Con(A)
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Choosing any ((ac), (b)) € 05 \ idg, we have idg # ©B((ac), (b)) C 65 but
since 05 = idg, ©B((ac), (be)) = 5. Thus 65 is a principal (hence compact)
congruence (see Theorem 0.10). Since 65 is compact, if 5 C &, then 85 C
Ke, V...V K, for some €p,... €.

We show that if J is a finite subset of ® then Vs 85 = {((as), (b5)) € B? :
asBbsfor alléd € Jandas =bsforalld e R\ J}. ...l (5)

If p = {((as), (bs)) € B? : asBbs for all § € J and a5 = bs for all 6 € R\ J}
then clearly 65 C p € Con(B) for all § € J, so Vsc;05 C p.

Conversely, if ((ac), (b)) € p, and J = {d1,... ,0m}, say, then we can con-

struct (cl), (¢2), ..., (c™*!) as follows: let each (ct) differ from (ci*™!) only in the
co-ordinate &;, where c§ = a5, and ¢’ = bs,. Then (ac) = (cl), (b)) = (c"*)
and (ct)fs,(cttt) for i =1,...,m 50 (ae,be) € 05, 005, 0...0805, C Vscss, as
required.

It follows from (5) that if I and J are finite subsets of R with I N J = @ then
(VzSeI 95) n (V6EJ 95) B, it e e e (6)

We claim that for any positive integer m, if I is an m-element subset of R,
then 8y € V.cr k.. The claim is proved by induction on m.

Suppose m = 1:

We first show that for any nonzero e < X, 6y N k. = idg. Let ((asg), (bs)) €
6o N ke. Then aoBby and as = by, for all § # 0 and (ao, ac)A, g(bo, be). Now

‘ ag b ag b .
((a'07a'6)) (bO;be)) = [ (1,(: b(: :| = l: a(: a(i :| (Slnce € # 0)
so by Theorem 2.25, (ao,by) € [v,5] = idg. This means ay = by, therefore
(as) = (bs) and so by N k. = idg, whence 8y Z k., as required.

Now assume that 1 < m < w and that whenever 1 <[ < m and I is an
[—element subset of R, then 6y € V¢ Ke-

Let I = {e1,...,€n} be an m-element subset of R (so ¢; # ¢; for i # j).
Suppose that 6y C Vcg ke '

Then 8y = 6y N (Veer Ke)
=0N (0o VO,)N (ke V (Vs ke;)) (because 6y C 6V 8,,)
=00 N[re, V(0o V Oe,) N (Vs ke;))] (by modularity as ke, C 6V 6, by (4))
=00 N[k V((60V0e) N (00 V (Ve 0e)) N (Vs ke))]  (by (4))
We assume, without loss of generality, that 0 & {¢3,... , €}, s0
(6o V 6e,) N (6o V (V22 8e,))
=00V [(6o VOe,) N (Vg be;)] (by modularity because 8y C 6, V 6,)
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=6y Vidg (by (6), since 0 & {e2,... ,€m})

=6, _

Thus 0y = g N [ke, V (B N (Vg K& )] v (7)
By the induction hypothesis, 8y € VI, ke, 80 idp C 0N (V24 Ke;) C o, but

6o = idp so Oy N (V24 k¢,) = idp. Now (7) reads 6y = 6 N K, = idp (see the

case m = 1), a contradiction. Thus 6y Vs ke. By induction, if 7 is a finite

subset of R then 0y @ Ve Mee wevvvermnoiiiii i (8)

We claim 6y Z k. If 6y C K = Vjcn ks then, since 6y is compact in Con(B)
there exists a finite subset I = {€1,... ,€,} of R such that 8y C Vs ke. This
contradicts (8), so the claim is true.

We claim that for all 6 € R, 8; € k. We consider § # 0 and show that
kVO0s=kV8. Indeed, k VOy =KV ks VO 2 kV 0 (since k Vb D 65), and
KV O =krkVKsVOs 2KV (since KV 05 D 6).

Now kV 85 = £V =6 (by (3)) for all § < N. If § < X then 6; Z k because
60 € k. We have Kk C kV 6; = 0 for all 6 < R. By the last claim, § € «
(otherwise we would have 65 C &, a contradiction). Thus x C 6.

Exactly as at the start of the proof of Lemma 4.9, there is a completely meet
irreducible A € Con(B) such that § € A and xk C A. Thus, B/ is subdirectly
irreducible and in V.

For each § < N, we must have ANn; = idp. For otherwise, A\ ﬂn; 2 05 since
65 is the unique atom of int(idp, 7;); but then X\ D 65V x = 6, a contradiction.

If for some § <R, AV s D4, then
[%,4] = [ns V 15, %] C (05 V 15,15 V A]
= [15,78) V [15,m5] V 5, AL V [m5, Al (by additivity)
CnsV(nsNmg) V(s NA)V (n;NA)  (by Proposition 2.9 (i))
=175 (since s N A = idp = 15 N 1);).
Thus, by Proposition 2.14 (i), [v,7] = [ps(9), ps(9)] = [ps( V 15), ps(7 V 75)] =
ps([%,4] V n5) = ps(ns) = ida, contradicting B C [vy,7]. Thus for each § <
N) AV s 2 ;5’

By the Correspondence Theorem, int(), B) & Con(B/\). For each § < R,
we have AV s € int(), B%). We show that the \ V s are pairwise distinct.
Suppose §, e < Rand § # e and AVns = AVn.. Then AVY = AV V1 = AV,
Now 4 C AV¥ = AV, a contradiction. Thus, the AV ns are pairwise distinct.

Let C = {AVns : 6 <R}. Then |C| = X (because the \ V 7; are pairwise
distinct). It follows that [int(), B%)| > R, so |Con(B/))| > R.
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If V were residually small there would exist a cardinal, say m, such that
for any subdirectly irreducible algebra A in V, |A| < m. Since Con(A) C
P(Ax A), this would imply |Con(A)| < 214xAl = 2041 < 2(m*) 50 the sizes of
the congruence lattices of all the subdirectly irreducible algebras of V' would
be bounded by o(m?),

We have shown, however, that for an arbitrary cardinal R, there is a subdi-
rectly irreducible algebra (viz. B/ above) in V whose congruence lattice has
cardinality at least X. This is a contradiction, since we can choose R > 2(m?),
Thus, V is not residually small. |

We are finally in a position to derive a major result of Freese and McKenzie,
which shows that a finitely generated congruence modular residually small
variety has a finite residual bound.

Theorem 4.11. [FM81]
Let A be an algebra in a modular variety and let |[A| = m € w. Then the
following conditions are equivalent:
(i) V(A) is residually small.
(i) V(A) is residually < 1+ ((I + 1)'m) where | = mm™ ),
(ii3) For any p,v € Con(C) where C < A, v C [p, p] implies v = [v, p].

Proof.

(ii)=>(i) is clear.

(i)=(iii): If C is a subalgebra of A then C € V(A). Now the result follows
directly from Theorem 4.10.

(iif)=-(ii): Assume (iii). Note that V(A) is locally finite by Theorem 0.52,
since it is finitely generated. Suppose V(A) contains an infinite subdirectly ir-
reducible algebra B. Then by Quackenbush’s Theorem (Theorem 1.26), V/(A)
contains arbitrarily large finite subdirectly irreducible algebras, i.e., for each
k € w there exists C € V(A)g; and such that k < |C] < R,.

We therefore need only show that every finite subdirectly irreducible algebra
in V(A) has cardinality bounded as in (ii), since then V(A) will not have
arbitrarily large subdirectly irreducible algebras and so V(A) will not contain
an infinite subdirectly irreducible algebra (completing the proof of (ii)).

We first show that every finite algebra in V/(A) satisfies (C1) of Theorem 4.1.

Let D € V(A) with |D| = ¢ € w. Then D € H(F) where
F = Fy(a)(Z1,...,Z,) (Corollary 0.48). In addition, by Theorem 0.49, F €
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V(A) and F is finitely generated, therefore F is finite (since V(A) is locally
finite). Let |F| = v € w.

Now there exists g € Hom(F,[];c; A) (J possibly infinite) such that g is
one-to-one (because F € ISP(A)). For each j € J, let m; be the j% projection
homomorphism from [];c; A onto A. Then mjog : F — A. Since F and A
are both finite, there are only finitely many functions from F' to A (at most
m* = |A|IF!) so {mj0g :j € J} is a finite set and there exist p € w, with
p<m*and ji,...,Jp € J such that {mjog:j € J} ={nj0g9,...,m, 049}

Define ¢ : F — 12, A by /(D) = (m5,09)(D), ... , (m, 09)(B)) where F € F.
Then, ¢’ is a subdirect embedding, so we have F € IS(IT0_; A).

By (iii), and Theorem 4.1 A satisfies (C1) hereditarily. By Theorem 4.2,
since p is finite, [T'—; A and F and therefore D € H(F) all satisfy (C1) hered-
itarily. Thus, every finite algebra in V(A) satisfies (C1) hereditarily.

Now let B € V(A) be a finite subdirectly irreducible algebra with monolith
B. If B is not Abelian, then by Corollary 4.7, B € HSPy(A). Since A is
finite, Py(A) C I(A) by Lemma 0.33 so B € HS(A), hence |B| < |A4] =
m < (I + 1)!m, so B is bounded as in (ii). We may therefore assume that
B is Abelian. Let v = (idg : (), the centralizer of 3. By Theorem 4.6,
B/y € HSPy(A) so B/y € HS(A) (as above).

By Corollary 4.7, v # idg. In Con(B) if [vy,7] # idB,.then [v,7] 2 B, the
monolith of B. Since <y is the centralizer of 8, [3,v] = idp # 0.

Now B is a finite algebra in V' (A) that fails to satisfy (C1), a contradiction.
Thus in Con(B),[y,7] = idg so v is an Abelian congruence with, say, ¢
congruence classes, where 1 < g < m. Now (idp : vy) is the largest congruence
a in Con(B) such that [y, o] C idg. Now [y,7] =idp so v C a = (idg : 7). -

We have ¢ = |B/7| and since B/y € HS(A), |B/v| < |A4], ie., ¢ < m. Let
B/y=A{z/7,...,2/7} Let d be a difference term for V(A).

For any (b,e) € 8/idp, we have idp # ©B(b,e) C 3, so B = OB(b,e). Since
B € v, band e belong to the same congruence class of y, say b, e € zj /7y, where
J€{l,...,q} Let a =dB(b,e,z;). Then a € 2;/v also.

By Corollary 3.14, since v is Abelian, (z;/v;d) = M(v, 2;) is a ternary
group. Let G; = (z;/7; +, —, 2;) be its associated Abelian group with z; as its
identity element, so d®(u,v,w) = u — v+ w for all u,v,w € z; /7.

Since b # e, we have z; # b—e = b— e+ 2; = d®(b, e, 2;) = a, but since
(b,e) € B, we also have afd®(e, e, z;) = z;, so idp # ©B(z;,a) C B, whence
B = Sk (Zj> a)'
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We are going to show that |z;/y] < (I +1)! fori =1,...,q. It will then
follow that |B| < (I + 1)!¢ < (I + 1)!m, as required.

To this end, let 2z; # ¢ € 2;/y where i € {1,...,q}. Since V(A) is modular
and « is Abelian and {(2;,¢)} C 7, it follows from Lemma 3.16 that ©B(z;, a) =
0B (z,c) (the semicongruence of B generated by {(zi,c)})-

Now 8 C ©B(z;,¢) (since z # ¢), i.e., (2j,a) € 0P(2;,c). By Lemma 0.38,
there is a unary polynomial g of B such that g(z;) = z; and g(c) = a. Thus,
h := glu/y € Hom(v,2;,%;), by Lemma 3.18. Then by the remarks preced-
ing Lemma, 3.18, h is a homomorphism between the Abelian groups G; and
G, and h(c) = a. Let k = |Hom(v, 2, 2;)|. Then k < m™™ ) = | by
Corollary 0.51.

To summarize: G; = (z/v;+,—,z) and G; = (z;/v;+, —, z;) are finite
Abelian groups and z; # a € G, and there is a set S of homomorpisms from
G; to G; with 0 < |S| = k < [ such that whenever z; # c € G, there exists
h € S with h(c) = a. It remains only to show that |G;| < (I +1)!. This will
be true if |G;| < (k + 1)!. Tt therefore suffices to prove the following group
theoretic result: '

Claim: Let 0 < k € w. If K and L are finite Abelian groups and 0 #a € L
and there are k homomorphisms ry,...,m. € Hom(K,L) such that for each
nonzero ¢ € K there exists ¢ € {1,...,k} with r;(c) = a, then |K| < (k + 1)L

We prove the claim by induction on k.

Let k¥ = 1 and assume the hypotheses of the claim. Then there is one
homomorphism, r; € Hom(K, L), such that for each nonzero ¢ € K, r,(c) = a.
Suppose |K| > 2. Then K contains at least 2 nonzero elements. Let ¢i,¢c; € K
such that c;, ¢y # 0, and ¢; # ¢3. Then ri(c;) = a = r1(ca).

Now ¢; — ¢z # 0 s0 r1(c1 — ¢2) = a, i.e., r1(c1) — r1(c2) = a (because 7 is
a homomorphism) but 7,(¢;) — 71(c2) = 0, implying a = 0, a contradiction.
Thus |K| < 2 = 2! and the claim is true for k = 1.

Assume that the claim is true for £ — 1 (where k£ > 2). We show it is true
for k. Again, assume the hypotheses of the claim. For each i € {1,... ,k}, let
X; ={c€ K :c#0and ri(c) = a}. By assumption, K \ {0} = UE_ X;. Let
t = mazr{|X;| : 4 € {1,... ,k}} and choose i € {1,...,k} such that |X;| = ¢,

say X; ={ct,...,c}. Then |X;| <tfori#je€{l,...,k}so|K\{0} <kit,
therefore | K| < 1Kt oo (1)

Let K; = O/ker(r) = {d € K : r;(d) = 0}. For j € {1,...,t}, we have
r1(c1) = a = r1(c;), so 11{c1 — ¢j) = 0, therefore ¢; — ¢; € K;. Therefore
|K1| > t and so (1) gives |K| < 1+ k.|K,|.
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Now r; maps the elements of K; to 0 # a so for each nonzero ¢ in K; there
isan i € {2,...,k} such that r;(c) = a.

Now K is the universe of a subgroup K; of K. By the induction hypothesis,
applied to K;,L,a and ro,...,rs, we deduce that |K;| < k! Thus |K| <
1+ kK <E'+kkl=(k+1).k! = (k+1)!, as required. O

Example 4.12.

Theorem 4.11 (or Theorem 4.10) can be used to explain why the variety
V(D,) generated by the dihedral group Dy is not residually small.

Recall that Dy = (Dy;-,7*,e) is the 8-element 2-generated (non-Abelian)
group with Dy = {e, a,a?,a®, b, ab, a®b, a®b} = SgP4({a,b}), a* = b*> = e and
ba = a~'b(= a®b). By Example 2.4, V(Dy) is modular. The centre e/rp, of
Dy is M = {e,a%}. The normal subgroup lattice of Dy is

M

s {e}
where

Ny = S¢”*({a}) = {e, a,a?, a?}

N, = SgP1({a? b}) = {e,a?,b,a’b}

Ny = SgP4({a? ab}) = {e,a?, ab,a’b}.
Recall (Lemma 3.2) that [rp,, D3] = idp,, i.e., [M,Dys] = {e}. Recall also
(see 2.5.1 (5)) that [Dy, D4] is the smallest normal subgroup N of Dy, such
that D4/N is Abelian. Since |[Dy/M| = 4, D4/M is an Abelian group (in fact
Dy/M = Zy X Zs), while Dy/{e} = D, is not Abelian (e.g., ba = a3b # ab).
Thus, [Dy4, D4] = M. Now we have

M g [D4,D4] but M D [M, D4]

so Con(Dy) [~ (C1). Since Dy is finite, it follows from Theorem 4.11 ((i)=>(iii))
(or from Theorem 4.10) that V(Dy) is not residually small.

This shows that Jénsson’s Theorem can fail for modular varieties: by the
above, V(Dy)s; has infinite members, but by Lemma 0.33, HSPy(Dy) =
HS(Dy) contains only finite groups, so V(D4)sr € HSPy(D,).
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Theorem 4.11 shows that in modular varieties, the RS Conjecture is true.
Subsequent progress on the RS Conjecture (for nonmodular varieties) is dis-
cussed in the conclusion.

For a finite algebra A of finite type such that V(A) is modular, it is obvi-
ously possible to check mechanically, in finite time, whether condition (iii) of
Theorem 4.11 is true of A. Thus, there is an algorithm to decide, given such an
A, whether V(A) is residually small. (See the conclusion for the nonmodular
case.)

For 2 < m € w, let f(m) be the least n € w such that for any algebra
A with 2 < |A] < m, if V(A) is modular and residually small then V(A) is
residually < n. Theorem 4.11 shows that f(m) < 1+ ((m™™) +1)!m). No
“best possible” upper bound for f(m) is known but, according to [Kis97], it
is known that such a bound must be an at-least-exponential function of m.
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Conclusion

Let A be a finite algebra of type 7 = (F,ar) such that V(A) is residually
small. The residual spectrum RSp(A) of A is the set {|B| : B € V(A)s1};
recall that the residual bound x(A) of A (or of V(A)) is the smallest cardinal
strictly greater than all elements of RSp(A).

By Theorem 1.22 (v), k(A) < (2")* where n = Rg + |F|. Since |A] is finite,
however, it can have only countably many truly different operations so we may
assume here that |F| < Rg, hence x(A) < (2%)*. Since trivial algebras are
subdirectly reducible, x(A) > 3. More strongly, it has been known for a long
time that

KZ(A) € {3, 4,...,Ny, Ny, (2R0)+}
(see [MST74]). R. Quackenbush’s Theorem (Proposition 1.26) implies that
k(A) < R whenever the finite cardinals in RSp(A) have a finite upper bound.
Quackenbush’s Conjecture [Qua71] is the claim that K(A) # Ry (i.e. if V(A)gs
includes arbitrarily large finite algebras then it includes an infinite algebra).
In its original form this conjecture assumed not only that |A| is finite but that
it also has finite type, i.e. that |F| < No. In this form, the problem remains
open. The RS Conjecture is the stronger claim that K(A) < Xy (assuming still
that |A| is finite and V(A) is residually small but not that A has finite type).

The final theorem presented in this thesis (Theorem 4.11) shows that the
RS Conjecture is true whenever V(A) is congruence modular. Most naturally
occurring varieties are modular, so this result of R. Freese and R. McKenzie
[FM81] is widely applicable. The conjecture is also true if A is a semigroup
(in which case V(A) need not be modular) [McK81] [GS82]. D. Hobby and
McKenzie invented “tame congruence theory” (see [HM88]) largely with a
view to resolving the RS Conjecture in general and proved the conjecture
in the case where the members of V(A) “omit types 1 and 5”. We shall
not define this condition here, but the result implies that the conjecture is
true whenever there is a nontrivial lattice identity s =~ ¢ (i.e. an identity
s =~ t in the language {A, V} that fails in at least one lattice) such that the
congruence lattices of all algebras in V(A) satisfy s ~ t. However, the proof
strategy consists of showing that every locally finite residually small variety
with this property is congruence modular, and then invoking Theorem 4.11.
Rather than eclipsing Theorem 4.11, therefore, this result demonstrates the
breadth of its application. A summary of further positive results that use this
strategy appears in [Wil97, 1.4]. Going strictly beyond the modular case, the
RS Conjecture has recently been proved in the case where all algebras in V(A)
are Abelian [KKV99].
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By the early 1990’s this body of positive results had led to a belief among
researchers that the RS Conjecture, in its most general form, should be true.
‘In [McK], McKenzie wrote that “a counterexample, if it exists, must be a
ridiculously unorthodox algebra”. By the mid-1990s, however, he had con-
structed just such an algebra [McK96a] and had, in the process, developed
new techniques that enabled him to resolve two further longstanding problems
[McK96b], [McK96c]. These three papers constitute a major advance for the
general theory of algebras. The featured joint review of them by J. Berman
[Ber97] is a helpful guide to the material.

In [McK96a], McKenzie showed that for each cardinal m € {3,4, ... ,Ro, Ny,
(2%)*} there is a 4-element algebra Ay, with kK(An) = m. For the finite
cardinals m, A,, has finite type, but this is not true for the last three (infinite)
values of m. This already (and unexpectedly) refuted the RS Conjecture. In
the same paper, McKenzie also showed that there is an 8-element algebra
A of finite type such that x(A) = R;. According to [McK96a], C. Latting
(unpublished) showed that (2%)* is also the residual bound of a finite algebra
of finite type. It remains an open question, however, whether Xy is the residual
bound of a finite algebra of finite type: this was the original Quackenbush
problem. McKenzie also proved that there is no algorithm which decides,
given a finite algebra A -of finite type, whether V(A) has a finite residual
bound, and that the same is true if we replace “has a finite residual bound”
by “is residually finite” [McK96b]. He subsequently proved the same result for
the property “residually small”; in the meantime, Latting had dealt likewise
with “residually countable” i.e. with “k(A) < R;”. (Here we are quoting from
[Ber97] and [McK96b]).)

The RS Conjecture aside, in the last two decades a number of other impor-
tant results concerning residually small varieties have been proved for which
space has not been found in the body of the thesis.

McKenzie [McK82] showed that a variety V of rings (or of linear associative
algebras over a commutative ring) is residually small exactly when the con-
gruence lattices of its algebras satisfy (C1); the assumption that V' be finitely
generated is not required in this case.

It is known that injections are transferable in a variety V if and only if V has
the congruence extension property (CEP) and the “amalgamation property”
(AP): see [Bac72|, [Tay72]. We proved part of this in Proposition 1.41 but did
not discuss the AP. A variety has the AP if and only if for any embeddings
AL BeVand A5 C eV there exist D € V and embeddings B 5D

and C % D such that ho f = kog. Using commutator theory and extending
earlier results of E. Kiss [Kis85] and of C. Bergman and McKenzie [BM8§],
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K. Kearnes [Kea89] proved that any residually small modular variety with the
AP also has the CEP; it therefore has enough injectives (by Theorem 1.44).

S. Burris and McKenzie [BM81a], [BM81b] used the commutator theory to
obtain structural characterizations of locally finite modular varieties with a
decidable first order theory. Using tame congruence theory, McKenzie and M.
Valeriote [MV89] extended this work to the nonmodular case.

McKenzie proved [McK87] that every finitely generated residually small
modular variety V is finitely axiomatized by identities. One cannot drop from
this result the assumption that V be residually small, in view of an example
of S. Polin [Pol76] (in which V' consists of nonassociative rings). Recall that
finitely generated congruence distributive varieties always have finite resid-
ual bounds, by Jénsson’s Theorem. The fact that these varieties are finitely
axiomatized was discovered (before 1970) by K. Baker [Bak77]. In contrast,
[McK96¢c| shows that there is no algorithm to decide, given an arbitrary finite
algebra A of finite type, whether V(A) is finitely axiomatized.

Kearnes and McKenzie [KM92] extended commutator theory from varieties
to the class of “relatively modular” quasivarieties. The varieties in this class
are modular and the definitions specialize in them to the ones discussed in this
thesis. Certain varietal results (e.g. C. Herrmann’s Fundamental Theorem of
Abelian Algebras) fail to generalize to this framework, however, and others
are open problems. The building blocks (in terms of subdirect decomposition)
of a quasivariety K are its “relatively subdirectly irreducible” algebras; if K
is finitely generated, i.e., if K = ISP(A) for some finite algebra A, then the
sizes of these building blocks are always bounded above by |A|. Thus the
analogue of the RS Conjecture does not arise for quasivarieties. It is an open
problem, however, whether a finitely generated relatively modular quasivariety
is necessarily finitely axiomatized by quasi-identities. (This becomes true if
we strengthen “relatively modular” to “relatively distributive” [Pi88].) For
some quasivarieties, this question is connected, in a currently mysterious way,
to the theory of residually small varieties: for a finite group or (associative)
ring A, the quasivariety ISP(A) generated by A is finitely axiomatized if and
only if the variety V(A) is residually small (see [OI’s74] for groups and [Bel78]
for rings). In this case V(A), being modular, has a finite residual bound, by
Theorem 4.11. For a finite group A, V(A) is residually small if and only if all
Sylow subgroups of A are Abelian [O's69] (also see [FM81]). At a universal
algebraic level, no general argument exists at present that would explain these
phenomena.
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