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ABSTRACT

Wireless radio access technologies have been progressively evolving to meet the high
data rate demands of consumers. The deployment and success of voice-based second
generation networks were enabled through the use of the Global System for Mobile
Communications (GSM) and the Interim Standard Code Division Multiple Access
(IS-95 CDMA) networks. The rise of the high data rate third generation
communication systems is realised by two potential wireless radio access networks,
the Wideband Code Division Multiple Access (WCDMA) and the CDMA2000. These
networks are based on the use of various types of codes to initiate, sustain and
terminate the communication links. Moreover, different codes are used to separate the

transmitting base stations.

This dissertation focuses on basc station identification aspects of the Frequency
Division Duplex (FDD) WCDMA networks. Notwithstanding the ease of deployment
of these networks, their asynchronous nature presents serious challenges to the
designer of the receiver. One of the challenges is the identification of the base station
identity by the receiver, a process called Cell Search. The receiver algorithms must
thercfore be robust to the hostile radio channel conditions, Doppler frequency shifts
and the detrimental effects of carrier {requency offsets. The dissertation begins by
discussing the structure and the generation of WCDMA base station data along with
an examination of the effects of the carrier frequency offset. The various cell
searching algorithms proposed in the literature are then discussed and a new algorithm
that exploits the correlation length structure is proposed and the simulation results are

presented.

Another design challenge presented by WCDMA networks is the estimation of carrier
[requency offset at the receiver. Carrier frequency offsets arise due to crystal
oscillator 1naccuracies at the receiver and their effect is realised when the voltage
controlled oscillator at the receiver is not oscillating at the same carrier frequency as
that of the transmitter. This leads to a decrease in the receiver acquisition performance.

The carrier frequency offset has to be estimated and corrected before the decoding



process can commence. There are different approaches in the literature to estimate
and correct these offsets. The final part of the dissertation investigates the FFT based

carrier frequency estimation techniques and presents a new method that reduces the

estimation error.
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CHAPTER 1 g INTRODUCTION

CHAPTER 1

INTRODUCTION

1.1 Evolving Wireless Communication Systems

In the late 19™ century, it was soon becoming clear to many researchers that
transmitting information wirelessly was possible. They were Investigating the
possibility of transmitting radio signals using a technique commonly called the
‘spark-gap transmitter’ for gencrating radio frequency waves. In 1896, Guglielmo
Marconi was awarded a patent with the British Patent Office for his work entitled
‘Improvements in Transmitting Electrical Impulses and Signals and in Apparatus
There-for’ [1]. Although this work used various work of other scientists, the main
contribution was that it could transmit signals wirelessly over a longer distance than
was previously possible. Furthermore, by sending signals across the Atlantic Ocean,
Marconi demonstrated successfully that radio signals can be transmitted for hundreds
of kilometres. He also succeeded, through his company, 10 equip communication
equipments in ships. Some of the human lives saved when the ship, RMS Titanic,

sank in 1912 can be attributed to the radio communication devices installed onboard
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that used the spark-gap wireless technology invented by Marconi. However, it should
be noted that although Marconi’s early demonstrations were groundbreaking at the
time, his original equipments were severely limited in that the receivers were not
tuned. Moreover, his technique required the entire bandwidth of the spectrum to be

allocated to one transmitter.

The limitation on bandwidth was improved with the introduction of Amplitude
Modulation (AM) systems by R. Fesssenden and L. de Frost in 1906, when they made
the first radio audio broadcast [2]. Three years later, a broadcasting station was
constructed in the United States using an improved rotary spark-gap technology.
However, human voice was used to modulate the carrier frequency, and was replaced
with music later on. This has paved the way for regular wireless broadcasts for
entertainment. During the years 1918-1925, radio audio broadcasts were increasing in

number in the United States and Europe [3].

Before the introduction of vacuum tubes in mid 1920s, the most common type of
receiving terminal was the crystal set which represented an inexpensive and
technologically simple method of receiving the radio frequency signal. A crystal set
consists of a long wire antenna, a variable inductor and a variable capacitor that forms

a tank circuit to select the desired radio frequency.

In 1933, radio technology improved significantly when Edwin Armstrong presented a
paper entitled “A Method of Reducing Disturbances in Radio Signalling by a System
of Frequency Modulation.” In this work, Armstrong introduced the Frequency
Modulation (FM) system and showed that it improved the performance of AM
svstems by reducing the interference generated by the electrical equipment. This led
to the subsequent experimenting of FM systems for audio broadcasting and enabled in
the standard analogue television transmissions in the 1940s. It was soon reahised that

FM radio was a much better alternative for very high frequency (VHF) radio than the

AM systems.

The improvements achieved in transmitting signals wirelessly helped to design the
on-board radio transmitters used in the carly missions of space communications such

as the Soviet Sputnik 1, which was launched in 1957. Subsequently, many satellites

o
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were launched in the rush for space navigation systems. The amount of information
collected with these satellites using radio technology proved to be of tremendous
benefit to mankind as can be understood from the advantages gained from the

international routing of telephone signals in the early systems.

The technological progress in radio technology during the second half of the 20"
century was largely driven by the invention of the transistor. The use of transistors
instead of vacuum tubes made the devices much smaller and required far less power
to operate than the vacuum tube receivers. In the ecarly 1960s, commercial
transistorized radio receivers were introduced that were small enough to fit in a vest
pocket, and able to be powered by a small battery. The transistor based radio receivers
were durable, because there were no vacuum tubes to burn out. Over the next 20 years,
transistors replaced vacuum tubes almost completely except for very high-power
applications. The wide spread deployment of transistors, integrated circuits and the

rise of the internet has paved the way to an exciting era of wireless communications

systems which are commonly classified as the first, second and third generation

networks.

The first generation of mobile telecommunication systems were developed in the
1980s and employed analogue techniques to transmit voice. The disadvantages of
these systems were their limitation on capacity and mobility. It should also be
mentioned that there was no international standardising bodies at this time that could
have coordinated a uniform development among many countries. On the other hand,
this lack of standardisation resulted in countries developing their own proprictary
systems which were found be incompatible to others. Some of these standards were

the Nordic Mobile Telephone (NMT), Advanced Mobile Phone Service (AMPS) and
Total Access Communications (TACTS) [4].

The second generation (2G) telecommunications systems were designed to be more
robust to transmit voice than the first generation systems. This is largely due the
digital techniques employed that resulted in better error correction capabilities of the
system. The different standards of these systems were the 1S-95 Code Division
Multiple Access (CDMA), Time Division Multiple Access (TDMA), Global System
for Mobile communications (GSM) and the Personal Digital Cellular (PDC). Out of
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these standards, GSM has proven to be the most successful system when one
compares according to the number of subscribers. At the time writing of this
dissertation, the GSM network has covered 29% of the world population [5].
Although the transition from the first to the second generation networks was
motivated to create a digital system, the evolution towards the third generation was

influenced by a rising need for higher data rates.

With the commercial success of the second generation mobile systems, many
countries continued to enhance their technologies to achieve faster data rates. In
Europe, the European Telecommunications Standards Institute (ETSI) formed the
Universal Mobile Telecommunications System (UMTS) to standardise future
activities. Similarly in Japan and Korea, the respective authorities were continuing
work to standardise their own future radio communication technologies. This resulted
in the International Telecommunications Union (ITU) whose objective 1s to create a
global standard for the third generation wireless communications known as the
International Mobile Telecommunication beyond 2000, The radio access technologies
which were incorporated to the IMT-2000 family of specifications are the Direct
Sequence (UTRA FDD), Multi- Carrier (CDMA2000), Time Division (UTRA-TDD),
Single Carrier and Frequency-time (DECT) based technologics. Therefore, the
International Telecommunications Union serves as umbrella of many diverse groups
of technologies. Recently, there have becen a growing number of countries who are

upgrading to the third generation based technologies, and there will be more adoption

in the future.

Many rescarchers and telecommunication vendor companies are stressing for a need
to increase the data rates much higher than the rates of the present Third Generation
systems. Hence, some authors have already started to refer to these technologies as
the Fourth Generation (4G) systems, although this nomenclature has not been
standardised [4]. However, this dissertation refers to these technologies as ‘next
generation systems’. The main objective of the next generation technologies is to

increase the data throughput while at the same time increasing the robustness of the

signal towards the hostile wireless channel.
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The next generation networks will also enable the provision of high-data rate short-
range communications as they find excellent application for wireless hot-spots. An
example of this will be the high data rate Wireless Area Networks (WLAN) that is
currently being considered for standardisation. A key radio access technology that is
getting a strong support is the Orthogonal Frequency Multiplexing (OFDM) technique.
This technique is being used in the Digital Audio Broadcasting, Digital Video
Broadcasting, and has been selected to provide an evolutionary path to the 3G

communications system.

1.2 Spread Spectrum Wireless Communication Systems

This section introduces briefly a communications technology used in the third
generation systems to access the radio spectrum. This technology, broadly known as
the spread spectrum, was originally used in military communication systems where
the primary challenge was to transmit information in such a way that its interception
by the enemy was made difficult, if not impossible. One of the reasons why
interception of a signal was easily achieved with the previous techniques was due to
the small bandwidth used for transmission, which makes it very vulnerable to pulse
jamming. Therefore, to counteract this effect, the designers of the time used two

techniques that form the first principles of the spread spectrum technology and can be

summarised as follows.

e The bandwidth of the signal was made much greater than the message

bandwidth. This was done to minimise the effects of pulse jamming,.
e The bandwidth of transmission was determined by another signal which i1s
independent of the message signal. This was intended to minimise interception

by any receiver that did not know the identity of the independent signal.

Spread spectrum systems were also found to provide good resolution of the multi-path
components of a transmitted signal. This characteristic has made them very attractive
to be used in commercial communication systems, where the quality of reception is

greatly improved by combining the multi-path components using a Rake receiver [6].
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Figure 1-1 shows the basic elements of a spread spectrum communication system. It is
shown that the model includes all the elements of a conventional communications
system, i.e. channel encoder, modulator, demodulator and channel decoder. In
addition to these eclements, a spread spectrum system employs identical code
generators in order to increase the bandwidth of the transmitted signal. The process of
multiplying a signal with a specific code prior to transmission is termed spreading. In
order to recover the transmitted signal at the receiver, a similar process is performed
which 1s to multiply the received signal with a replica of the specific code used at the

transmitter - a process termed despreading.

Input Output
data data
—> el Modulator Channel Demodulator Channel

encoder decoder

Code
Generator

Code
Generator

Figure 1-1: A model of a spread spectrum communications system

1.3 The Need for Synchronisation

Synchronisation procedures are generally required by various stages of a digital
communications system. Synchronisation is concerned with the generation of a
concurrent system of reference such that signal alignment in some particular domain
s attained. Synchronisation may take place in the temporal and/or frequency domains.
Synchronisation can also be viewed as an estimation problem where one or more
parameters have to be determined from a given signal. Different levels of

synchronisation may be defined such as carrier, code, bit, symbol, frame and network

synchronisation.
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In Section 1.2, the basic building blocks of a spread communication system has been
described. It has also been mentioned that identical code generators need to be used in
order to properly decode the transmitted information data. One of the main challenges
for the designer of a spread spectrum communications receiver is to align the codes
used at the transmitter with a locally generated code at the receiver. This problem is
commonly referred to as code acquisition and 1ts importance as an essential function
of a spread spectrum system has always been recognised. A widely used technique for
code synchronisation is to search through all potential code phases until
synchronisation is achieved. Each code phase is evaluated by attempting to despread
the received signal. If the code phase is correct, despreading will occur and the signal
can be decoded. If the code phase is wrong, the signal will not be decoded and the

communications process will fail.

This dissertation considers a synchronisation problem in a frequency division duplex
(FDD) Wideband Code Division Multiple Access (WCDMA) system. This system
uses many codes to separate the transmitters and the receivers require a design in such
a way that the correct transmitted code has to be detected efficiently. This problem 1s
exacerbated by equipment limitations, such as the carrier frequency offset. Therefore,
this dissertation also investigates the damaging effect of the carrier frequency offset

on the synchronisation process and presents some mitigation techniques.

1.4 Dissertation Outline

Chapter 2 starts by introducing code acquisition systems in CDMA2000 and
WCDMA networks. In order to appreciate the current specifications in the 3GPP
Standard, the pioneering research efforts in code acquisition in a WCDMA system are
presented. This is followed by describing the several synchronisation codes which are
used to assist in the code acquisition procedure. Moreover, some of the downlink
channels that represent the WCDMA base station data are presented. A model for the
base station is then developed. This model is used to generate the transmitted base

station data. Finally, the effect of the carrier frequency offset on the transmitted base

station data 1s illustrated.
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In Chapter 3, an overview of the research efforts in the literature directed at
improving the performance of the cell searching system 1s presented. The effects of
the carrier frequency offset are then examined and some mitigation techniques are
explored. This is followed by an investigation of the wireless channel considered in
this dissertation which uses filtering two white Gaussian variates to generate a
Rayleigh process. A new method of exploiting the symbol structure of a WCDMA
frame is presented and its performance is compared with the conventional system by
considering the Stage 3 of the cell searching system. It is shown that this method
provides an improvement when compared to the conventional system. It is also shown
that the choice of the correlation length used in cell searching systems need not be

restricted to limited values.

In Chapter 4, the estimation of a carrier frequency offset in a WCDMA system 1is
emphasised. A mathematical model for carrier frequency estimation 1s formulated. A
literature review of the estimation techniques for the carrier frequency offset i1s then
presented. This chapter examines the fast Fourier transform (FFT) based carrier
frequency estimation technique. A new algorithm that builds on the conventional FET
based algorithm is then presented. The performance of the new method is examined in
an additive white Gaussian noise and flat fading channels. This chapter provides
performance results of the proposed method which show significant improvements
when compared to the conventional method. This chapter also presents an analytical

treatment of the subject. Finally, a technique 1s examined to enhance further the

performance of carrier frequency offscts.

In Chapter 5, conclusions are drawn and some topics for future work are described.
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1.5 Original Contributions in this Dissertation

The original contributions in this dissertation include:

L. A technique that exploits the correlation interval of the symbols m a

WCDMA frame using variable chip correlation lengths

8]

A technique that estimates the carmier frequency offset in a WCDMA

receiving terminal which is based on the fast Fourier transform

Parts of the work in this dissertation have been presented, or submitted by the author

to the following conferences and journals:

1. S. Rezenom and A. Broadhurst, “Stage 3 performance of W-CDMA cell
scarch  for various chip correlation lengths™,  South  African
Telecommunication, Networks and Applications Conference (SATNAC),

September 2005, Drakensberg, South Africa.

2. S. Rezenom and A. Broadhurst, “Window function effects on the
performance of an FFT-based W-CDMA frequency offset estimator™, to be
submutted to the SAIEE Africa Research Journal.
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CHAPTER 2

FUNDAMENTALS OF WCDMA CODE
ACQUISITION

2.1 Introduction

The third generation radio access technologies, CDMA2000 and WCDMA, employ
different techniques to communicate between the receiving terminal and the
transmitting base station. This is accomplished when the receiving terminal acquires
the correct code that spread the transmitted signal at the base station. Although the
emphasis of this dissertation is on a WCDMA system, code acquisition in a
CDMA2000 system 1s briefly described in Section 2.2. In Section 2.3, an overview of
code acquisition in a WCDMA system 1s described citing some differences with the
CDMA2000 system. Section 2.4 discusses seclected research efforts on code
acquisition in WCDMA systems which were finally incorporated into the 3GPP
Standard. In Section 2.5, the procedures of code acquisition as outlined by the 3GPP
Standard are presented. Several synchronisation codes are used to assist in WCDMA
code acquisition and their construction is described in Section 2.6. In order to simplify
the process of code synchronisation at a receiving terminal, the WCDMA base station
transmits several types of downlink channels which are presented in Section 2.7.
Section 2.8 presents a model for a transmitting base station. Finally, in Section 2.9,

the cffect of carrier frequency offset on the transmitted data is illustrated.

10
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2.2 Code Acquisition in a CDMA2000 System

Code acquisition in a CDMA2000 system is based on a synchronous system. All the
base stations are synchronised to a universal time source, such as the Global
Positioning System (GPS). The base station transmits a common pilot channel which
contains a short pseudo noise (PN) code. The different phases of this PN code are

used to differentiate the base stations deployed in the system.

In a CDMA2000 system, the base station transmits the same PN code with different
phase offsets [7]. The number of available phase shifts determines the maximum
number of available base stations to be used in the system. Hence, each base station
uses a unique PN phase offset used for its identification. CDMA200 systems use 512
phase offsets of a unique PN code to differentiate between transmitters. Therefore, to
correctly identify the transmitting base station, the receiving terminal has to acquire
the exact starting point of the short PN code of the base station. In effect, this means
the terminal has to search for this short code by corrclating the reccived signal with

cach shift of the unique PN code. The peak correlation value will thus identify the

{ransmitting base station.

< ......................................................................................................... >

Cell A ~ Cell ID code (PN offset. short PN code)

Cell B Cell ID code (PN offset, short PN code)
................ »  Offset |

Cell C Cell ID code (PN offset, short PN code)

Time reference

Figure 2-1: Synchronisation in a CDMA2000 system.
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Figure 2-1 shows PN code allocation in a CDMA2000 system. In this illustration,
three base stations are using the same PN code but with different offsets. The timing
reference used is also shown. Each base station transmits according to the required
PN offset. Here, Cell B and Cell C transmit according to the specific shifts ‘offset 1’
and ‘offset 2°. It is the task of the mobile station to accurately determine this unique
PN offset. Assuming the GPS gives accurate timing reference, cell search proceeds by
correlating the received sequence with the specific shifts of the PN codes. The point
of maximum correlation is used to determine the offset and a possible candidate of the

serving base station.

2.3 Code Acquisition in a WCDMA System

Unlike CDMA2000, the WCDMA system uses asynchronous transmission. The
transmitting base stations are not synchronised to any external time source. Therefore,
the concept of using different code shifts of the same scrambling code, as used in the
CDMA2000 system, cannot be employed here as there is no known timing reference.
Morcover, there is no known code and frequency reference. The 3GPP standard [§]
has 512 scrambling codes to differentiate the basc stations from one another. This
allows for cach base station to be identified by these scrambling codes. Each base
station uses one and only one of these 512 scrambling codes to scramble its data
before transmission. These scrambling codes are also known as base station identities.
The receiving terminal needs to have a mechanism that searches through the 512
scrambling codes 1n order to identify the correct transmitting base station. Figure 2-2
shows three WCDMA base stations, each using a 10 ms scrambling code to transmit
its data. It should be noted that these codes are different from each other. In order to
communicate (o the base station. a receiving terminal has to identify one of these

three scrambling codes. A detailed treatment of the scrambling code generation is

given in Section 2.6.
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.................................................................................................... >

Cell A Scrambling Code # 1 (10ms code)
Cell B  Scrambling Code # 2 (10ms code)
Cell C l Scrambling Code # 3 (10ms code)

Figure 2-2:  Code allocation in a WCDMA System

Network planning in a WCDMA system requires allocation of scrambling codes to
the base stations. Code acquisition in an asynchronous system thus mvolves the
process of searching for a particular scrambling code used by a transmitting basc

station.

During transmission, the transmitted signals encounter propagation uncertainties such
as multipath fading, Doppler shift and due to equipment limitations frequency offset,
clock drift, etc. It 1s important to mention at this point that cell search does not only
deal with time and code acquisition. The process of frequency acquisition is also
included 1n the process. Since the receiving terminal is operating in such hostile radio
channel conditions, the receiver is presented with a daunting task of identifying this

long scrambling code out of a potential set of 512 candidate codes.

2.4 Background on Cell Search

A receiving terminal must search through all scrambling codes to synchronise and
communicate with the transmitting base station. A simple conceptual approach
requires a sequential search through all the scrambling codes, as used in 9], to

determine the scrambling code that would give peak correlation. An assumption made

—
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in this approach, which is very hypothetical, is the existence of a perfect match in
frame timing between the received signal and the unknown scrambling codes. This
makes the acquisition time and implementation complexity of the receiver to be very

large.

Another approach would be to assemble parallel correlators, each matched to the 512
scrambling codes. The complexity of such a system would be enormously large.
Neither of the previous two approaches can be realistically implemented. The
challenge of cell searching systems is designing techniques that decode the

transmitted scrambling code with good reliability and implementation complexity.

In this section, some of the important research efforts that consolidated the cell
searching algorithms are overviewed. The first documented study to decrease the
complexity of cell search was reported in 1996 when Adachi et al. proposed a two-
stage procedure that reduced the acquisition time and implementation complexity.
One year later, this was improved further when Higuchi ef a/. proposed a three-stage
procedure and showed 1t performed better when compared to Adachi er al. This
proposal formed part of Japan’s submission to the WCDMA standardising body. The
cell searching procedures were further refined when Nystrom ef a/. and Sriram et al.
proposed techniques that contributed significantly  to decrcase the level of

complexity. An overview of the contributions made by these authors is presented

below.
2.4.1 Adachief al.

[n order to improve on the concept of sequential searching of the scrambling code
from the received signal, Adachi er al. in [10] proposed a technique whereby each
base station transmits a short code at the start of its frame. This short code (which the
authors called the Common Short Code) identifies the start of the frame. At the
receiving end, the terminal searches for the common short code and once a good
correlation candidate with the common short code is found, it searches through the

512 scrambling codes to identify the transmitting base station.

14
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Figure 2-3 shows three base stations transmitting the same common short code with
different signal strengths. The receiving terminal correlates the received signal with
the common short code. The signal from Base Station 2 (BS 2) is shown to have the
highest correlation value. This indicates the frame timing of the received signal. The
mobile terminal would then proceed to correlate each of the scrambling codes used by
the system with the received signal. The scrambling code with the highest correlation
value will be selected as a successful candidate to identify the base station. It should

be noted that this method 1s a two step procedure.

Step 1: Identify the timing information

Step 2: Identify the scrambling code

D = Common Short Code

Received
signal Long code duration

1
v

from BS 1 Q—E\\J

I

\
Correlation a\ / \

values AR / \ / \

i \ /
A =

starting point
of search

Figure 2-3: Adachi er al.’s two step cell searching procedure
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For the common short code, the authors used 64 chip sequences selected from a set of
orthogonal Gold sequences and a matched filter with the same sequence was used at
the receiver. The authors reported acquisition using this technique takes less than 900
ms in 90 % of the terminals within the base station coverage area when simulated in a

Rayleigh fading channel.
2.4.2 Higuchi et al.

Although the technique proposed by Adachi ef al. was unique in its contribution to
identify the timing information, its disadvantage lies in using one common short code
for every frame. This approach delays the identification of the scrambling code as the
receiver waits for one frame or more to start the second step. For example, if the
terminal fails to identify a strong timing candidate within one frame due to channel
fluctuations, it will have to extend the search to the next frame. Moreover, 1t still has
to correlate the received signal with each of the 512 scrambling codes bringing more
delays. Therefore, further enhancements are required to counteract this effect and

Higuchi et ¢l in [11] proposed a technique to achieve that.

These authors vestigated the ecffect of grouping the scrambling codes and
transmitting information about the grouped codes. They used the term ‘Group
Identification Codes’ (GIC) to represent information about the code groups. Each GIC
would then represent several scrambling codes. The base station transmits the group

code of its scrambling code along with the traffic data.

Figure 2-4 shows a transmission schematic of the base station proposed by the
authors. The frame is divided into M parts called slots and the common short code is
transmitted in each slot. This is an improvement to [10] which uses one short code per
frame. The GIC is transmitted together with the common short codes in cach slot.
However, to reduce interference, the long scrambling code is masked at the positions
where the GIC and common short codes are transmitted. This helps to increase the

reliability of timing detection at the receiver.
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SCRAMBLING }
CODE ‘

Masking duration
»> <«

MASKED T N
SCRAMBLING | N o

w0 0 I

#0 #1 #2 #M-1

SCRAMBLING CODE PERIOD

Figure 2-4:  Schematics of Higuchi ¢f al. ’s algorithm

At the receiving end, the terminal uses a filter matched to the common short code to
determine the timing information. However, unlike Adachi er «/.’s method, this
procedure will only give the start of timing of a particular slot. Once the terminal
acquires the timing information, it continues the search by correlating the received
signal with each of the available code groups. The success of this step gives the group
identity of the transmitted scrambling code. The search continues to find the
transmitted scrambling code by correlating the received signal with all the scrambling
codes represented by the group codes. The best candidate in this stage will then give
the transmitted scrambling code and the timing of the frame. Contrary to [10], this
mcthod 1dentifies the frame timing once it determined the transmitted scrambling

code. Therefore, their algorithm is summarised as,
Step 1. Identify the slot timing

Step 2. Identify the code groups

Step 3. Identify the scrambling code and the frame timing

17
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2.4.3 Nystrom ef al.

A subsequent study by Nystrom et al. [12] showed further improvement to the
complexity by combining the detection of the group identity code and frame boundary
in one stage. To accomplish this goal, the authors introduced a specially designed
orthogonal modulation sequence when selecting codes for GIC [12]. The essential
improvement in this algorithm is the advantage gained in identifying the frame timing
before the start of brute force de-scrambling. This can be illustrated further as follows.
Consider a GIC code of length » chips, chosen from a list of L scrambling code

groups as was used by Higuchi ef al. This GIC can be written as

¢, = <(:N,, Gy ik By i cj_”_1> 7=01..L-1} 27
and 1s selected from a list of scrambling code group C

C = (CU: c.C,. ..C, | (2.2)

Their contribution is in modulating the above sequence with a specially designed

scquence H

H = hy, h’J? ]sz h;\'\—l (2.3)
where N represents the total number of slots in the frame . The sequence in (2.2)1s

now modified to

C/’ = (/ZUC’/, ]lflCY/ /Y,ZCYJ. ]l,A\,s__]C'J j — O 1" 2 L (24)

It 1s seen in (2.4) that each slot in the frame contains a different code when compared
to (2.1) which uses the same code. In this technique, to represent the group identity,

the base station transmits (2.4) instead of (2.1) as was used in Higuchi ef al. The

remaining transmitted codes remain unchanged.
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In order to explain the decoding of (2.4) at the receiving terminal, consider the

received sequences at each of the masked positions in the frame can be written as
r=(r Ko Ty ) (2.5)

The terminal computes the metric 4,

|
|
|

o Rl i 1
( ’()C(A ]] C() e ’N_\.-] CO

A= (2.6)

P P T I
L’OCL—I nCo ’J\'.\»—ch-i

where €)' represents the Hermitan of the group identity matrix i (2.4). Let

7 denote a matrix that contains all the cyelic shifts of (2.3) and can be written as
H=| : E (2.7)

The terminal then computes the decision metric
~ 1
D= AH (2.8)

—~H . —~ .. ..
where H Is the Hermitan of /. The row and column that maximise the decision

metric D gives the group code identity number and the start of frame boundary,

respectively.

This method improves the detection performance as it allows for the simultancous
detection of the code group and the frame timing. The authors reported a decrease in
complexity as compared to Higuchi ef «/. However, they mentioned a slight increase

in processing delay. The procedures in the algorithm can be summarised as
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Step 1. Timing synchronisation
Step 2. Code group and frame identification

Step 3. Scrambling code identification
2.4.4 Sriram et al.

One disadvantage of Nystrom et al. is that, if the modulation sequence in (2.3) is not
cyclically distinct, many of the rows in (2.7) would not be different. The terminal
would then find it difficult to distinguish between shifts in the received code words

leading to a false detection of frame boundary.

To counteract this problem, Sriram et al. in [13][14] employed a different code
selection scheme to represent the code group identity. The authors used a class of
error correcting codes called cyclically permutable (CP) codes [15] to transmit
information about the scrambling codes. These codes have been employed in pulse
position modulation systems and as hopping sequences for frequency-hopped spread

spectrum systems.

By definition, a CP code of length 17 15 a set of code words such that no code word 1s a
cyclic shift of another, and each code word has # distinct cyclic shifts [14]. For

cxample, consider the following sequence
C =1Co. Cy. C, ... Cy. (2.9)

This sequence is a CP code and is transmitted by the base station in each slot position
of the frame to represent information about the code groups. As each cyelic shift of

the (2.9) 1s a different codeword, the terminal can use this to establish the timing of

the frame boundary.

In addition to using the CP codes, the authors extended the concept further by
choosing the cyclically permutable code to be a subset of an error correcting cycelic
block code. For this purpose, they selected the Reed Solomon (RS) codes because

they have a maximum possible distance between code words for a given block length
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[14]. For example, for a frame consisting of 16 slots, an RS (16,3) over GF(17) 1s
used which can encode 17° = 289 code groups. Altematively, for a frame consisting
of 15 slots, and RS (15,3) over GF(16) is used and can encode 167 = 256 code groups

using the CP codes.
At the receiving end, the procedures are similar to [12] and are summarised as

Step 1: Identify the timing
Step 2: Identify the code groups and the frame boundary timing

Step 3: Identify the scrambling code

The main contribution of this method is detection of the frame boundary timing with a
high reliability than [12]. The authors reported a significant improvement in
synchronization can be obtained using this code selection. As a result, their scheme 1s

presently used to transmit grouping information about the scrambling code in the

3GPP standard [§].

2.5 The 3GPP Standard

The research efforts described in the previous section were submitted for
consideration to the WCDMA standardising body. In due process, some
enhancements were made and 1t was finally incorporated into the Standard. It should
be noted that the 3GPP standard mtroduced new notations to the synchronisation
codes previously proposed by some authors. The common short codes that were used
by Adachi er al. and Higuchi er «/. became the Primary Synchronisation Codes (PSC).
The synchronisation codes that were derived from the cyclically permutable codes, as
proposed by Sriram et «l, were termed the Secondary Synchronisation Codes (SSC).
The length of these codes is changed to 256 chips instead of the 64 chips, as was first
employed in [10][11]. It should also be noted that the design of the synchronisation
codes can be extended to cater for either 64 or 256 chips. Moreover, the Standard
specified the use of 15 slots in one WCDMA frame. Previously, some authors used 16

slots in their studies [12][13] while others used 15 slots [16][17].



CHAPTER 2 FUNDAMENTALS OF WCDMA CODE ACQUISITION

In [18], the 3GPP Standard specified three steps to be used for cell search in the
WCDMA system. The following paragraphs describe the three steps as they appear n

[18].

Step 1: Slot synchronisation
Step 2: Frame synchronisation and code-group identification

Step 3: Scrambling-code identification

During the first step of the cell search procedure, the receiving terminal uses the
primary synchronisation code to acquire slot synchronisation to a cell. This is
typically done with a single matched filter (or any similar device) matched to the
primary synchronisation code which is common to all cells. The slot timing of the cell

can be obtained by detecting peaks in the matched filter output.

During the second step of the cell search procedure, the receiver uses the sccondary
synchronisation code to find frame synchronisation and identify the code group of the
cell found in the first step. This is done by correlating the received signal with all
possible secondary synchronisation code sequences, and identifying the maximum
correlation value. Since the cyclic shifts of the sequences are unique the code group as

well as the frame synchronisation is determined.

During the third and last step of the cell search procedure, the terminal determines the
exact primary scrambling code used by the found cell. The primary scrambling code
1s typically identified through symbol-by-symbol correlation over the CPICH with all
codes within the code group identified in the second step. After the primary
scrambling code has been identificd, the Primary CCPCH can be detected and the

system and cell specific BCH information can be read.

The structure and function of the WCDMA channels used in the Standard, such as the
CPICH, CCPCH and BCH are presented in Section 2.7.

o
o
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2.6 Synchronisation Code Design

Research into the construction of the synchronisation codes started with the use of the
common short codes proposed in [10][11], where the authors used a 64 chip short
Walsh orthogonal codes. Similarly, the codes presented in [11] used similar codes to
separate the group identities. In [19], the authors employed a modulation sequence to
achieve further separation between the group identity codes. In [13], the authors used

CP codes for the group identity codes.

The above approaches were finally incorporated to the Standard in [8] with some
modifications. This section presents the current design techniques for the

synchronisation codes used in the WCDMA system.
2.6.1 Primary Synchronisation Code

In Section 2.4, it was discussed that Higuchi et al. proposed a common short code to
recover the timing information. In [20], a submission by Siemens to the 3GPP, the
authors proposed a hierarchical sequence with good correlation properties in the
presence of a frequency error. In a similar submission, Texas Instruments in [21][22]
proposed synchronisation codes based on the Golay sequences [23] and their results
showed a reduction in complexity and good autocorrelation properties. In a
subsequent effort, [24] combined the merits of the previous techniques and proposed a
generalised hierarchical Golay sequences. They found out that these sequences have a
lower complexity than either of the previous submissions while preserving the good

autocorrelation properties even under high frequency errors.

In [8], the 3GPP standard incorporated the generalised hierarchical Golay sequences

[24] to construct the PSC codes. Let the vectors #and v be defined as
u=(xg, X, Lux, ) = (L L L L - - 1,0, -1, 1, -1 -1 D (2.10)

V= (1’ 1’ 1’—1’_1> 1’—19-1* 1> 17 1:'1! 1= _19 13 1) (211)
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The PSC code Cps(, is then constructed as
C e =1+ ) ®v) (2.12)

where j is the complex notation and ®is the Kroneker product [25]. The sequence
(2.12) represents a 256 chip-long sequence transmitted in the first 256 chips of every

slot of a WCDMA frame and is the same throughout the system.
2.6.2 Secondary Synchronisation Code

There are a total of 16 secondary synchronisation codes that are generated by the base

16
LCo

station. The 16 secondary synchronisation codes {C‘E.SC,C_S\.C,.. m} are complex-

valued with 1dentical in-phase and quadrature components. These are constructed
according to the 3GPP Standard [8] from position-wise multiplication of a Hadamard

sequence and a sequence z, defined as: '
z=(h,b,b,=b, b, b,—b,—b,b,—b, b,—b,—b,—b,—b,~b) (2.13)

where

and (x,, x,,....x,,) 1s described in (2.10).

The rows of the Hadamard matrix /7, are used to construct the sequence recursively

as follows
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H(\ = (1)
H.L-, 1 HA—I
H = (2.15)
]‘ H[—l _H!kl

where k>1. Let h, (i) represent the " symbol of the sequence H, in (2.15) and

z(z’) denote the i" symbol of the sequence in (2.13) where i = 0,1,2,...,255. The

m" SSC sequence Ci, with m = 1.2....,16, is constructed as

o= (14 /) (e (0)x 2(0), B, (Dx 2(1), ..., B (255)x 2(255) ) (2.16)

where k =16 (m—1). The sequence (2.16) thus represents the 256 chip long SSC code

sequence used in the first 256 chips of every slot in a WCDMA frame.

2.6.3 Scrambling Code

The scrambling code 1s employed as a means of base station separation. It spreads the
base band signal into a wideband signal. Given the sensitivity of a CDMA system, the
scrambling codes must maintain very good auto-correlation properties. This
requirement calls for the timing between the receiving terminal and the base station
must be maintained within a range of one chip period. A timing offset of more than
one chip between the data sequences of the receiver and the base station destroys the
good autocorrelation and results in the failure of the receiver communications process.
Therefore, the 3GPP standard proposed the use of Gold codes as a downlink
scrambling codes to identify base stations. This dissertation uses the gencrator

algorithm proposed by the 3GPP standard [8].

Gold codes have very good correlation properties. There are a total of
2'% 1= 1262143 Gold code sequences. Of these only 512 are employed to identify
base station identities. There is a special method of selecting these 512 codes from the
possible set of 2" -1 codes. The codes are numbered as 0.1.2 2062142 . Let

sl Lyt

n=16xBS,, where BS, =0,1,2,...,511 is the primary scrambling code set and 7 is

25
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the scrambling code number. The primary scrambling code set BS,, 1s used to
represent the cell identification. It is divided into 64 code groups. Each code group
consists of 8 scrambling codes. When there is a need to identify a base station
with BS,,, , it scrambles its data using the scrambling code number n = 16xBS ;.

The base station also uses another scrambling code called the secondary scrambling
code. It is used to scramble other data that are not associated with base station

identification. These are numbered as n = 16xBS,, +k , where BS,, is the primary
scrambling code set and k& =1,2,...,16 is the secondary scrambling code set within the

primary code set. For every primary scrambling code set, there are 15 secondary
scrambling codes. However, only the primary scrambling code set is used for cell

identification purposes.
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Figure 2-5: Scrambling code generator [TS 25.213]

The generator of the scrambling codes uses two shift registers X and Y. This is shown
n Figure 2-5. Each register uses 18 clocked shift registers with feedback of the data

using modulo-2 adders @ with the exclusive-OR operation. This generates the I and

Q channel scrambling codes.

To 1llustrate the scrambling code generation process, consider a case where it is
desired to represent a base station with an identification number BS,, . Therefore, the

corresponding scrambling code number n=16x8S,, has to be generated. The

following procedure is performed by the generator.
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Step 1: Register X initialised as X, =1, X, = X, =... X}, =0

Step 2: Register X 1s shifted » times.

Step 3: Register Y initialised as ¥, =Y, =... X, =1

Step 4: Clock Registers X and Y and collect I and Q outputs to fill up a frame
(38400 chips)

Step 5: Go to Step 1 for the next frame.

2.7 WCDMA Downlink Channels

Culminating from the various studies mentioned, the 3GPP standard uses different
types of channels to facilitate the synchronisation process. These are the Primary
Synchronization Channel (P-SCH), the Secondary Synchronization Channel (S-SCH),
the Common Pilot Channel (CPICH) and the Primary Common Control Physical

Channel. However, the frame structure in a WCDMA system is presented here first.

2.7.1 Frame Structure of a WCDMA System

For purposes of providing an easier evolutionary path from the GSM system, the
WCDMA system is designed to be compatible with it. The frame length of the
WCDMA system i1s thus maintained at 10 ms [8]. The frame structure of a WCDMA

system [8] 1s shown in Figure 2-6.

Each frame 1s of 10 ms duration and contains 38400 chips. There arc 15 slots in each
frame containing 10 symbols of 256 chips. Different spreading factors may be used

which may lead to different data rates. Nonetheless, the chip rate is fixed at 3.84

Mcps.
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Figure 2-6:  Frame structure of a WCDMA system
2.7.2  Primary Synchronisation Channel
The Primary Synchronisation Channel (P-SCH) 1s made up of the primary
synchronisation code which 1s transmitted as the first 256 chips of each slot and
occupies one-tenth of the time slot as shown in Figure 2-7.
I \ ;
SLOT#0 SLOT #1 “ SLOT #1 | i SLOT #14 i
| '
! ‘ l
<4+ 1 FRAME =10 ms >

Figure 2-7:

Primary synchronisation channel allocation in 2 WCDMA system
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In one frame therefore, 15 PSC codes are transmitted. This constitutes the P-SCH.
The PSC is the same for all cells as it is the same from slot to slot. The main use of
the PSC sequence is to acquire a timing reference with the base station. The mobile
station has to search for this particular code to acquire a timing reference. The

detection of the PSC at the receiver signals the start of the slot of the base station data.
2.7.3 Secondary Synchronisation Channel

The secondary synchronisation channel represents a scrambling code transmitted by

the base station. In the current standard, there are 16 secondary synchronisation codes

available. Let C'!”. where m = 1,2....,16 denote the available SSC codes. However,

since there are 15 slots in a frame, only 15 SSC can be used to make the S-SCH. In
the 3GPP standard [8], such an arrangement of the S-SCH in a frame represents one
scrambling code group. Since there are eight long scrambling codes with a code
group, this S-SCH sequence thus represents eight scrambling codes. This gives 64
possibilities of S-SCH allocations in a frame to completely represent the 512

scrambling codes that are available codes to identify base stations.

To further illustrate the S-SCH allocation in a frame, one needs to look at the code
group table used by the Standard as shown in the Appendix. This table lists the values

of m used to construct the appropriate secondary synchronisation code C'” . The

order of the codes given in the table must be used to fill a secondary synchronisation
channel according to the scrambling code desired to be transmitted. For example, 1f it
1s desired to identify a base station with BS;,=5 , a scrambling code
n =16xBS,;, =90 needs to be generated as explained in Section 2.6 to scramble the
data. The base station needs to transmit the group code of this scrambling code. It
should be noted that the first eight base station identities, BS,, = 0,1,2,...,7, belong to
the first scrambling code group in order to represent all the 512 codes in 64 code
groups. It follows that BS,, =35 belongs to the first code group. To determine the

order of the SSC, and subsequently the S-SCH to be used, the base station transmitter

needs to look at the Appendix. It can be seen that the SSC sequence
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{1, 1.2.8,9,10, 15, 8. 10, 16. 2. 7, 15. 7, 16} would have to be transmitted at

each of the slots in the frame. This order of the SSC must be maintained through all
frames transmitted by the base station. This situation is depicted in Figure 2-8 which

illustrates the P-SCH and S-SCH transmission structure in a WCDMA frame for a

base station with BS,,=5.

pl Pl Pl Pl Pl Pl Pl Pl Pl Pl PPl Pl |P

P-SCH sl |sl is| s{ Is |s| |s; s |s| |s| sl |s| |s s s
C C Cc C C C C Cc C c C c C C C

S-SCH 1 1 1 |1 1 1
I 1 2 8 9 0 8 0 6 2 7 5 7 6

DATA
< 1 FRAME =10 ms 2
Figure 2-8:  Allocation of synchronisation channels in a WCDMA frame

2.7.4 Common Pilot Channel

The Common Pilot Channel (CPICH) is an un-modulated fixed power channel
scrambled with the cell specific scrambling code. It is made up of a pre-defined
symbol sequence. As it has a spreading factor of 256 chips, there are 10 symbols (20
bits) in cach slot. This gives a symbol rate of 15 kbps. Owing to its fixed power, it can
be used as phasc reference, channel estimation, and hand over measurements. Figure

2-9 shows the arrangement of the CPICH 1n a WCDMA frame and super frame.
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2560 CHIPS , 20 BITS, 10 SYMBOLS
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Figure 2-9:  CPICH channel arrangement
2.7.5 Primary Common Control Physical Channel

The Primary Common Control Physical Channcl (P-CCPCH) contains the broadcast
information of the base station. This broadcast information is transmitted in the
Broadcast Channel (BCH). It contains random access codes, code channels of other
common channels and other base station information absolutely necessary for system
proper system functions. It 1s a pure data channel. It has a fixed data rate of 30 kbps.
Its transmission scheme 1s depicted in Figure 2-10. It can be observed that the P-
CCPCH 1s not transmitted at the first 256 chips of cach slot. Instead the
synchronisation codes are transmitted in this time period. The P-CCPCH neceds to be

demodulated by all mobile stations in the system. Therefore high transmission power

1s needed to enable this effect.

The P-CCPCH has a great importance in cell search. Since it contains the necessary
base station information, the success of cell search depends on the successful

decoding of the data in this channel. Moreover, in a process of hand over, where a
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mobile station needs to change its location to another cell, there is no need to search
through all the scrambling codes to synchronise to this new station. However, this can
be achieved with less effort by reading the scrambling codes of the nearby station
contained in the broadcast channel.

2560 CHIPS , 20 BITS, 10 SYMBOLS

S >
4—256 chips—p» B

(TX OFF) ! DATA (18 BITS)

SLOT #0 SLOT#1 | SLOT#i ' sLOT#14
<« 1 FRAME =10 ms —>

............. i et

FRAME #0 | FRAME #1 | FRAME #i * FRAME # 71

< >

1 SUPER FRAME =720 ms

Figure 2-10: P-CCPCH channel arrangement

2.8 Base Station System Model

A WCDMA base station needs to send the correct order of the synchronisation codes.
It also needs to scramble the data with the assigned scrambling code. The base station
system model used in this thesis is shown in Figure 2-11. The synchronisation
channels, P-SCH and S-SCH, are combined together to form the synchronisation
channel. The CPICH represents a predefined sequence that is scrambled by the cell
specific scrambling code. A string of 1’s is assumed to model this predefined
sequence which is then scrambled by the scrambling code. All other data sequences

from the base station are modelled as intracellular interference.
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. 5-SCH _
: : Base Station Data
—>

CPICH

Intraceliular
Interference

Figure 2-11: Base Station System Model for Cell Search in a WCDMA System

Figure 2-12(a)-(c) shows a WCDMA base station data with PSC, SSC and CPICH
data spread with a cell-specific scrambling code. There is no noise added. The power
of the CPICH signal shown in Figure 2-12 is limited to 10 % of the total base station
power as required by the Standard. In Figure 2-12(a), the in-phase component of the
WCDMA signal 1s shown. A similar signal can be generated for the quadrature
component. It can be seen that the synchronisation codes are shown as peaks. This 1s
due (o the selection of the power levels of the PSC and SSC codes in relation to the
CPICH codes. If the power of the CPICH signal is made larger, the distinct
appearance may not be obtained. Moreover, the appearance can also change 1f the
signal encounters a noisy channel. A closer look of the first 256 chips of the T and Q

parts is shown 1n Figure 2-12(b) and Figure 2-12(c) respectively.
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Amplitude, V
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Figure 2-12(a): 'WCDMA base station data - I channel (10 ms frame)
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Figure 2-12(b): WCDMA base station data - I channel
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Amplitude, V
o

64 128 ' 192 256
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Figure 2-12(c): WCDMA base station data - Q channel

2.9 Factors that affect Cell Search Procedure

As with most RF signal processing, there are serious impairments imposed on
transmitted base station data that affect the cell search process. These are mostly RF
related impairments to the received signal that originate due to the use of non-ideal
components at the receiver. These are the effects of frequency offset, phase noise, dc

offset, I/Q imbalances, etc. This section highlights the effect of frequency offset on

the WCDMA base station data.

In a WCDMA environment, the most detrimental RF impairment 1s caused by the
presence of frequency offset at the receiver. Carrier frequency offsets arise due to
crystal oscillator inaccuracies at the receiver and their effect is realised when the
voltage controlled oscillator at the receiver is not oscillating at the same frequency as
that of the transmitter. This is seen as a frequency offsct to the receiver. It affects most

of the communications functions. Most crystal oscillators used in WCDMA receivers
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have an inaccuracy between 3 — 13 ppm [16]. In a 2 GHz operating environment of

CDMA systems, this translates to a frequency offset range of 6 — 26 kHz.

To illustrate the effects of this offset. the base station data is stmulated and corrupted
with the frequency offset. The following figures show the impairments to the base
station data when the frequency offset is increased from 0 — 20 kHz. Figure 2-13(a)
shows the first 3 slots of a WCDMA data containing the primary synchronisation
code, secondary synchronisation code, common pilot channel and most importantly it
is scrambled by a Gold code as discussed in Section 2.6. There is no frequency offset

in this base station signal. Hence, it shows only the base station data with the

synchronisation channels seen as bursts.

Frequency offset = 0 kHz

Amplitude, V

0 ' 2560 5120
Time, chips

7680

Figure 2-13(a): WCDMA signal with 0 Hz frequency offset
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The base station data degrades very slowly when a frequency offset of 1 kHz is
introduced as shown in Figure 2-13(b). It can be seen that some portion of the original
data 1s being chopped off by the presence of the frequency offset. This effect is more
pronounced in the second occurrence of the synchronisation codes, which are greatly
diminished, compared to their original value. Moreover, there is a phase reversal that

is justified by a change in polarity of the signal.

Frequency offset = 1 kHz
1 e .

Amplitude, V

0 " 2560 5120
Time, chips

7680

Figure 2-13(b): 'WCDMA signal with 1 kHz frequency offset
Figure 2.13(c) and Figure 2.13(d) show a WCDMA signal corrupted by frequency

offset values of 10 kHz and 20 kHz respectively, The degradation is serious in these

cases and reliable signal recovery is difficult unless complex algorithms are used [16].
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Frequency offset = 10 kHz

Amplitude, V

7680
Time, chips

Figure 2-13(c): WCDMA signal with 10 kHz frequency offset

Frequency offset = 20 kHz

Amplitude, V

2560 5120

7680
Time, chips

Figure 2-13(d): WCDMA signal with 20 kHz frequency offset
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2.10 Summary

This chapter has introduced the basic principles of code synchronisation in
CDMA2000 and WCDMA systems. In order to understand the origins of the frame
structure and the cell search procedure used in the current 3GPP Standard, selected
rescarch efforts from the literature were discussed. The code construction procedures
for the various codes used in the synchronisation process were then presented. The
channel structure of a WCDMA system and the most important channels used in code
synchronisation were also discussed. In order to understand the nature of the signal
transmitted by the base station, simulations were used to construct a WCDMA signal
that includes the synchronisation codes and the cell-specific scrambling code. Finally,

the effect of carrier frequency offset on the transmitted signal was illustrated.
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CHAPTER 3

PERFORMANCE ENHANCING
STUDIES

3.1 Introduction

In Chapter 2 of this dissertation, an overview of the pioneering research efforts for the
cell searching systems has been presented. These efforts led to the standardisation of
the cell searching algorithms. It has also been mentioned that cell search in a
WCDMA system is a three step process. However, the performance of these systems
and the techniques used to improve their performance was not discussed in Chapter 2.
Section 3.2 of this chapter begins by presenting an overview of the research efforts in
the literature directed at improving the performance of the cell scarching system. In
Section 3.3, the three stage cell searching algorithm is presented. In Section 3.4, the
effects of the carrier frequency offset are discussed and mitigation techniques are
cxplored. The modelling of the wireless channel 1s presented in Section 3.5 by
considering the filtering of two white Gaussian noise samples to generate the
coefficients of a flat fading channel. In Section 3.6, a method that exploits the symbol
structure of a WCDMA frame is proposed and its differences with the conventional
symbol structure are highlighted. In order to investigate the performance of this
method, the third stage of the cell searching process is selected and the simulation
model used is presented in Section 3.7. The simulation results of the proposed
algorithm are presented in Scction 3.8. Finally, in Section 3.9, a summary of this

chapter 1s presented.
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3.2 Performance Enhancing Studies

Ever since Adachi er al. [10] proposed the first cell searching system, scveral
rescarchers continued investigating techniques to 1mprove its performance.
Furthermore, the first release of the cell searching procedures by the 3GPP Standard
encouraged further research to improve the performance. Although the 3GPP
Standard outlined the procedures for cell search, it did not specify a particular
technique of identifying the transmitted scrambling code. Therefore, several authors
and device manufacturers use their own proprietary systems to search for the
scrambling code. It should be noted that any proposal intended to improve the
searching system must adhere to the 3GPP standard. This section presents several

efforts in the literature directed to improve the performance of cell searching systems.

3.2.1 Generalised Overview

In [26], the authors pointed out that previous work had been based on the assumption
that there is only one carrier frequency and that it is known to the recelving terminal.
They studied a practical system whereby the receiving terminal does not have a priori
knowledge of the carrier frequency. Therefore, the terminal will have to scarch
through a list of all the WCDMA carrier frequency candidates. As the WCDMA
frequency band 1s 60 MHz and the nominal carrier spacing 1s 5 MHz, the receiving
terminal will have to search the raster positions of the entire WCDMA frequency
band to determine the correct transmitting carrier frequency and subsequently process

the cell searching algorithms. This scenario was investigated in [26].

In [16][17], Wang er al. showed that some key parameters of the cell searching
system such as the loading factors of the synchronisation channels, can be optimiscd
to reduce the overall searching time. Furthermore, they showed the effects of large
frequency offsets can be reduced by partial symbol de-sprcading followed by non-
coherent combining. They also investigated techniques of using a coherent combining
scheme for Stage 2 of the searching system and reported that such a system reduces

the search tume. Moreover, a majority vote based detection for Stage 3 of the
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searching algorithm was proposed. They also proposed techniques to reduce the initial

carrier frequency offset.

The authors in [27] investigated the impact of the cell searcher on the system
performance in @ WCDMA network. In this regard, they investigated the impact of
the power allocation ratio of the synchronisation and control channels on the
performance of the cell searching algorithms using system level simulation. They
reported that optimal performance can be obtained when less that 11.4% of the base
station power is allocated to the synchronisation and the control channels. They
indicated that although ratios higher than the value specified are good for handover,

they are found to degrade the service quality.

A similar conclusion was made when the authors in [16][17] reported that there is not
much performance improvement by increasing the power of the pilot channel CPICH
to more than 10% of the base station power. Moreover, they noted that when power of
the pilot channel falls lower than 5% of the base station power, there is a significant
penalty in detecting the transmitted scrambling code. They also investigated the
power allocation ratio between the synchronisation channels and the overall base
station. Their results show that when this power ratio falls below 10% of the base
station power, there is a severe degradation of performance. Considering these
mvestigations, it can be noticed that these power allocation ratios need to be selected
very carefully to optimise the performance of cell scarching systems in a practical
WCDMA network. In another study, the effect of the synchronisation channel on
bearer performance was studied in [28] wherein the authors proposed an adaptive
synchronisation method for cell search in WCDMA systems by incorporating a power
method and controller units to the conventional method to improve performance.
Their algorithm depends on estimating the channel conditions using the power meter
and they concluded this method decreases the average implementation complexity

while increasing the acquisition time.

In [29], the authors investigated the performance analysis of the transfer power
allocation of the synchronisation codes PSC and SSC of a WCDMA system in an
additive white Gaussian noise channel. They reported good performance can be

achieved when the power of the PSC and the SSC is allocated in the ratio of 3 to 1.
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However, other research efforts [17][30] showed that good performance is obtained
when the total power allocated to the synchronisation channel is divided equally
between the primary and secondary synchronisation channels when sumulated in a
Rayleigh fading channel. They also showed that multi-slot and multi-frame non-
coherent accumulation improves the synchronisation performance for low signal-to-

noise ratlos.

In [31], the authors outlined some assumptions used in the previous efforts on the
WCDMA searching system, i.e. the sampling at the output of the chip matched filter
is perfect and the chip clock of the transmitter is known precisely to the receiving
terminal. Hence, they investigated techniques to counteract the clock drift and the
effects of non-ideal sampling. In a similar approach, the authors in [32] studied the
cffect of clock drift and proposed a time tracker to alleviate the clock drift. In a
related study, [33] proposed enhancements to the WCDMA searcher by investigating
the effects of over sampling, non-ideal sampling, and multiple code-time hypotheses
for each of the three stages. They reported considerable improvements when taking
four code-time hypotheses with an over-sampling factor of 4 or more in low signal-to-

noise ratlo environments.

In [34], the authors proposcd an initial cell searching scheme robust to carrier
frequency offset by using partial symbol de-spreading similar to [16][17]. In [35], the
authors nvestigated the effect of the carrier frequency offset on slot detection in
WCDMA cell scarchers. They showed that the carrier frequency offset degrades the
slot detection performance and proposed a coherent method to mitigate the problem.
They reported that a partial correlation length of 604 chips gives the best slot detection
performance for carrier frequency offsets of up to 20 kHz. Similarly, [36] proposed a
cell searching scheme robust to carrier frequency offset in WCDMA systems. They
cmployed an inner slot differential combining scheme for accumulating PSC

correlation using partial chip correlation lengths of 64 chips.

In [37], the authors claimed that the computational complexity of the conventional
systems 1s large and proposed techniques of reducing the complexity of the Stage 2 of
the scarching process by 70 % using a partial fast Hadamard transform. In a related

study of reducing the complexity of cell searching systems, the authors in [38]



CHAPTER 3 PERFORMANCE ENHANCING STUDIES

exploited the structural characteristics of the PSC sequences made up of the
generalised hierarchical Golay sequences and proposed a decoding scheme that
reduces the complexity further. In [39], a cell searcher architecture is presented that
utilises a memory digital matched filter optimised for acquisition speed and low
power consumption. They reported this method reduces the power consumption and

chip area when compared to the register based direct implementation.

There are some efforts in the literature that endeavour to search for the transmitted
base station identity using an approach different from the standardised algorithms.
One of these research efforts is the work done in [40] wherein the authors proposed
modulating the primary synchronisation codes already used in the Standard with a
specific polarisation code. They found out that such an approach does not change the
structure of the WCDMA channels. They reported that their algorithm can reduce the
base station transmission power and the complexity of the receiver when compared to
the conventional one. Other searching approaches include the 1/Q multiplexing based
scheme [41][42][43], cluster pilot based scheme [44], code hopping based searching
scheme [45]. However, research using these algorithms is not pursued further
although in some cases they are reported to achieve similar performance compared to

the standardised algorithms.
3.2.2 Types of Cell Search

There are two types of cell search presented in the literature. These are the serial cell
scarch system and the parallel cell search system. The serial cell search system was
uscd in the early searching algorithms in [10][11]. Parallel cell searching systems are
mvestigated in [16][17] as an alternative option to improve performance. Analytical
mvestigation of these two techniques in a Rayleigh fading channel was studied in
[46][47][30]. In [47], the authors analysed a scrial cell searching system over a
Rayleigh fading channel as was done earlier in [46], but with a more detailed state
diagram. Their analysis can be used to determine the effect of threshold setting and
power allocation of the synchronisation channels. In [30], the authors analysed the
performance of serial and parallel ccll searching systems in a Rayleigh fading channel.

They extended the efforts of [47] to include the parallel cell searching system.
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In [48], a hybrid cell searching system was reported. The authors investigated an
optimal operating point for a receiving terminal using a hybrid system whercby the
first two stages are running in parallel while the third stage is running in series with
the previous two stages. However, most authors use the serial and parallel systems.

The following two sections briefly present the serial and parallel searching systems.

3.2.2.1 Serial Cell Search

In a serial cell search, the three stages are executed in a serial arrangement. Figure 3-1

shows the schematics of a serial cell searching system in which Stage 1, Stage 2 and
Stage 3 are arranged serially. N,., N, and N, represent the number of slots needed to
complete Stage 1, Stage 2 and Stage 3, respectively. The slot timing candidate
obtained from Stage 1 1s used to trigger Stage 2, which in turn gives its frame timing

and code group identity candidates to start Stage 3. Stage 3 gives the scrambling code

candidate.
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Figure 3-1:  Schematics of a serial cell searching system

Il the scrambling code detected in Stage 3 is different from the one which is
transmitted by the base station, the process fails and a new one starts by executing the

steps serially. This process continues until the correct transmitted scrambling code is

EAN
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detected in Stage 3. Serial cell search was studied by several authors and a good

analytical discourse can be found in [30].

3.2.2.2 Parallel Cell Search
In a parallel cell search, the three stages are executed in parallel. Figure 3-2 shows a

parallel cell searching scheme. N,, N, and N, represent the number of slots needed

to complete Stage 1, Stage 2 and Stage 3, respectively, and the parallel operation

necessitates the use of an equal number of slots N, = N, = N, for each of the three

stages [30]. When the search starts at point A, Stage 1 computes the timing candidate
and triggers Stage 2. Unlike in the serial cell search, however, Stage 1 continues to
search for another timing candidate. At point B, once the timing information 1is
received, Stage 2 searches for the code group and frame boundary information and

hands over its candidates to Stage 3 at point C, whilst continuing to search for new

candidates.
N =N, =N,
2 ;
STAGE 1 STAGE 1 STAGE 1 STAGE 1 STAGE 1 STAGE 1
y
STAGE 2 STAGE 2 STAGE 2 STAGE 2 STAGE 2
y
STAGE 3 STAGE 3 STAGE 3 STAGE 3
v v
A B C D E F G
Cell searching Cell searching Cell searchingT
starts fails

succeeds

Figure 3-2: Schematics of a parallel cell searching system

Once Stage 3 receives the required candidates from Stage 2, it searches for the

transmitted scrambling code and gives its candidate outputs at point D. The candidate

scrambling code is compared with a pre-defined threshold and if it fails. Stage 3
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continues to find another candidate using new candidates from Stage 1 and Stage 2,
which by now are running in parallel. This process continues until the candidate
scrambling code exceeds the pre-defined threshold in Stage 3, at which point, the
search will be completed. This is shown in point G. Although the paraliel cell
searching scheme has greater implementation complexity than the serial one, it has a

better acquisition performance as was reported by several authors [16][17][30].
3.2.3 Combining Schemes

In order to enhance the performance of code acquisition in CDMA systems,
correlators outputs are combined [49] to form a decision variable. Several combining
schemes are reported in the literature. In WCDMA systems, the outputs of a correlator
or a matched filter are combined to increase the likelihood of code acquisition
[341[49]. This section discusses the three types of combining schemes used for cell
searching algorithms. These are the non-coherent, coherent and differentially coherent

combining schemes.
3.2.3.1 Non-coherent Combining Scheme

In this combining scheme, the outputs of the correlators or matched filters are
combined non-coherently. Figure 3-3 shows a non-coherent combining scheme
applied used to correlate the coefficients of the matched filter (MF) with the received
symbols. Each output of the matched filter 1s squared before combining with similar
outputs from other correlations of the received signal. This increases the likelihood of

code acquisition as a decision is made after accumulating the correlator outputs over

many symbols.
This method can be used when the phase of the reccived signal is unpredictable due to

channel effects or carrier frequency offset errors [34]. Non-coherent combining of

correlator outputs is ideal to use for fast fading channels [49][50].
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Figure 3-3:  Non-coherent combining scheme

3.2.3.2 Coherent Combining Scheme

In this method, the outputs of a correlator or a matched filter are simply combined
with similar outputs which are accumulated to form a decision variable. Figure 3-4
shows the schematics of a coherent combining scheme wherein the received symbols
are corrclated with the coefficients of the matched filter before combining into a
decision variable. Coherent combining has an advantage over the non-coherent
combining because it averages the noise components included in the matched filter
outputs [34]. However, this scheme gives good performances only if the phase of the
received signal 1s known [34]. The possibility of this using method into the second
stage of the cell search was investigated in [17] where the information from the first

stage 1s used to provide some phase reference for the second stage.
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Figure 3-4:  Coherent combining scheme
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3233 Differentially Coherent Combining Scheme

The differential combining scheme exploits the advantages of the coherent and non-
coherent combining schemes. Differential combining schemes has been studied in
[49] and is shown to outperform the other two combining schemes by reducing the
effects of phase rotations due to carrier frequency offset and fading, and allows
differential processing outputs to be combined coherently without severe degradation.
However, 1t comes at a cost of hardware complexity. Figure 3-5 shows a differentially
coherent combining scheme. It can be seen that the matched filter outputs are

processed first before combining.

symbol i Lsymbol symbol symbol |

l Decision

{_B __________ @ ‘. |:j:iable

Figure 3-5:  Differentially coherent combining scheme

3.3 Cell Searching Algorithms

In Chapter 2, the procedure for cell search as outlined in the 3GPP Standard [18] was
briefly presented. In order to understand this process, the three step cell searching

algorithms are explained in greater depth in this section.
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3.3.1 Stage 1 — Timing Identification

In Stage 1, the WCDMA mobile terminal searches for the start of slot timing of the
received sequences. To accomplish this, it correlates the primary synchronisation code
with the received signal. Since the PSC 1s 256 chips long, the terminal correlates this
code, accumulates the correlation values and decides on the maximum value to select

a candidate for the slot timing. Let C _(n) represent the " chip of the PSC code and

psc

R(i) denote the " sample of the received sequence. Hence, the mobile terminal

computes the correlation metric over one slot duration 7" (7 = 2560 chips) as

W) =13 C MR, i=0,1,2,.. 71 (3.1)

n=0

The candidate slot timing is selected from the total 7 possible hypotheses as

[ = argmax {w(i)} (3.2)

!

The maximum correlation value of (3.1) is sometimes compared with some threshold
before it is declared as a potential slot timing candidate. Some authors consider the
threshold to be 3 dB lower than the autocorrelation of the PSC sequences [10][1 1]

while others simply use the maximum correlation value without comparing it with any

threshold [16].

The correlation values over a number of slots are usually combined to give a reliable
slot timing candidate [16], reduce the effect of noise and exploit post-detection
diversity combining [14]. The accumulation of the correlation valucs over N, slots

can be expressed as

No—l

W(i) = > w(i+jT) (

/=0

[99)
0
~—
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where i and T are as defined above. Hence, (3.2) can be applied on (3.3) to give a

candidate based on combining multiple slots.

It should be noted that the 3GPP Standard does not specify a particular
implementation technique to perform the correlations. Thus, either a bank of
correlators or a matched filter can be used for detecting the slot timing. Most research

papers state the use of a matched filter for this stage.
3.3.2 Stage 2 - Frame and Code Group Identification

In Stage 2, the mobile terminal identifies the start of the frame and determines the

identity of the code group used at the transmitting base station. It determines which of

the 16 secondary synchronisation codes {C;\V(,,Cic,...,C‘l’f’(.} 1s sent by the transmitter

on its synchronisation channel. As soon as the candidates for the timing information
are detected from Stage 1, the received sequences are correlated with each of the 16

SSC sequence using either a matched filter or a bank of correlators as

255
S, (k) = iZcﬁjc(j)}e"(j) o m=12..16, k=012...,N -1 (3.4)

J=0
where C.(/) is the /" sample of the SSC sequence € and R*(j) is the ;" sample

of the & slot of the received sequence. The terminal then accumulates the SSC values

in different frames as

A=

Sm(k) = z Sin(./) ’ m = 1>2»-":16» A = Oﬁl'/z:"'a ]\r‘\. -1 (35)
(7 m/:i(;i):/\'

The terminal would then use the brute force method to compute the correlation values

of combinations based on the RS codes as well as shifts listed in the Appendix. This

can be written as
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14
X(6,0) =D So e mons () s 1=12..,64, k=012,..14 (3.6)
k=0

where ag. ) represents the i code group and the ;™ value of the list in Appendix A.
Therefore, the metric in (3.6) represents the detected reference weight for the

1

scrambling code group which 1s assumed to be the ™ code group and the j” slot.
Hence, the estimated value of the scrambling code group is found by maximising

(3.6) for the i code group as

[ =argmax {Y (i, j)} (3.7)

!

and the estimated frame boundary can be found similarly by maximising (3.6) for the

2
" value as

j= arg max R (3.8)

J

Hence, (7,/) gives the estimate for the scrambling code group and the frame

boundary. Figure 3-6 summarises the decoding scheme undertaken by a mobile

terminal to determine the order of the frame and the code group identification.

]

! S /\
A;-, l\ _~ o

() r ' : CORRELATION ' RS CODE (.7

o—+» : _ VALUE ) TABLE —
J : ACCUMULATOR ‘ SEARCHER

S, (k S ok
| —ﬂ SSC MF # 16 -] 515 (4
|

L j , |

| .

Figure 3-6:  Decoding schematics of the Stage 2 algorithm
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3.3.3 Stage 3 — Scrambling Code Identification

In Stage 3, the mobile terminal determines the identity of the cell-specific scrambling
code. It is to be noted that once the terminal receives candidates from the first two
stages, it knows the start of frame and the code group identity. In [18], the Standard
uses eight scrambling codes per code group. Therefore, in this stage, the mobile
terminal correlates the received signal with each of the eight scrambling codes to
determine the successful candidate. For each CPICH symbol in the received frame,
the terminal chooses the scrambling code with the largest correlation value. Similar
correlation operations are extended to all symbols in the received frame and the
largest values of the scrambling codes chosen. In the end, the terminal collects votes
based on majority hits for the scrambling codes tested. The scrambling code with the

Jargest majority votes is accepted only after comparing it with a pre-determined

threshold.

This stage is very crucial to the success of the code 1dentification and subscquently to
the process of frequency recovery. Hence, in order to minimise unnecessary activities
of the mobile terminal, a very tight probability of false detection is desirable to select

the threshold 7, thereby reducing false alarms [16][17].

For a desired probability of false detection Py, the threshold 7, can be set using

union bounds as [17]

J Jr NS
JYN 1 VN -1
Pry = Nge Z (”]( ; J t - J (3.9)
 J I Nge N e

J=T -1 \

where N 1s the number of scrambling codes per scrambling code group and J is
the number of symbols over which the terminal accumulates the majority votes. To
achieve a P, = 107 using eight scrambling codes per code group with J =150
symbols used for majority voting, the threshold is found to be 38 [17]. This means,

the majority votes for any of the cight scrambling codes recorded by the terminal must

be larger than 38 before declaring the candidate successful. Similarly, for a
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P, = 107, the threshold is 35 [17]. In this dissertation, P, = 107" is considered
with J = 150 . Nonetheless, (3.9) can be used to determine the threshold for other

parameters desired.

Hence, the correlations of the received signal with each of the & scrambling codes

can be represented as

D(q,k):ZlR(j+Sq)C(k)(j+Sq)) (3.10)

where D(g,k) is the correlation value of the received signal with cach of the q'h
symbol of the k locally generated scrambling codes C'*/(+), where k = 0.1,2,...,7

and ¢ =0,1,2,...,149 (denotes the number of symbols in one frame). The symbol

duration in chipsis § (S = 250).

The most likely transmitted scrambling code is identified as follows. Let A(k), k as
defined above, represent a counter at the terminal that collects votes associated with
each symbol of the eight scrambling codes. For example, A(3) will represent the
number of times (of possible 150 symbols) the scrambling code number & = 3 has

achieved a high correlation value in (3.10). The total sum of votes in the counters is

equal to the number of symbols in the frames considered (i.c. 150 symbols for one

frame). This can be written as
8
ZA(/() =150 (number of frames) (3.11)
k=1

After accumulating votes for all the symbols, majority voting is done to choose the
most likely transmitted code. This is verified by comparing the chosen vote with the

threshold 7, .
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3.4 Mitigating the Effects of Carrier Frequency Offset

This section presents an overview of the effects of carrier frequency offset on the
received signal sequence and then presents mitigation techniques used to counteract
them. In Chapter 2, the effect of carrier frequency offset on the transmitted data has
been illustrated. It has been shown that the carrier frequency offset removes some
parts of the transmitted signal. It has also been shown that the carrier frequency offset
causes signal phase rotations that vary in proportion to the carrier frequency offset

and has been shown to cause serious degradation to the received signal [17][35].

A closer look at the signal rotation in the received signal sequence reveals the time
duration during which the signal rotation remains constant. This can be investigated
by studying the cosine function for different values of carrier frequency offset. Let

cos (27 Af t) represent the cosine function that models the carrier frequency offset.
Assuming perfect sampling at 1 =i7_, where i =1,2,... the zero crossing of the

cosine function can be found by solving cos(27 Af zT,) = 0 and can be written as

1
ANST.

Z =

(3.12)

where 7 is the chip duration and Af is the carrier frequency offset. Therefore, it can

be noticed that the signal rotation in the received signal sequence remains constant

over z chips. Table 3-1 presents the number of chips over which signal rotation is

prevented.

Table 3-1: Duration of signal rotation for different carrier frequency offsets

Frequency Offset (kHz) Signal rotation interval (chips)
0 No rotation
5 192
10 96
15 64
20 48
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[t can be seen that the time duration of the signal rotation decreases as the carrier
frequency offset increases. For a carrier frequency offset of 20 kHz, the signal phase
remains constant for 48 chips only. Therefore, it can be concluded that to preserve the
integrity of the transmitted signal at the receiver in the presence of carrier frequency

offset, the length of the correlator output has to be adjusted accordingly.

Chulajata ef al. investigated the effect of carrier frequency offset on the outputs of a
matched filter to detect the slot timing and showed that the degradation factor

imparted on the received signal can be written as [35]

—~
(O8]
—
(S

—

sin(z M Af TC‘)T

D(Af){ TMAT

where M is the matched filter correlation interval, 7. is the chip duration, and Af is

the carrier frequency offset. Table 3-2 presents the degradation factors for different
values of the carrier frequency offset. It is shown that the degradation factor assumes
values between 0 and 1. A degradation factor close to 1 means the received signal
encounters lower degradation as compared to a value closer to 0 where the received

signal encounters severe degradation.

Table 3-2: Degradation factor due to carrier frequency offset

Carrier frequency offsets
M 5 kHz 10 kHz 15 kHz 20 kHz
16 0.9986 0.9943 0.9872 0.9774
32 0.9943 0.9774 0.9496 0.9119
64 0.9774 0.9119 0.8106 0.6839
128 0.9119 0.6839 0.4053 0.1710
256 0.6839 0.1710 0.0000 0.0427

It can be noticed that the higher the carrier frequency offset in the received signal, the
more scvere the degradation duc to the effects of signal rotation. An exception can be
found when a carrier frequency offset of 15 kHz encounters the received signal. For a

correlation interval of 256 chips, it is observed that the degradation is more severe
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than when a carrier frequency offset of 20 kHz encounters the received signal. This
can be explained by the time duration that causes signal rotation for the carrier
frequency offset of 15 kHz. This can be read from Table 3-1 to be 64 chips. Hence, in
this case, the degradation is severe due to the complete rotation of all received signal

sequences within the 256 chip duration.

Hence, to counteract the severe degradation caused by high values of carrier
frequency offset, most authors use partial symbol de-spreading techniques with some
form of combining. For example, Wang ef al. in [17] proposed the use of 64 chips
combined non-coherently to search for the synchronisation codes with a frequency
offset of 20 kHz. A similar approach was considered in [34]. In [35], Chulajata et «l.

proposed a coherent slot detection scheme using partial symbol despreading.

3.5 Modelling the Wireless Channel

The wireless channel is defined as the link between the transmitter and the receiver.

This section presents the technique used to modcl the wireless channel considered in

this dissertation.

The simulation of many communication systems necessitates for the received signal
amplitudes to have a Rayleigh distribution. The probability distribution function of
the received signal amplitude 7 conditional on the mean power p, is given by the

Rayleigh distribution function [51]

|- & O
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(3.14)

~
A
<O

In [52], the authors note that the discrete time samples of a realistic Rayleigh fading
process must necessarily be correlated, and that the correlation depends on the relative

motion of the receiving terminal to the transmitter, number of propagation paths,



CHAPTER 3 PERFORMANCE ENHANCING STUDIES

antennae characteristics, etc. There are many ways to generate correlated Rayleigh
random variates that model the effects of fading. Some of these are the inverse
discrete Fourier transform [52][53], the filtered white Gaussian noise process
[54][55][56] and the superposition of sinusoids [57]. A quantitative comparison of the

three methods of generating the random variates can be found in [52].

This dissertation uses the filtered white Gaussian noise process of generating the
correlated Rayleigh variates to model the flat fading channel. It involves filtering two
independently distributed zero-mean half-variance white Gaussian processes which

are then combined to form a Rayleigh distribution. This is shown in Figure 3-7.

\

tWG_N}_' Filter (.)2

|

Figure 3-7: A filtered white Gaussian noise model

@ Fading
coeffiecients

The choice of the type of filter used depends on how closely it realises the continuous

autocorrelation of the scattered received signal which is given by [57]

R(t)=Jy(27f, ) (3.15)

where f, represents the Doppler frequency normalised to the sampling frequency
and 7 represents the delay and J, () is the zero-order Bessel function of the first

kind [58]. Although some authors showed a third order Butterworth filter can be used
[54], this dissertation uses the filter specifications presented in [560] which the authors
showed to relate well to the autocorrelation function given by (3.15). The coefficients

of this finite impulse response (FIR) filter considered are given by [52]
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NSO -1’4 N L, =1
< DL - . L —11. -7 /
{——f'”] FE%JP——Z } .J1/4(27f ”[n— / | > O<ns Lf Lo+ >

2 /
(3.16)

where [ represents Doppler frequency normalised to the sampling frequency, F()

is the Gamma function [58], L, is an odd-numbered filter length and J,,, ()

represents a non-integer Bessel function of the first kind defined as [58]

7 ) :[5] 2. KT (vek+1) G-47)

where v =1/4 and F() 1s as defined above.

In order to investigate the validity of the fading simulator considered, the probability
density function of the fading coefficients 1s compared with the theoretical Rayleigh
distribution function described in (3.14). The fading coefficients are generated by
passing random Gaussian samples through the FIR with the filter coefficients
described 1n (3.16). In order to achieve this, two independent zero-mean and unity-
variance Gaussian variates are used. A Doppler frequency corresponding to a mobile
velocity of 5 km/hr is considered. The coefficients are assumed constant for one frame

giving a sampling frequency of 100 Hz. A filter length of L, =127 taps is used and a

total of 107 samples are considered. Figure 3-8 shows a comparison of the probability
density functions of the coefficients generated using the fading coefficients modelled
as shown in Figure 3-7 with the corresponding theoretical Rayleigh function

calculated using (3.14). It can be seen that the PDF of the fading simulator closely

relates to the analytical Rayleigh function.
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Figure 3-8:  PDF of the fading simulator

3.6 Proposed Enhancement

This section presents the proposed system enhancement that exploits the symbol
arrangement when performing the correlations in a WCDMA frame. The symbol

exploitation techniques of the conventional and proposed algorithms are presented

below.

3.6.1 Conventional Symbol Arrangement

The process described in Section 3.3 follows a conventional way of exploiting the
correlation length for large carrier frequency offsets. In this scheme, cach corrclation
symbol of 256 chips is divided cqually according to the correlation length uscd.
Figure 3-9 shows the svmbol arrangement of the conventional algorithm for
correlation lengths of 128 and 64 chips. Similarly, the 256 chip symbol can be

arranged to accommodate the correlation lengths of 16 and 32 chips. For example, for

=
f)
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a carrier frequency offset of 20 kHz, the 256 chip symbol is divided into four 64 chip
divisions as shown in Figure 3-9(b). The outputs of these correlations are then non-

coherently combined.

<4 M —
1 Symbol = 256 Chips
(a)
1 Symbol = 256 Chips
(b)
Figure 3-9:  Symbol arrangement in a conventional algorithm

The short coming of the above method lies in 1ts 1nability to determine the
performance when a correlation length different from M = 16, 32, 64, 128, 256 chips
is used. Most authors limit the correlation length to these values when investigating
the effects of carrier frequency offsets [16][17][34]. However, this raises a question

whether there is a possibility of using an arbitrary correlation length.
3.6.2 Proposed Symbol Arrangement

The algorithm proposed by the author in [59] improves on the above problem by
investigating the possibility of using correlation lengths that lie in between the values
specified above. To do this, the 256 chip correlation interval is exploited in a different
way. Two parallel correlators are employed as shown in Figure 3-10 where the 256
chip symbol is shown divided into two and four partial correlation intervals of length
M (M does not have to be a factor of 256). This results in an overlap which is shown

shaded. This overlap region is exploited in such a way that the correlations normally
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neglected using the conventional algorithm are considered by the proposed algorithm,

especially when a large carrier frequency offset degrades the received signal.

_

2z
>

»
>

A A

v

1 Symbol = 256 Chips
(a)

A

1 Symbol = 256 Chips

(b)
Figure 3-10: Symbol Exploitation of the Proposed Algorithm

This 1s possible because the correlations over the overlap region are performed twice
and combined to give a decision variable. Once the correlations are performed using
the first correlator, the receiver calculates the starting position for the next correlation.

For this, the overlapping interval (in chips) has to be subtracted from M. The

overlapping interval A is calculated as (in chips)

M [@—I —-256
M

A= [256J (3.18)

M

where ]_Jdenotes the closest upper integer value of the fraction and LJ denotes the

closest lower integer value of the fraction. The numerator of (3.18) gives the total

number of chips that spills over the allocated length of the correlator. This excess
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number of chips is redistributed according to the number of partial correlations to be

used which can be calculated using the denominator of (3.18).

For example, for a correlation length of 70 chips, there would be 24 chips spilling
over the symbol duration. These chips would then be redistributed as an overlap by
using four partial correlation intervals. Similarly, for a correlation length of 50 chips,
there has to be six partial correlations for an overlap to take place. However, the
recelver dynamically allocates the number of partial correlations per symbol once the

correlation is selected.

3.7 Simulation Model

This section presents the system description of the model used in this dissertation to

investigate the performance of the proposed algorithm.

R(1)

Wirel
Qg W g N

5 w1 T
Y} ](y;irh e :

‘epich

Figure 3-11: Model used to study Stage 3 performance

The Stage 3 of the cell searching process is selected to investigate the performance of
the proposed algorithm. Figure 3-11 shows the model used to investigate the
performance of Stage 3 of the cell search process. Ceyien Tepresents the base station

data that is scrambled with the scrambling code of the base station. P

wpich 18 the power

of the transmitted base station data. n_(¢) is the system noise and is modelled as an

additive white Gaussian noise. P, is the noise power. Af represents the frequency
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offset at the receiver. The signal-to-noise ratio (dB) is considered to be the power

J2rA 1

ratio between P 1s used to model the effect of

wien and B . The expression e
frequency offset on the transmitted data. A flat Rayleigh fading channel 1s assumed.
R(t) represents the received signal and 1s fed into a Stage 3 synchronising system. For

a flat fading channel envelope « (), the received signal R(t) can be written as

R(f) = Pcpz'ch Ct‘pi(‘lz ([)ejbfﬁf/ a([) + \/an'\' (t) (319)

It is assumed the slot timing, frame and scrambling code group are already known to
the receiver. Moreover, discrete samples at intervals of the chip duration are used. The
conventional way of detecting the scrambling code is presented in Section 3.3 is
modified to accommodate the partial correlation interval M as

256 /M| M 2

D(q.k)= Y > R+MG-D+T(q-))CH(i+MG-1)+T(q-1)| (3.20)

J=l =l

The proposed algorithm builds on the conventional algorithm by incorporating the

overlap interval length A4 as

D(q.k) = "Z 'Z R(i+(M =) -D+T(q-D)C(i+(M-2))(j-D)+T(g —1))&h

(3.21)

The rest of the procedure is the same as outlined in Section 3.3.3. The contribution of
the new algorithm is to reconfigure the partial correlation structure of cvery received
symbol with a view to investigating the possibility of using a wide variety of M

depending upon the frequency offset.
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3.8 Simulation Results

This section presents the simulation results. Performance evaluation is done through
simulation. This section focuses on the Stage 3 of the cell search process. Hence the
PSC and SSC codes are not included in the base station data. In order to represent the
pre-defined common pilot channel, the base station data is generated using the all 1’s
sequence which is then scrambled by a cell specific scrambling code. The cell-
specific scrambling code is generated using the Gold code generator described in

Chapter 2.

The effects of frequency offset and wireless channel coefficients are then included to
the base station data. This dissertation considers the frequency offset to be in the
range 0 - 20 kHz. The filtered white Gaussian noise model] described in Section 3.5 is
used to derive the channel coefficients of a flat fading channel with a Doppler
frequency of 9.26 Hz (corresponding to a receiving terminal velocity of 5 km/hr) and
an FIR length of 127. The noise 1s modelled as additive white Gaussian. The received
signal 1s then passed through the Stage 3 synchronisation algorithm described in
Section 3.3 with further modification described in (3.21) to cater for partial
correlation ntervals. The probability of miss detection is used as a performance
measure. It 1s defined as the probability of the algorithm to fail to detect the
transmitted scrambling code from the received signal [17]. The assumption 1s the
algorithm exactly knows where the start of the slot, start of frame and the scrambling
code group of the transmitted signal. Monte Carlo simulations are used with 1000

iterations for cach probability of miss detection.

Figure 3-12 shows the performance of Stage 3 for the conventional and the proposed
algorithms. The frequency offset is 20 kHz. Different values of the partial correlation
length M are considered. M = 64 gives an optimum performance with the
conventional system. The miss detection probability for M = 64 agrees closely with
the values shown in [16]. The performance degrades for higher values of M due to the
high value of carrier frequency offset. An improvement is recorded when considering
low signal to noise ratios. The proposed algorithm, however, performs better that the

conventional one for values of M in the range 16 to 128. The performance degrades
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for values of M between 128 and 256 due to the presence of large phase rotations in
the received signal. It can be shown that these phase rotations do not get corrected
when large values of partial correlation length are used. It can also be noted that it is
not a good practice to use large values of M for carrier frequency offsets larger than
15 kHz. Optimum performance is achieved for values of M in the range 32 to 64.

When M = 16, 32, 64, 128 and 256 chips, the proposed algorithm reduces to the

conventional one. This is because the overlapping length A is zero in (3.18) for the
above values of M. However, there may be very minute deviations between the two
due to the difference in the noise sequences required the simulation. The proposed

algorithm 1s therefore a modified version of the algorithm presented in Section 3.3.

] —t— Conventional -10dB |
| —&— Conwentional -12dB -
-1 —&— Conventional -14dB
.. —&— Conventional -16dB
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| ==+~ Proposed -16dB
—=#-= Proposed -14dB
-—-+=~ Proposed -12dB
== Proposed -10dB
-~E-~ Proposed -18dB
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Correlation Length, M (chips)

Miss detection probability

Figure 3-12: Performance of Stage 3 (Frequency Offset = 20 kHz.)
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Figure 3-13, Figure 3-14 and Figure 3-15 show the performance for different
frequency offset values. At lower frequency offsets, the higher correlation lengths
tend to improve their performance. In Figure 3-13, worst performance is recorded for
both the proposed and the conventional algorithms at correlation lengths of 128 and
256 chips. At these points, there is a complete phase rotation of the received signal
due to the 15 kHz frequency offset. The proposed algorithm 1s shown to have a better

performance for most values of A when compared to the conventional algorithm.
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Figure 3-13: Performance of Stage 3. (Frequency Offset = 15 kHz.)
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In Figure 3-14, the Stage 3 performance is shown when a 10 kHz carrier frequency
offsets is considered. For all values of the correlation length considered, the proposed
algorithm 1s seen to have an improved performance when compared to the
conventional algorithm. Moreover, an improvement is shown as the signal to noise
ratio decreases. Furthermore, when the carrier frequency offsets of 10 kHz 1s

considered, it can be shown that the performance of both algorithms tend to improve

when compared to the results shown in Figure 3-12 and Figure 3-13.
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In Figure 3-15, the results of the proposed and conventional algorithms are shown for
a carrier frequency offset of 5 kHz. It can be shown that the proposed algorithm
performs better for most values of the partial correlation lengths. Moreover, it can be
noticed that the performance tends to increase for large values of the partial
correlation length. For example, when comparing the partial correlation lengths of 16
and 256 chips, the performance is better when using the correlation length of 256
chips than when using 16 chips. This can be attributed to the low carrier frequency
offset. The results show that it 1s better to accumulate over 256 chips than 16 chips.

This 1s due to the lower degree of signal rotations occurring at lower carrier frequency

offsets.
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Figure 3-15:  Performance of Stage 3. (Frequency Offset = 5 kHz.)
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3.9 Summary

This chapter has presented an overview of the performance enhancing studies of cell
searching systems. The three types of cell searching algorithms have been described
in detail. Various studies from the literature that provided performance enhancement
have been discussed. Some of these methods include the serial and parallel cell
scarching arrangements. Different combining schemes for the correlator outputs have
been presented. These are the non-coherent, coherent and differentially coherent
schemes. Mitigation techniques of the carrier frequency offset has been highlighted.
The wireless channel has been modelled as a flat fading channel by filtering two white
Gaussian noise variates. Finally, a method that exploits the symbol arrangement of the
WCDMA frame was proposed and its performance was compared with the
conventional algorithm by using the third stage of the cell searching process. It was
found out that this method shows a better performance at high carrier frequency
offsets when compared with the conventional algorithm for various values of the
partial correlation lengths when simulated in a flat fading channel with a Doppler of
9.26 Hz. The proposed algorithm has an advantage over the conventional algorithm
due to its flexibility to use an arbitrary length of correlation length. It has also been
observed that as the carrier frequency offsct decreases, the length of the partial

correlation can be increased without compromising the performance.
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CHAPTER 4

CARRIER FREQUENCY OFFSET
ESTIMATION

4.1 Introduction

Chapters 2 and 3 have described cell search systems in WCDMA systems and
described the challenges caused by the presence of a carrier frequency offset in the
development of signal processing algorithms. Section 4.2 formulates the mathematical
model for the estimation of the carrier frequency offset. Section 4.3 reviews the
literature of a generalised carrier frequency offset estimation. Section 4.4 discusses
carrier frequency offset estimation in a WCDMA cnvironment and presents three
types of frequency offset estimators found in the literature. In Section 4.5, a new
algorithm that builds on the conventional WCDMA frequency offset estimator is
proposed and Section 4.6 presents the simulation results for the proposed algorithm.
An analysis model 1s developed 1n Section 4.7 to verify the validity of the proposed
enhancement and its results are compared to the simulation values. Section 4.8
presents a new technique that improves further the performance of the conventional
method and simulation results are provided to illustrate this effect. Finally,

conclusions are drawn in Section 4.9,
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4.2 The problem of carrier frequency offset estimation

Carrier frequency offset arises when the oscillator at the receiver oscillates at a
different frequency to that of the transmitter [60]. This frequency error is seen as a
frequency offset to the receiver. This section presents the generation of a carrier
frequency offset and establishes the mathematical model used to formulate the

problem of carrier frequency offset estimation.

In order to 1llustrate the generation of a carrier frequency offset, Figure 4-1 shows a
model used n a digital communication system using a crystal oscillator at the

transmitter and receiver.

Transmitter Channel Receiver

(Vs £ )T
2T +0)

Figure 4-1: Frequency offset modelling

The data to be transmitted c(k)is up-converted using a crystal controlled oscillator
with frequency /.. The modulated signal is then propagated through a radio channel
with additive white Gaussian noise n(k). At the receiver, the signal is down-
converted using a crystal oscillator with frequency /. and sampled at the chip period

I to give r(k).

Assuming a perfect channel, the received signal r(k) can be expressed as

(k) = ((:(/c)(fﬂh‘fc e 72(/{:))(7]'27:‘[" o (4.1)
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where ¢ represents the phase offset at the transmitter. (4.1) can be further

manipulated to give
r(k) = c(k) /@ U SRT +8) o )y g 27 /e kT (4.2)

Multiplying both sides of (4.2) with the conjugate of c(k) glves a parameter v(k)

y(k) = " (k) r(k) (4.3)
Therefore,

y(k) = c*(k){c(k)ef“”(fc‘fﬂ" SER . n(/\v)e*f“f%”} (4.4)

Using the property of conjugates, ¢ (k).c(k) =1 and since the statistics of the second

term in (4.4) is equivalent to the noise n(k) . (4.4) can be simplified further to
y(k) = TR ET =) n(k) (4.5)

where Af = f. — f. 1s the camier frequency offset. The challenge posed to the

designer is to find some estimate Af that compensates the {requency error introduced.
Once a reliable estimate has been found, receiver structures (eg. the PLL) can be

implemented to correct the frequency error. Therefore, the problem of carrier

o

frequency offset estimation 1s finding algorithms that give a good estimate A/ .

4.3 Literature review on frequency offset estimators

The problem of carrier frequency offset recovery may be alleviated sometimes by
imposing strict requirements on the frequency stability of the transmit and receive
oscillators [61]. For instance GSM recommendations [62] demand that the un-

compensated frequency offset at the demodulator output should not exceed a few
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hundred Hz inclusive of Doppler shifts, thus calling for oscillator stabilities better
than 0.1 ppm. In a similar way, the WCDMA standard [8] recommends the frequency
offset at the receiver must not exceed 200 Hz (0.1 ppm). Therefore, using very stable
frequency oscillators is not a feasible way to approach the problem as there 1s always
a Doppler shift that can not be avoided. Hence, it is clear that specialised algorithms
need to be investigated to estimate and reduce the carrier frequency offset to meet the

specification.

The subject has been discussed extensively in the literature over the past three
decades. Rife er al. in [63] presented a well developed introduction to frequency offset
estimation. The authors investigated the frequency offset estimation problem in a
channel with additive white Gaussian noise. They also derived the lower bound for
any unbiased frequency offset estimator — the Cramer Rao Lower Bound (CRLB).
Their algorithm made use of the Maximum-Likelihood (ML) technique to estimate the
frequency offset. However, the ML method is a lengthy and tedious process. Hence,
following the results of the investigations presented in [63], other researchers
developed techniques that reduce the time and complexity of frequency offset

estimation.

In [04], Tretter proposed the use of a first order least squares method to acquire a
phasc-increment based frequency offset. A few years later, [65] proposed an
estimator for a single sinusoid in complex white Gaussian noise. The author showed
this algorithm is more computationally efficient than the optimal ML estimator, whilc
attaining equally good performance at high signal-to-noise ratios. In [64] and [066], a
differential detector estimates are used to cancel data modulation from the received
signal. This makes the average phase slope of the received sequences proportional to

the frequency offset. The exploitation of the phase slope would thus give an estimate

of the carrier offset.

Before continuing further, it is worth mentioning efforts directed at deriving bounds
for frequency estimators. This is an important goal since it provides benchmarks for
evaluating the performance of actual estimators. Several authors have addressed this
problem from the sense of parameter estimation theory [64][68]. These give

fundamental limits to the variance of any un-biased parameter estimator. Other
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bounds are discussed mn [69][70][71][72]. The CRB for clock and carrier phase
recovery in linear modulations and continuous phase modulation is derived In
[73][74] and [75], respectively. An analogous treatment of carrier frequency offset
estimation 1s given in [76] where the authors calculated an approximate CRB for
frequency estimators. However, the derivation of exact CRM 1s a complex task and
for this reason the ones derived in [76] and alike are called Modified CRB (MCRB)
and they are found to be usually used in the literature to compare the performance of

proposed estimators [77][78].

Further improvement to the knowledge of carrier frequency offset estimation was
reported when [61] proposed algorithms for fast frequency offset recovery based on
the removal of data modulation and channel distortion from the received signal. The
authors presented an application of their algorithm on satellite link based on a TDMA
system and on a GSM based mobile communication system. They used the ML
principles to derive their algorithm and when simulated in a channel with additive
white Gaussian noise, its performance was reported to lie very close to the CRLB for

unbiased estimators as already established in [76].

A subsequent work by Mengali er «/[79] discussed a data-aided frequency offset
estimation technique in burst-mode PSK transmissions. The authors obtained an
algorithm that exploits the autocorrelation of the sample correlations. Moreover, the
authors compared the performance of this technique with those proposed by Fitz et
al., Luise er al. and Lovell ef al. in [80], [61] and [81] respectively. Employing a
design criteria explained in [79]. it was reported that apart from the technique
proposed by Lovell e al., the others were found to lie very close to the CRLB when
simulated in a channel with additive white Gaussian noise. It is worth mentioning at
this point that the estimator by Mengali et al. showed no dependence on the design

paramcter while the others are reported to do so.

Due to the complexity encountered in deriving and analysing frequency offset
estimators in  frequency sclective channels, most published work emphasised
mvestigations on the additive white Gaussian noise channels [61][63][64][65][66]
[76][79][S0][81]. However some researchers have made efforts to Investigate the

problem of frequency offset estimation in frequency selective channels and can be
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consulted in [78][82][83][84]. Estimation in flat fading channels is presented in
[85][86]. Studies relating antennae diversity are studied in [87] [88]. To give an

insight to the reader, a brief summary of the work in [83] and [78] is presented below.

In [83], the authors proposed a robust low complexity estimation technique for
frequency acquisition in frequency selective channels. The motivation behind their
proposal is that conventional estimators are no longer adequate when the delay spread
is large. This effect presents a challenge to the designer as it is generally not possible
to do frame synchronisation, channel estimation or data demodulation before the
carrier frequencies are aligned. To attack this requirement, most algorithms rely on
having a preamble at the beginning of the packet which is either a tone or an
alternating pattern or ones and zeros. These preamble sequences are inadequate Lo
estimate the offset in frequency selective channels, especially for packet switched
systems that require frequency synchronisation on every packet. For robust operation
in this case, the frequency must be acquired with a short preamble and yet remain
robust to frequency selective fading. Conventional estimators are inadequate in deep
fades when they use tone preambles. The same effect applies when using an
alternating pattern of ones and zeros. Thus to counteract this problem, the authors in
[83] used short preamble sequences made of pseudo noise sequences of 100 bits. They
have showed a superior performance to the existing algorithm in a wireless Local

Area Network (LAN) environment,

Another comprehensive treatment of frequency selective channels is presented in [78]
where the authors studied frequency offset estimators in slowly fading multipath
channcls. They were inspired by the way a RAKE recciver improves the detection
performance in multipath channels, and thus looked into (echniques where frequency
cstimators can also exploit multipath diversity to improve estimation accuracy.
Therefore, they derived frequency estimation algorithms exploiting multipath
diversity and statistical characteristics of the channel to improve the accuracy
performance. Their work has a good advantage in that it was shown to operate in a
low SNR environment. The implementation of their algorithm is based on a course

and finc scarch of the peaks of a periodogram.
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The previous discussions were focused on the estimation of small carrier frequency
offsets. It would sometimes be of interest to investigate estimation techniques when
the carrier frequency offset is large. The fact that the relative movement between the
transmitter and receiver induces various degrees of frequency variation at the receiver
end makes it even more critical in a mobile communications channel. [89] and [90]
give a good treatment of this topic. This problem 1s especially difficult to overcome in
a high dynamic environment such as mobile low-earth-orbit (LEO) satellite
communications [89]. The same authors showed that the Doppler shifts seen by an
earth terminal of a 1.5 GHz signal transmitted from a LEO satellite travelling in a
circular earth orbit of 350 km can be a prohibiting 35 kHz or changing at a rate of 800
Hz/s. Therefore, the same authors in [89] proposed algorithms for the very high

Doppler shifts and its effects on the estimation of the frequency offset.

Although the discussions hitherto focused on frequency offset estimation in

generalised digital communication systems, the next section emphasises estimation in

a WCDMA system.

4.4  Carrier frequency offset estimation in WCDMA systems

The previous section highlighted the evolving landscape of algorithms used in the
literature of carrier frequency offset estimation. Most authors limit their application to
a generalised communication system. For this reason, the estimation problem in a
WCDMA system has been given little attention in the literature. This section

describes the techniques that are currently used to estimate the carrier frequency offset
ma WCDMA system.

A WCDMA system has a unique frame structure. In order to nvestigate new
estimation algorithms for these systems, or alternatively adopt suitable ones from the
literature, it is important to proceed the investigation by reverting to the frame
structure of a WCDMA system. This has been shown in Figure 2-6 in Chapter 2 and
is used as a basis for this chapter. Rykaczewski et al. [77] states that the presence of a

pilot channel in such systems could use data-aided algorithms as an attractive option.
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This means that the receiver would have to know the scrambling code of the
transmitter before initiating the de-spreading process. Figure 4-2 shows a generalised
system model used for frequency offset estimation in WCDMA systems. In the
algorithms presented in this chapter, it 1s assumed that the receiver has knowledge of

the scrambling code which is obtained from the ‘SEARCHER”.

(k) (1) Af
o % > Frequency Offset

Estimator

¢ (k)

SEARCHER

Figure 4-2: A gencralised model for frequency offset estimation in WCDMA systems

The received signal can be written as,
T2 Aft+d)
r(t)y = Jp, d(t)(;(f)(a‘:]( i Jp, () (4.6)

where p, represents the power of the complex scrambling code ¢(t) used to spread
the complex transmitted data signal d(t) and ¢"**"*)is used to model the effect of
the frequency offset Af and phase ¢ . Additive White Gaussian Noise (AWGN)

n,(t) is introduced with power p, . The de-spread signal y(i) is computed as,

S‘/ —1

yli) = Z (i Sp k(i x Sp+k) i=012.. P-1 (4.7)

=0
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: : N, % 38400 ‘
where Spis the de-spreading factor in chips and P = IT — 1 s the total

number of de-spread sequences in one frame and N, represents the number of frames

considered for estimation. Each W-CDMA frame has a period of 10 ms and contains
38400 chips. Each frame is divided into 15 parts called ‘slots’. A slot is made up of

2560 chips [8]. Using chip duration 7', (4.7) can be re-written as

JREAM S xax T, +¢)

y(i) = Yy e i=12..,P (4.8)

where Y, is the magnitude of the complex de-spread signal with components I and Q

with amplitude +V and -V. Hence, it can be seen that (4.8) resembles the general

frequency offset equation represented in (4.5).

To illustrate the degradation effect of the frequency offset on the de-spread signal, the

complex signal in (4.8) is simulated assuming the [ and Q components of the de-

spread signal to be all ones with an amplitude V of % or 0.707 to give a unity power.
A de-spreading factor of 64 is assumed and the frequency offset 1s introduced. Figures
4-3(a) — (1) shows the effect of different frequency offset values on the de-spread
signal. In Figure 4-3(a), there is no frequency offset included and the de-spread signal
remains unchanged. The de-spread signal 1s shown to rotate with the frequency offset
in Figures 4-3(b) - (f) causcd by the exponential term in (4.8) which changes the
amplitudes of the in-phase (I) and quadrature (Q) parts of the de-spread signal. This
signal rotation i1s the main cause of communications failure and it needs to be
corrected [17]. With an offset of 200 Hz shown 1n Figure 4-3(b), the amplitude of the
in-phasc de-spread signal changes during three WCDMA slot intervals (i.c. within 2
ms) from 0.7 to -0.7 which results in a 180" phase rotation. Even higher phase

rotations occur with larger frequency offsets. Therefore, it is very crucial to estimate

the frequency offset and correct these phase rotations to ensure reliable data recovery.
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The following sub-sections discuss the three types of estimation algorithms currently
used in WCDMA systems. These are the phase increment based, the autocorrelation
based and the FFT based algorithms. It is important to stress the fact that the first two
estimation algorithms originated from [05] and [79], respectively while the FFT based

algorithms are based on the work done in [17][77][91].

4.4.1 Phase Increment Based Estimators

Phase increment based estimators have been studied in [64][65][77][81]. In [77], the
estimator proposed by [65] was applied to a WCDMA system. It is referred to here as

a phase increment based estimator and is discussed below.

Consider the de-spread symbols in (4.8). The phase increment algorithm first

computes the phase difference z(i) between two consecutive de-spread values as

z(i) = arg{ (@)} - arg{ y(i-1y1, i=1,2,.., P (4.9)

and calculates an estimate of the carrier frequency offset

py— Zw(i)z(j) (4.10)

where w; is a smoothing function represented by

_Gi(L—i)

w(i) = I ) ,

i=1,2, .., L-1 (4.11)

The parameter L defines the width of the smoothing function. This can be understood

as a number of symbols considered for giving an estimate of the frequency offset.
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4.4.2 Autocorrelation Based Estimators

Instead of exploiting the phase difference between successive de-spread sequences,
autocorrelation based algorithms use the autocorrelation values of the de-spread
sequences to give an estimate of the frequency offset. This technique of estimating the
frequency offset has been studied in [61][79][80][84]. In this dissertation, the
autocorrelation based estimation technique is discussed briefly. A more dctailed

discussion can be found in [79] and [84].

The autocorrelation based algorithm computes the sample correlations,

L-1

1 .
R(m) = iz y(@)y (i—-m), m=12,..,N (4.12)

I=m

where L is the number of symbols considered for estimation and N is a design

L : :
parameter not greater than 5 It uses these sample correlations to estimate the

frequency offset as

~ 1
M= Z w(m)[arg (R(m)} — arg {R(m—1)}] (4.13)

PR =)

with the smoothing function w(7) defined as

" 3(L=i)(L=i+1) = N(L=N)]
w(i) = =
N{4N? = 6NL + 31° - 1)

(4.14)

[t can be noticed that the complexity of the above technique is large, mainly due to the
computational complexity of (4.12). It is of interest to provide a technique 1n which
the complexity of the above estimator can be simplified at high signal-to-noise ratios

[79]. This is achieved by modifying the sample corrclations as 1 79]
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L-1

R(m) = — Z exp {j[arg {y(D)} — arg {y(i—m)}], m=12.,N (4.15)

- a
t=m

The authors in [79] state that (4.15) can be used instead of (4.12) at high signal-to-
noise ratios, but they have not used the WCDMA system to compare their
performance. In [77], Rykaczewski er al. used the above algorithm to estimate the
frequency offset in a WCDMA system. However, it is not stated whether they have
used (4.12) or (4.15) in presenting the performance of the autocorrelation based

estimators in WCDMA systems.
4.4.3 Conventional FFT Based Estimators

The Fast Fourier Transform (FFT) has been widely used for applications that require
frequency estimation from given sequences. In this dissertation, emphasis is given to
the use of the FFT in estimating the frequency offset from the de-spread sequences as
represented 1n (4.8). For this purpose, [17][91] studied FFT based techniques and
proposed the use of quadratic interpolation of the FFT peaks to improve the
cstimation accuracy in WCDMA systems. On another front, 12 years before the above
publications, researchers from the Stanford University’s Department of Music were
using the same technique for the analysis and synthesis of in-harmonic sounds based
on a sinusoidal representation [92]. In this section, the basic technique of quadratic
interpolation of the FFT peaks is presented along with its applicability to WCDMA

systems.

However, 1t 1s important to mention briefly some of the important parameters related
to the FFT.

Frequency resolution of an FFT

The frequency resolution of an FFT relates to the degree of accuracy of the FFT
computation. In a WCDMA system, the frequency resolution depends on the chip
rate, de-spreading factor and FFT length. To decrease implementation complexity, the

length of the FFT is usually chosen to be a power of 2. The frequency resolution
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(g—Tl~)—K’ where K represents the length of
L. /,‘ c X

1s calculated as [ .coiuon =

fr(:so/'uimrz

the FFT, Sp is the de-spreading factor in chips and 17 1s the chip duration.

Zero padding fuctor
Zero padding represents the appending of zeros to the end of the de-spread sequences
and the zero padding factor is calculated as the ratio of the number of de-spread

sequences per slot to the length of the FFT.

Figure 4-4 shows the FET based WCDMA estimator exploiting quadratic
interpolation. Similar to the last two groups of estimators discussed above, it first
computes the de-spread sequences using the knowledge of the scrambling sequence

used at the transmitter.

r(k) (@) Af

o X FET Quadratic
Interpolator

c (k)

SEARCHER

Figure 4-4: Schematics of an FFT-based frequency offset estimator

The FFT coefficients of (4.8) are then computed with a Rectangular window function
with zero padding in order to use an FFT length of a power of 2. Quadratic
interpolation is then applied to the peaks of the FFT. Figure 4-5 illustrates the
technique of finding the peak of the spectrum from three adjacent spectral lines. Point

B (f/.» ,hy.) is the point of maximum FFT energy detected by the receiver, whereas

points A (f_y,ly 1) and C (f,_y.hy ) are the spectral lines adjacent to it. The

true frequency [ is located at Point D.
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Figure 4-5: Representation of the peaks of an FFT sequence

A quadratic polynomial is then applied between the spectral peaks A, B and C to

,
cstimate the true peak which 1s located at point D. This operation gives point F and A
1s the bias arising from nterpolation. The estimated frequency f given in [17] can

be rewritten as

A

f - /» + A X fr'(,w/u,zmn (416)

by o — h,

where A = 1 :
2|k 20, +h,

and freeonmon 18 the frequency resolution of the FFT.

The error in estimation is the difference in frequency between points F and D, and is

computed as

—

f(:?‘mr = / . (417)
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4.5 Proposed Estimator

In this section, a new technique that improves the estimated frequency offset of an
FFT based estimator is proposed. This technique 1s based on the work done by [93]
and its performance 1s extended to the WCDMA system. The motivation and

simulation model of the proposed algorithm is presented below.
4.5.1 Motivation

Due to the operation of quadratic interpolation of the FFT peaks, the estimated
frequency offset is biased [93][77]. A correction algorithm for estimating sinusoidal
parameters of music signals is proposed in [93]. This algorithm is dependent on the

specific window function used and the zero padding factor of the FFT. The bias in the

estimated frequency offset A in (4.16) 1s then corrected by [93] using

v

A=d+g [A-os) A+ 05| (4.18)

where A s the new bias after correction depicted in Figure 4-6 at Point G and &, I

a scaling factor that is dependent on the zero padding factor and the type of window

function used [93] and is calculated by

£, =27 w2 (4.19)

where ¢, and ¢ arc window-specific filter coefficients and z, :K/*V[ is the zcro
padding factor where K is the FFT size and M the window length. The corrected

\
frequency estimate f is then given by

V

\Y
/: fA + A x fr(xs“o[ufmn (420)
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Figure 4-6: Representation of the peaks of an FFT sequence for the proposed

algorithm

Although the authors in [93] exploited the performance of the estimation algorithm in
music signals, they make no mention of its applicability to WCDMA systems. In this
dissertation, it 1s modified to suit the structure of the WCDMA system and the

simulation model used for the investigation is presented.

Table 4-1: Coefficients of the correction function [93]

Window function Cy ¢

Rectangular window 1.279369 1.756245
Hanning window 0.247560 0.084372
Hamming window 0.256498 0.075977
Blackman window 0.124188 0.013752

4.5.2 Simulation model

This scction presents the simulation procedures. Table 4-2 shows the simulation
parameters used in this investigation. The window functions used are Rectangular,

Hanning, Hamming and Blackman windows. To apply the correction algorithm
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(4.20), the scaling factor for the window functions considered was computed using

knowledge of the filter coefficients presented in [93] given in Table 4-1.

Table 4-2: Simulation parameters

r
Number of frames 1

FFT size (K) 64 point
De-spread values per slot (M) 40

Zero padding factor (7 ) 1.6
De-spreading factor { §,) 64
De-spread values per frame (P) 600

Slot duration (7, ) 2/3 ms

FFT window duration ( 1, ) (64/40) x (2/3) ms
Resolution of FFT ( 1/t ) 937.5 Hz
SNR 20 dB
Number of iterations 2500

The received data was generated as follows. A Gold code generator [8] of length 18
was used to generate the scrambling code sequence needed to spread the data signal.
Its length was then truncated to 38400 chips in order to satisfy the WCDMA frame
length requircment of 10 ms. This data was then corrupted with a frequency offset at
the start of the frame and AWGN added to give a signal-to-noise ratio of 20 dB. The
phase ¢ was assumed to be uniformly distributed in the interval 0 to 27. At the
receiver, the same Gold code was used to de-spread the received signal. The

following procedures were then performed to estimate the frequency offset.

Step 1. De-spread signal using a spreading factor of 64,

Step 2. Collect 40 samples per slot.

Step 3. Apply a window function.

Step 4. Compute the 64 point FFT of the above sequence with 24 zeros to fill up the
FFT window.

Step 5. Perform steps 1 — 4 on cach slot in the available frames and find the
average spectral amplitude at each bin frequency.

Step 0. Perform quadratic interpolation on the averaged FFT sequence.

Step 7. Apply (4.16) to estimate the frequency offset.

Step 8. Apply (4.20) to correct the bias value obtained in step 7.
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4.6 Simulation Results

In this section. the simulation results for the conventional FFT estimator and the
proposed algorithm are presented. The mean frequency error is used as a measure of
performance of the estimator. It 1s defined as the difference between the transmitted

and estimated carrier frequencies. Figures 4-7 to 4-11 show the results obtained.
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Figure 4-7: Mcan cstimation error with Rectangular and Hanning windows as
function of frequency offset normalised to the frequency resolution of

the FFT.

Figure 4-7 shows the frequency estimation performance using Rectangular and
Hanning window functions. An accuracy of = 38 Hz is obtained when a Rectangular

window function 1s used. This is greatly improved to == 4.66 Hz when a Hanning

window is applied.
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The Hanning window function is shown to have a better estimation performance than
the Rectangular window. This 1s attributed to its low relative sideband leakage with a
side-lobe falloff of -18 dB/octave and highest side-lobe level of -32 dB [94].
Moreover, the width of the central lobe of a Hanning function (3 dB bandwidth of
1.44 bins) also contributes to this improvement. The correction algorithm (4.20) 1s
able to reduce the error in the Rectangular and Hanning function to within £ 9.06 Hz

and 4 0.48 Hz respectively.
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Figure 4-8: Mean estimation error with a Hamming window as a function of

frequency offset normalised to the frequency resolution of the FFT.

Figure 4-8 shows the mean estimation error of a Hamming window function and
when correction is not used, the algorithm in (4.16) estimates the frequency offset
with an accuracy of 44.53 Hz. The correction algorithm (4.20) further reduces the
error to within + 0.64 Hz. This improved performance is caused by the higher side-
lobe level of — 42 dB of a Hamming window in comparison with a Hanning window

[94]. However, although the Hamming window shows a smaller leakage than the
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Hanning window, 1t has a slow falloff rate of only -6 dB/octave and a 3 dB bandwidth

of 1.30 bins [94].

The estimation performance of a Blackman window 1s shown in Figure 4-9. The
Blackman window shows a better estimation performance than the three other
windows. A maximum accuracy of =2.25 Hz is recorded when correction is not
used. This brings an improvement factor of almost 17 compared to a Rectangular

window function.
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Figure 4-9: Mean estimation error of a Blackman window as a function of

frequency offset normalised to the frequency resolution of the FFT,

Its efficiency can be attributed to its small sideband leakage with a side-lobe falloff of
-18 dB/octave, highest side-lobe level of -58 dB and a slightly wider central lobe

(3 dB bandwidth of 1.68 bins) [94]. When the bias correction algorithm 1s applied, the
mean estimation error is found to be bounded to within + 0.19 Hz, further increasing

the performance by factor of almost 12. Thus the Blackman window performs better
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than the other windows with an overall performance improvement of almost 200
compared to the conventional Rectangular window. Table 4-3 summarises the
improvement factors achieved using uncorrected and corrected window functions
with respect to the conventional Rectangular window in an AWGN channel with a

signal-to-noise ratio of 20 dB.

Table 4-3: Frequency offset estimation improvement factors in an AWGN
channel with a SNR of 20 dB.

'Window Uncorrected Corrected

Rectangular 1 4

Hanning 8.2 79

Hamming 8.4 59

Blackman 17 200
|

The noise sensitivity of the conventional and the modified FFT based estimators 1s
studied in an additive white Gaussian channel and a flat fading channel with a
conventional Rectangular window and a Blackman window with correction. The
results are shown in Figure 4-10 and Figure 4-11 respectively.

A frequency offset of 20 kHz (20.33f, ... ) 1s assumed between the transmitted and

the received data sequences which corresponds to uncorrected and corrected peak
estimation errors of -2.25 Hz and +0.19 Hz respectively. See Figure 4-9. A filtered
white Gaussian noise model [52] is used to model the flat fading channel with a
Doppler frequency of 9.26 Hz. The root mean square error between the transmitted
and estimated received frequencies as used in [94] is normalised to the chip frequency
of a WCDMA system (3.84 MHz) and 1s used to measure the estimator performance.

The signal-to-noise ratio is considered to be the ratio of the transmitted scrambling

code power to the noise power.
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Figure 4-10:  The RMS estimation error normalised to the WCDMA chip rate as a
function of SNR in an AWGN channel. (Frequency offset = 20 kHz)

In Figure 4-10, the conventional algorithm with a Rectangular window in an AWGN
channel shows a steady normalised rms estimation crror floor of 107. This
corresponds to =+ 38.4 Hz error as explained earlier in Figure 4-7. This is because the
bias arising from quadratic interpolation of the FFT peaks is not changing
considerably for the SNRs considered. However, a considerable improvement is
shown when a Blackman window function with correction 1s used to modify the
conventional algorithm. This modified algorithm performs better than the
conventional one for higher signal-to-noise ratios. This 1s due to the additional

correction to the bias of the quadratic interpolation and is observed to increase with a

decrease in SNR.
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Flat fading, Doppler = 3.26 Hz.
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Figure 4-11: The RMS estimation error normalised to the WCDMA chip rate as
a function of SNR in a {lat fading channel (Frequency offset = 20
kHz)

In Figure 4-11, a case where a flat fading channel is considered, the conventional
algorithm estimates the frequency offset to within = 1.54 kHz or 10” at a signal-to-
noise ratio of -5 dB. This is due to the difficulty of the algorithm to cope with the
variations of the channel and clearly invalidates the estimation limit of 200 Hz set by
the 3GPP standard. The modified algorithm, however, shows robustness to the
channel fluctuations as shown in its estimation performance of about 76.8 Hz at the

same SNR. The results show the robustness of the modified algorithm at low SNR.
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4.7  Analysis

To determine the validity of the simulation results presented n the previous section,
an analysis is presented in this section. Figure 4-12 shows the analytical model. The
scrambling code 1s assumed to be known by the receiver and hence its effect i1s not
included in this model. The sinusoidal signal shown at Point 1 models the received
de-spread signal with a frequency offset at the receiver. The de-spread signal is

assumed to be an all ones sequence. The phase ¢ 1s uniformly distributed in the
interval 0 to 27 . At Point 2, W (#) models the window function used. The waveform
shown at Point 3 incorporates the effect of the FFT window size 7, and the W-
CDMA slot duration ?;. The zero padding length #, — ¢, is also shown. Fourier
series coefficients («, ,b, ) are computed for the signal at Point 4 to model the effect
of the FFT operations. Finally, quadratic interpolation is performed on the largest
peak of the coefficients (/a; +0°) and its adjacent spectral lines. This gives the

estimated frequency offset A? The derivation of the frequency offset for the

Rectangular and Blackman window functions is shown in the next subsections.

|
|
1 4 Fourier | 5 :
5 ') NEy N v o Gy,
cos (2aAft + o) Y coefficients p |
2
)

W

Figure 4-12: Analytical model
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4.7.1 Rectangular Window

The Fourier series coefficients for a Rectangular window (W (t) = 1) are derived as

follows.

a = EfW(t)cos(A'u,*t + o) cos(nwt)dt
2

2 g

f [sin((&w —nw, )t +O)—sing  sin((Aw + nw, Jt, + o) —sino
=. resofittion

+
(Aw - nw,) (A;u -+ 77@3,)

(4.21)

b = %jhl//ff(t)cos(ﬁwt + o) sin(naw,t) dt
2y

f { cos((Aw — nw, 1, +¢) = coso cos((Aw + nw, )b, + ¢) — cos @
= Jresolution -

(Aw —nw, ) (Aw+nw,)

.- . 27

where Aw =27A/ 1s the true frequency offset to be estimated, 1w, = L represents
1

the slot frequency and = describes the harmonics integer. In the special case of the

denominator in (4.21) and (4.22), if (Aw-—nw, )= 0, appropriate numerical

approximations can be carried out.

The analysis result for a Rectangular window function is shown in Figure 4-13 and
compared with the simulation values given in Figure 4-7. It 1s shown that the
analytical values are closely fitted to the simulation results. [t is important to note the
estimation at the normalised frequency offsets of 19, 19.5, 20, 20.5 and 21 is made

possible with an appropriate numerical approximation,
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Rectangular window
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Figure 4-13: Simulation and analysis results for a Rectangular window function

4.7.2 Blackman Window

Similarly, an analytical approach was used on a Blackman window function and the
equations are derived as follows. A Blackman window is represented by
W(t) =042 — 0.5cos(w,t) + 0.08 cos(2w,t) where t € () tl], ¢, 1s shown in Figure

4-12. The Fourier series coefficients are derived below.

| Lo

[ Jeos(Awt + o) cos(nu,t)dt
(i

—

2

D i :
= - [(1.21/1— S(B+B,) + 0.02(C, +C,) (4.23)
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b, = ng(l,)cos(Awt + &) sin(naw,t) dt
20

t'_)

2 1,

t)

where

sin{A\t, +¢0)—sino

S [0.21X - () + 002(2, 4 Z.Z)J

N

N sin(\t + o) —sino

4= A A
1 74
B - sin(\f, + o) —sing  sin(Af + o) —sino
l A A,
B, = sin(A\f, +¢)—sino  sin(\t +¢)—sino
A N
O sin(At, + @) —sino | sin(Atf +¢)—sino
‘ A A
¢ = sin(\t, + o) —sing  sin(Af +0)—sinoe
A Ay
¥ - cos(M +0) —coso  cos(Mf +d) —coso
A, A
v o cos(Al, + o) —coso  cos(\i +0)—coso
‘ A, A,
- cos(At, +0)—coso  cos(AtL +0)—coso
’ A A,
7 = cos(At +¢)—cosd  cos(Al +0O)—cose
Al A
7 - cos(Ngty + @) —coso  cos(\f;, +0) —cosd
)‘m /\:»
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and

A = Aw 4 nw, A =
A, = Aw — nw, A = (

A, = Aw+ (=1, A= Aw—(n—2uw,
A =Aw-(n—1w, \=A~Auw+(n

A= Aw+(n+Lw, A

(4.27)

Appropriate numerical approximations are carried out to calculate the Fourier
coefficients when the values for A,, A, A, A, and A, are zero. Figure 4-14 shows
the analytical results of a Blackman window closely fitting to the simulation results
presented in Figure 4-9. By presenting very closely fitting curves, the analytical
results verify the simulation results for the Rectangular and Blackman window
functions. This approach can be similarly extended to the Hanning and Hamming

window functions.

Blackman window

T — 1 1

I
1 (-%f Simulation

———————————————————— — Analysis Y

nerror, Hz

0

stimatis

-
=1

Mean a

i | i ' |

i
Y2184 19| 195 200 202 204 206 208 0 21
dormalized frequency offzet

Figure 4-14: Simulation and analysis results for a Blackman window function
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4.8 Further Enhancements to the FFT Based Estimator

In this section, a new technique that improves further the performance of the FFT
based estimator is proposed. The motivation, system description and simulation

results of the proposed algorithm are presented below.
4.8.1 Proposed Method

The FFT based estimators that were considered in the previous sections calculate the
Fourier transform of the de-spread sequences in a non-overlapping manner. Figure 4-
15(a) depicts this situation where window functions are applied to the de-spread
sequences for the duration of every slot in a non-overlapping way. It is important to
mention these windowed sequences were zero padded as explained in the previous

section before the FF'T was computed.

The proposed technique is inspired by the work done in [94] where the author
reported the following observations about the non-overlapping technique of

computing the Fourier Transform.

- Ifthe window and the FFT are applied to non-overlapping partitions of the de-
spread sequences, a significant part of the series is ignored due to the window

exhibiting small values near the boundaries.

- If the transform is used to detect short duration tone-like signals, the non-

overlapping method could miss the event if it occurred near the boundaries.

To avoud this loss of data, the transforms are usually applied to the overlapped
partition sequences as shown in Figure 4-15(b). In this dissertation. the case where the
duration of overlap is 50% of the de-spread sequences per slot is considered. The
simulation model is mostly similar to the one outlined in Section 4.5.2 with the
exception of Step 3. Instead of directly applying the window function on the de-

spread scquences, the de-spread sequences are first aligned as shown in Figure 4-
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15(b). In order to assess the degree of improvement to the conventional algorithm, the

bias correction algorithm proposed in Section 4.5 1s not used.

window function

slot duration(2/3 ms)
4

»
< —>
De-spread sequences in a frame

(a) Conventional method

window function

slot duration(2/3 ms)
< —>
—>

A

De-spread sequences in a frame

{b) Proposed method

Figure 4-15:  Arrangement of de-spread sequences in the conventional and

proposed methods.

4.8.2  Simulation Results

The performance of the proposed method is performed through simulations.
Rectangular and Hanning window functions are used to compare the performance of
the conventional and proposed algorithms. The algorithm presented in Figure 4-4 is

used as a conventional algorithm. A 20 kHz frequency offset is assumed to be present
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in the received data. A flat fading channel with a Doppler shift of 9.26 Hz 1s
considered. The fade duration is assumed to last one slot duration (2/3 ms). The crror
probability is taken as a measure of performance and is defined as the probability that
the estimated frequency offset exceeds the true frequency by 200 Hz. Monte Carlo
simulations with 1000 iterations were used for the simulations. The remaining
simulation parameters are as described in Section 4.5 unless otherwise stated to the

contrary.

Figure 4-16 shows the error probability of the proposed method in a flat fading
channel. A frequency offset of 20 kHz is considered in the simulations. It is shown
that the proposed method using the Rectangular and Hanning window functions
performs better than the conventional FFT based algorithm in signal-to-noise ratios
ranging from -40 dB up to -5 dB. For an error probability of 2 x 107, an improvement
close to 4 dB and 2 dB 1s recorded by the proposed method using Hanning and

Rectangular windows, respectively, when compared to the conventional algorithm.

10 « e
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)
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| —+— Proposed with rectangular
-+ Conventional with rectangular
10'3 = 1= e = 1 . — |
-40 -35 -30 -25 -20 -15 -5

SNR, dB

Figure 4-16:  Error probability of the proposed method in a flat fading channel with

a Doppler frequency of 9.26 Hz. (Frequency offset = 20 kHz)
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The main reason for this improvement is the fact that the proposed algorithm exploits
the data-omissions caused by the windowing process. The conventional algorithm
fails to exploit this condition. Another reason for the increase in performance can be
attributed to the extra computations introduced by the overlapping sequences. For
example for one frame estimation duration, 15 FFT operations are performed by the
conventional algorithm. This compares with 29 FFT operations for the proposed
algorithm. This brings about a refined frequency offset estimate in the averaging
process of the Fourier transforms. Although it can be argued that this method
increases the computational complexity of a WCDMA terminal, the good

performance gain obtained would give a reason to compromise.
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4.9 Summary

This chapter has described the frequency offset estimation problem in a generalised
communications environment. It has also provided literature review of frequency
offset estimators in a WCDMA environment. The conventional quadratic
interpolation of an FFT based frequency offsel algorithm was presented and a
correction algorithm proposed for parameter estimation of music signals 1s modified
to estimate the frequency offset in a WCDMA system. The estimation performance
was investigated by introducing the use of window functions which are followed by
the correction algorithm. The window functions used are Rectangular, Hanning,
Hamming and Blackman windows. The performance of the modified algorithm was
compared with the conventional estimator in a channel with AWGN and a flat fading
channel with AWGN. The results showed the proposed method outperforms the
conventional algorithm in both channels, The results have highlighted the importance
of using window functions with a correction algorithm in WCDMA terminals to

mimimise the carrier frequency offset estimation errors.

An analytical approach was also developed to verify the simulation results and it was
found the analytical values closely fitting to the simulation values. Moreover, a new
technique that exploits the arrangement of the FFT window was proposed and the

results showed it performs better than the conventional algorithm.
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CHAPTER S

CONCLUSION AND FUTURE WORK

5.1 Conclusion

This dissertation has tackled two aspects of code acquisition in the WCDMA system.
In the first part, the identification of the transmitted scrambling code by the receiving
terminal, a process commonly called cell search, has been investigated. The second
part of this dissertation has investigated the effect of carrier frequency offsets i the
cell searching systems along with the mitigation techniques. In order to achieve this, a

new technique has been proposed and its performance investigated.

In Chapter 1, the evolving landscape of wireless communication systems has been
presented. Following this, a brief description of the spread spectrum wireless
communications systems has been given. The need for synchronisation in a CDMA
system has also been highlighted. Finally, the original contributions of this

dissertation were described briefly along with the published work.

In Chapter 2, the fundamental principles of code acquisition in WCDMA systems
have been presented. Before focusing on the study of the WCDMA system, the
conceptual design of code acquisition in the CDMA2000 systems has been described

briefly and its differences with the WCDMA system has been highlighted. A
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background on code acquisition in the WCDMA system based on selected pioneering
rescarch efforts has been described. The development of the above studies into the
three stage cell searching process which is adopted by the 3GPP Standard has been
discussed. The construction of the synchronisation and scrambling codes used in the
WCDMA system has been presented. The different types of downlink channels
{ransmitted by the base station have been presented. Moreover, a model for the base
station is presented and its data has been generated. Finally, the effects of carrier
frequency offset on the transmitted base station data have been investigated. It has
been observed that the carrier frequency offset can damage the transmitted base

station data.

In Chapter 3, an overview of the research efforts that enhanced the performance of
cell searching systems has been described along with a discussion of the three stage
cell searching algorithm. A technique of modelling the wireless channel has been
presented. A proposed technique that exploits the symbol structure of a WCDMA
frame system has been presented. The performance of this proposed technique has
been investigated for various chip correlation lengths and carrier frequency offsets.
From the results obtained through simulations, it has been observed that as the carrier
frequency offset increases, the miss detection probably of the transmitted scrambling
code by the receiving terminal increases. It has also been observed that higher value
of correlation length result 1s a greater loss of performance in the presence of large
carrier frequency offsets. Moreover, the proposed algorithm has been observed to
achieve a better performance when compared to the conventional algorithm for most

values of correlation lengths.

In Chapter 4, an cmphasis has been given on the effects and mitigation techniques of
the carrier frequency offset in cell searching algorithms. A mathematical model for
the estimation of carrier frequency offset has been presented. A review of the
literature on the estimation of carrier frequency offset in a WCDMA system has been
presented. A proposecd algorithm that builds on the conventional FET based estimator
has been presented. From the results obtained through simulations and analysis, the
proposed algorithm has been observed to give a significant improvement in
performance when compared to the conventional algorithm in both additive Gaussian

noisec and flat fading channels. Furthermore, a sccond proposed algorithm that
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exploits the overlapping interval of the FFT symbols has been presented and the

simulation results have shown that it performs better than the conventional algorithms.

5.2 Future Work

The good predictions of the carrier frequency offset obtained m Chapter 4 of this
dissertation have given the promise of digitally compensating the carrier frequency
offset at the receiver. However, in order to correct the received signal, similar
predications of the carrier phase has to be obtained 1n addition to the predictions of
the carrier frequency offset. Future work could continue to develop efficient
algorithms to solve this combined problem of estimation and correction of the carrier
frequency offset and phase for WCDMA systems. This approach would use a crystal
controlled free running oscillator as compared to the conventional receiver

implementations which use feedback architectures to achieve the same effect.

Future work could also extend to investigate the suitability of the estimation and
correction algorithms in other radio access technologies besides WCDMA. This is
mspired by the fact that the 3GPP Standard has started work to evolve the current
WCDMA system in order to meet the growing user and operator requirements [957].

Some of the most promising technologies that are being considered to provide an
evolutionary path from the current WCDMA system [95] is the Orthogonal Frequency
Division Multiplex (OFDM) and this have been reported to suffer from the effects of

carrier frequency offset. Hence, it would be interesting to continue investigations in

this regard.
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Allocation of Secondary Synchronisation Codes for S-SCH

|

Scrambling slot number
Code Group [T#p [ [ #2[#3 [ #a ] #5 | #6 [#7 [#8 ] #O | #10 [ #11 [#12[#13 [#14
Teroupo 1|1l 28910158 [10[16| 2|7 15716
[ Group 1 1t |t |5 16| 7|3 |14|16]3 10|05 |12]|14 12| 10
Goup2 | 1 | 2 | 1 |15 58 [ 5 [12|16| 6 |11 | 2 | 16 | 11 | 15 | 12 |
Group 3 123|186 |5 |2 |5|8|4|4[6]3]7|
Group 4 1 21166 | 6 |11 |16 | 5 |12 | 1 |15 | 12 | 16 | 11 | 2
Gouwp5 | 1 |3 |4 |7 41|55 |36 |2)|8]7]6] 8|
Group 6 1 4 [11] 3] 4 10] 2 (1] 2101212293
Goup7 | 1 | 5 |6 |6 |[14]| 9 |10]| 2 (13| 9 | 2 |5 |14 | 1 |13
Group 8 1|6 |10]10] 4 11| 7 [13]16 1113 6 | 4 | 1 | 16 |
| Group9 | 1 | 6 |13] 2 [14] 2 | 6|5 |5 13110 9 | 1 |14 | 10|
Group10 | 1 | 7 | 8 | 5 | 7 |2 | 4 | 3|8 | 3|2 616|415
Group 11 1 | 7|10 9 [16] 7|9 |15] 1|8 168 |15 2 | 2
Group12 | 1 | 8 |12 9 | 9 [ 4 [13]16 |5 | 1 |13 |5 |12] 4 | 8
Group13 | 1 | 8 |14 |10 |14 | 1 |15 |15 8 | 5 |11 ] 4 | 10| 5 | 4 |
" Group 14 1 e[ 2151516 |10] 7|81 10|81 216 9|
Group15 | 1 | 9 [16[ 6 |16 2 |13 |14 (10| 11| 7 | 4 | 5 |12 | 3
Group16 | 1 [10] 9 [ |15 7 |6 | 4 (16| 5 | 2 |12 |13 | 3 | 14
Group17 | 1 |11 14| 4 |13 2 [ 9 [10]12|16 | 8 | 5| 3 [ 15| 6
Group18 | 1 [12 [ 1213 (14 | 7 | 2 | 8 |14 ] 2 | 1 |13 111 8 | 11
Group19 | 1 |12 [15] 5 | 4 [14 | 3 |16 | 7 | 8 | 6 | 2 | 10| 11 | 13
Group 20 1115437 |6 101312 5 14161 8 | 2 | 11
Group 21 1|16 312119 |13]| 5 8 |2 |14 7 4 1015
Goup22 | 2 [ 2[5 |10 16|11 | 3 |10 |11 ] 8 | 5 1431 3 | 13| 8
Grouwp23 | 2 |2 [12| 3 [15| 5 | 8 | 3 |5 |14 (12| 9 | 8 | 9 | 1a
Group24 | 2 | 3 | 6 |16 |12 |16 | 3 |13 13| 6 | 7 1 9 | 2 |12 =
Group25 | 2 | 3 [ 8 | 2 | 9 15|14 | 3 |14 8 | 5 | 5 1518 |12
Growp26 | 2 (4 [ 7 [ 9 [ 5[4 9 (11| 2 145 12111618
Growp27 | 2 [ 4 [13 12|12 7 15105 | 2 11515 113 7 | a
Group28 | 2 | 5 | 9|9 |3 (12| 8 |14 |15 12|14 |5 | 3 | 2 |15
Group 29 2 5[t 72 (1|9 |4 |67 |69 1 1] a
Goup30 [ 2 [ 6 [ 2 |13 3 |3 (12| 9 |7 |66 19 16|13 12
| Group31 | 2 | 6 |9 | 7 7 1613 3 15 > %3129 [ 16| &8
| Growp32 | 2 | 7 [12 15| 2 |12 | 4 (10 |13 |15 |13 [ 4 | 5 | 5 10
Group33 | 2 [ 7 [14 16|65 |0 [2 |9 |16 |11 1|51 71 4 14
| Growp34 | 2 |8 |5 12| 5 | 2 |14 14| 8 |53 9 153115 9
Growp35 | 2 [9 |13 4 |2 [1a|8 [11]6 |4 |68 5B 31
Group36 | 2 [10 | 3 | 2 |13 16| 8 |10 8 13 | 11 11 16 3 | &
Group37 [ 2 |11 [15] 3 |11 6 |14 |10 | 15 | 10 | & 7 | 7 [1a | 3
| Group38 | 2 |16 | 4 | 5 |16 |14 | 7 |11 4 |41 14 ] 9 9 [ 7 | 5
Group39 | 3 [ 3[4 |6 [11]12]13]6 |12 |14 ] 4 5 13 5 12
| Group40 | 3 (6 |5 |19 1|5 ]9 1016453 10
Group41 | 3 | 4 | 6 [14 | 4 |6 |12 |13 |5 |13 6 [ 11 1112 14 |
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Scrambling slot number

Code Group [0 [#1 [#2 [#3 [#a [ #5 [ #6 [ #7 [ #8 | #9 [#10 [#11[#12][#13[#14
Group 42 34 ]9 [18]10 4_16@1_5_3‘5_10I5!15 6 | 6|
Group43 | 3 | 4 |16 |10 | 5 (10| 4 | 9 | 9 |16 | 15| 6 | 3 | 5 | 15
Group44 | 3 [ 5 [12[11 |14 [ 5 [11[13] 3 |6 |14 | 6 | 13| 4 | 4 |
Group45 | 3 | 6 | 4 10 6 | 5| 9 |15 4 15| 5 16|16 | 9 | 10
Group46 | 3 | 7 |8 | 8 |16 11 [12] 4 [15 ] 11] 4 7 ]16]3 | 1:_;_
Groupd? | 3 | 7 |16 |11 | 4 [15| 3 |15 |11 |12 12| 4 | 7 | 8 | 16
Group48 | 3 | 8 | 7 |15 | 4 | 8 |15 |12 | 3 |16 | 4 | 16 | 12 | 11 | 11 |
Group49 | 3 | 8 |15 | 4 |16 | 4 | 8 | 7 | 7 | 16|12 11| 3 | 16 | 12 |
Group50 | 3 (10 |10 |15 | 16| 5 | 4 | 6 |16 | 4 | 3 | 15| 9 | 6 | 9 |
Group 51 3|11 54124 116|653 ]|14]13] 12
Group52 | 3 [14 | 7 |9 [14[10[13 |8 [ 7 |8 10| 4 | 4 |13]9
Group53 | 5 | 5 | 8 [14[16 13| 6 |14 |13 | 7 | 8 | 15| 6 | 15| 7
Group54 | 5 | 6 | 11| 7 10 8 | 5 | 8 | 7 12 1210 6 9 11
Group55 | 5 | 6 | 13| 8 |13 | 5 | 7 | 7 | 6 | 16 |14 | 15| 8 | 16 | 15
Group56 | 5 | 7 [ 9 [10 | 7 [11 |6 |12 9 | 12|11 | 8 | 8 | 6 | 10
Group57 | 5 | 9 | 6 | 8 (10| 9 | 8 12| 5 1110 | 11 | 12| 7 | 7
Goup58 [ 5 |10 [12] 8119 |7 |8 |9 |5 12|67 6|
Group59 [ 5 [10[12 | 6 |5 [12|8 |9 | 7 |6 |7 |8 11|11 9
Group60 | 5 |13 |15 |15 14 | 8 | 6 | 7 |16 8 | 7 |13 | 14 | 5 | 16
Group 61 9 |10 [13[10 |11 [15 16| 9 | 16 |12 | 14 | 13 | 16 | 14 | 11 |
Group62 | 9 |11 12 15 12| 9 |13 | 13 | 11 | 14 | 10 | 16 | 15 | 14 | 16
Group63 | 9 | 12 | 10 | 15 | 13 | 14 | 9 14 15 11 | 11 13 12 | 16 | 10 |
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