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ABSTRACT

Vapour pressure is an important property in the chemical and engineering industries. There are
therefore many models available for the modelling of vapour pressure and some of the popular
approaches are reviewed in this work. Most of the more accurate methods require critical property
data and most if not all require vapour pressure data in order to regress the modei parameters. It is
for this reason that the objective of this work was to develop a model whose parameters can be
predicted from the molecular structure (via group contribution) or are simple to acquire via
measurement or estimation (which in this case is the normal boiling point}.

The model developed is an extension of the original method that was developed by Nannoolal et al.
The method is based on the extensive Dortmund Data Bank (DDB), which contains over 180 000
vapour pressure points (for both solid and liquid vapour pressure as of 2007). The group
parameters were caicuiated using a training set of 113 888 data points for 2332 compounds.
Structural groups were defined to be as general as possible and fragmentation of the molecuiar
structures was performed by an automatic procedure to eliminate any arbitrary assumptions. As
with the method of Nannoolal the model only requires knowledge about the molecular structure and
the normal boiling point in order to generate a2 vapour pressure curve. In the absence of
experimental data it is possible to predict the normal boiling point, for example, by a methed
developed by Nannootal et al.

The relative mean deviation (RMD) in vapour pressure was found to be 5.0 % {2332 compounds
and 113 888 data points} which compares very well with the method of Nannoolal et al. (6.6 % for
2207 compounds and 111 757 data points). To ensure the model was not simply fitted to the
training set a test set of liquid vapour pressure, heat of vaporization and solid vapour pressurse data
was used to evaluate its performance, The percentage error for the test set was 7.1 % for 2979
data points (157 compounds). This error is artificially high as the test data contained a fair amount
of less reliable data, For the heat of vaporization at 288.156 K (which is related to vapour pressure
via the Clausius-Ctapeyron equation) the RMD was 3.5 % for 718 compounds and in the case of
solid vapour pressures the RMD error was 21.1 % for 4080 data points (152 compounds). Thus the
method was shown to be applicable to data that was not contained in the training set.
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1 INTRODUCTION

Vapour pressure has for a long time been an important property in chemical and engineering
appiications. It is useful in the design of distillation columns, storage and transport of materials and
for determining cavitation in pumps to name a few examples. It is also important for predicting the
fate of chemicals in the environment due to its predominant effect on the distribution coefficient
between air and various other compartments (e.g. air and water}. Daubert’ ranked vapour pressure
second, behind critical properties, in the list of the most important thermephysical properties
(ranking is based on required accuracy and uses).

Many fitted (i.e. fitted directly to data) and predictive methods are availabie for the representation of
the vapour pressure curve. Correlated (or fitted) methods are usually good over the range of data
fitted but some extrapolate very poorly if not fitted to a wide enough data range (some of these
methods will be discussed in the following chapters). A drawback of fitted models is that their
parameters require experimental data which in many cases are not available. This means that a
suitable quantity of the chemical {if not readily available} must be synthesized and vapour pressure

measurements undertaken.

Even though the Dortmund Data Bank (DDB?) contains over 180 000 data points for more than
6000 compounds, it is only a fraction of the more than 100 000 (according to the environmental
news network®) chemicals that are reported to be in use today. This coupled with the fact that new
chemicals are continually being discovered (Bowen et al.! estimate 200 to 1000 chemicals per
annum} means that measurement is not only very expensive but alsc impractical {even though
there is such a large amount of chemicals being discovered per annum many of these chemicals
have vapour pressure which is too low to be of practical concern}). For this reason accurate
prediction methods have become increasingly popular.

A popular approach for the prediction of thermophysical properties is group contribution metheds.
The component is broken down into structural groups (e.g. CH3, OH etc.). Their contributions are
combined to describe the behaviour of the whole molecule. The methods are especially popular for
properties like boiling point and critical properties, but surprisingly few exist {or are published) for
vapour pressure prediction.

In the preceding work of Rarey et al.” and Nannoolal et al.%’®

., group contribution estimation
methods for the normal boiling point, critical data and vapour pressure of organic non-electrolyte

compounds were presented. The objective of this work is to extend and improve the method for



vapour pressure estimation, This was achieved by addition of more data to the training set, further
critical examination of the training set data and extended utilization of low pressure data for higher
molecular weight components. Structural and functional groups were defined in such a way as to
make the method as widely applicable as possible. Due to the importance of vapour pressure data
the predictions should be reasonably accurate (usually within 5%} and have a low probability of total

failure (i.e. efrors in excess of 15%).



2 THEORY AND LITERATURE REVIEW

2.1 Introduction

By adding or removing heat from a pure substance or changing the system pressure, one can
change the phase of the substance, Some of the common phase transitions are as follows:

Solid blmab Gag —Joeosll Solid
Solid —™% , | iquid —™249_ Solid

GES condansation quL"d vaparizalion 3 Gas

These phase transitions are often represented on a diagram known as a phase diagram. Figure 2.1
shows a phase diagram for water, the solid lines are the phase boundaries or the lines of
equilibrium between the phases. In addition to the phases shown there are often different phases in
the solid region. If the type of solid phase changes along the sublimation curve, a discontinuity in
the slope of the coexistence curve is observed.
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Figure 2.1 Phase diagram for water (semi log plot) — The solid liquid equilibrium {SLE) data points are only
illustrative and not axperimental data.



The lines of equilibrium show where 2 phases coexist, and the ftriple point is where
solid/liquid/vapour all coexist. Consider a liquid in a sealed container with a vapour space above the
liquid; the molecules in the vapour phase will eventually reach a state of dynamic equilibrium, with
the rate of vaporization being equai to the rate of condensation. The vapour space is then said to be
saturated and the resulting pressure in the container is called the saturated vapour pressure.

The beiling point of a substance is defined as the temperature at which the saturated vapour
pressure is equal to the ambient pressure. The most common vapour pressure poeint is the normal
boiling point, it is the temperature at which the saturated vapour pressure is 1 atm {this is known as
the standard atmospheric pressure and is defined to be 101.325 kPa).

Due to its importance in process simulation (specifically distillation), vapour pressure is regarded as
one of the most important thermophysical properties. Daubert' ranks vapour pressure as the
second most important thermophysical property, whereby his ranking system is based on the use of
the property on its own, its input into other equations and the accuracy to which the property should
be known. Unsurprisingly critical properties were ranked number one mainly due to the large
number of corresponding states methods and correlations that are based on this reference point

{(many of the more accurate vapour pressure correlations also use critical data).

Many equations have been developed to describe the vapour pressure from the triple point to the
critical point. The Wagner® equation has been shown to be able to reproduce the curve but it
requires knowledge of the critical point and accurate data. Therefore an equation is required which
gives the correct behaviour where only few data are available. Many of the vapour pressure
equations that are used in industry today have their roots in the Clausius-Clapeyron equation.

2.2 Vapour pressure models

2.2.1 Classical thermodynamics

A thermodynamic treatment of the pure component phase equilibrium described above was
presented by Gibbs and further refined by other researchers (esp. Riedel, Ambrose). Gibbs
introduced a quantity known as the chemical potential. The chemical potential of a species i, is
given by the change in the total Gibbs free energy of a system if one mole {or molecule) of this
species is removed or added. This process must not alter the state of the system, therefore the
chemical potential is defined as:



oG
H, = {—] (2-1)
6” TP

At a particular temperature and pressure the phase which has the lower chemical potential will be
the more stable phase. Taking the example of the container used above, if the temperature of the
liquid is suddenly raised the following will result {(see Appendix G}

i< (2-2)
This means that there will be transfer of mass from the liquid to the vapour phase until the chemical

potentials in both phases are equal. Therefore for all points on the equilibrium curve the following
hoids (¢ and 3 represent the 2 phases on the curve):

=y (2-3)
Since for a pure substance the chermical potential is only a function of and 2 of the 3 {there is no

composition) state variables, we chose T and P (since we want an expression for vapour pressure)
and take the total differential of both sides of Eq. (2-3) is:

o a # #
O ar o[ ap | 2L g+ 2L ge (2-4)
ar J, oP ), ar ), oP ).

The differential form of the Gibbs function is {G,S and V are all molar properties):

dG = -SdT +VdP ' (2-5)

Eq. (2-5) has the same form as Eq. (2-4) and since G = i (for a pure substance} the following two

exprassions arise:

WY _y )
(apl_v (2-6)
W _ g -
(arl“ s (2-7)



Substituting Eq. (2-6) and Eq. (2-7} into Eq. {2-4) yields:

—8*dT +VdP = -S"dT +V*dP (2-8)
This can be rewritten as:
aP 57 -§*
oo 2-9
dTr v -v* (2-9)

Since the two phases are in equilibrium, Eqg. (2-10) holds and substituting this into Eq. (2-9) vields
Eq.{2-11):

(2-10)

dP _ H'-H' _ AH
dar T(ve-v*) T TAV

(2-11)

Eq. (2-11) is the well known Clausius-Clapeyron equation and it is valid for all points along the lines
of coexistence. As stated above, it is frequently used as the starting point for vapour pressurs
correlations. A popular form of Eq. (2-11) is obtained by substituting the compressibility factor for
the molar volume, and tidying up the differential on the left hand side:

dinP _ AH

DR

As shown is Figures 2.2 and 2.3 both AH.,, and AZ,,, are similar functions of temperature, For this

(2-12)

=1

reason the simplest assumption that can be made is that the LHS of Eq. {(2-12) is a constant, for the

sake of simplicity, called B. Integration of Eq. {2-12) is then trivial:

In =A-= (2-13)

This expression can be surprisingly accurate for small encugh temperature ranges (typically <20 K,
however for certain parts of the temperature range can be as large as 60 K — see Figure 2.4) but for
larger temperature ranges it is woefully inaccurate. For this reason various modifications have
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been made to increase the accuracy of the predictions. The two most well known of the semi-
empirical (Clausius-Clapeyron) type equations are those of Antoine'® and Riedel''. These two
methods and others will be discussed in the sections following.

AHuap (kJimol)

250 300 350 400 450
Temperature (K)

600

Figure 2.2 Heat of vaporization of benzene as a function of temperature (¢ ~ data from the DDB?, — Watson
equation [Eq. (2-36) with m = 0.391])
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Figure 2.3 AZ,,, of benzene as a function of temperature using the SRK EOS with Twu alpha function (Twu et al.'?)
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Figure 2.4 AH,.JAZ.., of benzene as a function of reduced temperaturs {T, = T/T.) {calculated from the Watson and
the SRK EQS using the Twu alpha function (Twu et al.'%)

Figure 2.4 shows why the assumption of B being a constant is a poor one (except 0.76 < T, < 0.86),
however is quite evident that the curve is more or less linear below the boiling peint (T, =~ 0.63).

2.2.1.1 The Antoine equation

The main problem with Eq. (2-13} is that it is based on assumptions which do not hold. Thus further
corrections had to be developed to make the equation more widely applicable. Antoine'® proposed
a new form of Eq. (2-13) as:

P _ 4, B
1kPa T-C

leg (2-14)

The introduction of the C parameter meant that the equation could now account for the slight
bowing of the vapour pressure curve. This equation has since become known as the Antoine
equation and has become very popular due to its simplicity and accuracy. The Antoine equaticn can
suffer from poor extrapolation (as with most other fitted models) as shown in Figure 2.5. The
equation which was fitted over the full range (270 K — 560 K) of data shows good correlation, even
the fairly narrow mid-range data (350 K ~ 380 K) shows fairty good extrapolation either way. The
problem is that when the equation is regressed against either low or high pressure data the
extrapolation tends to be fairly poor.
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Figure 2.5 In(P*/101.3 kPa) vs. 1/T for benzene showing Antoine plots fitted to different temperature ranges (x — data
taken from the DDB?, 270 Kto 560 K, - - - 270 K to 300 K, — 350 K to 380 K, 380 Kto 410 K)

Table 2.1 shows how the Antoine constants differ depending on the temperature range used. It is
interesting that the C parameter exhibits the greatest instability and for the final two ranges the C

gets very small and the Antoine equation approximates Eq.(2-13).

Table 2.1 Antoine constants for various temperature ranges

Range (K) A B (K) C (K)
270 - 560 4114 -1260.1 47.036
350 - 380 4.957 -1673.3 12.500
270 - 300 4.665 -1647.8 -0.024
380 - 410 4.494 -1580.9 -0.013

Figure 2.6 shows AHW/(RAZW) as predicted from the Antoine equation together with the data for

benzene. The plot shows the inability of the Antoine equation to predict AH

vap

/(RAZ

1o ) @t high
temperatures. Nevertheless the prediction is still fairly accurate for a reasonable temperature above
the boiling point. Table 2.2 shows percentage errors of the Antoine equation for various
compounds. The Antoine equation compares quite well to more complex methods (in the sections

following). For discussion on the errors for this and the other methods presented see Appendix H.



Table 2.2 Relative mean devlations (RMD) for vapour pressures of selected compounds - Antoine equation

Compound Name NP RMD (%)
Hexane 282 2.34
Propyl acetate 262 1.68
Benzene 269 1.35
Propanol 282 5.03
Cyclohexane 209 .87
Perflucrohexane 58 1.94
Methyl isobutyl ketone B4 3.29
1-Chlcrohexane 22 1.12
44
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Figure 2.6 Antoine prediction of AH.../{RAZ..,) (* - calculated from SRK and the Watson equation for banzens, —
Antoine prediction - Eq. {(D-1})

2.2.1.2 The Cox equation and Cox charts

The approach taken by Cox'® was to rewrite Eq. (2-13} as follows:

109(;;m]=A'+$ (2-15)

This means that at the normal boiling point the logarithm will fall away and therefore 8 = -A'T,,

which when substituted back into (2-15) yields:

10



|og(PPT;] - A{1—%) (2-16)

He then assumed that A’ was not a constant, but rather a function of temperature:
logA'=logA +E(1-T. }F-T,) {2-17)

Where A, is A’ at the critical point and E and F are empirical constants. For hydrocarbons with more
than two carbon atoms F = 0.85. If the critical properties of the substance are not known, a simple
power series can be used to approximate A’ (the more accuracy required the more terms in the
series). For many years the Cox equation was considered to be one of the best equations for

vapour pressure for application from the triple point to the boiling point.

Another successful development of Cox' was the so called Cox chart. Cox charts are constructed
so that, for some reference fluid, the scale of the abscissa is adjusted so that the pressure {log-
scale) versus the temperature is a straight line. When other compounds from the same homologous
series are plotted the lines are usually found to also be nearly linear. An interesting feature of these
plots is that all the lines for a homologous series tend to converge at a point known as the infinite
point. Thus for a new compound in the homologous series one only needs a single vapour pressure
point to generate an approximate vapour pressure curve. Calingaert and Davis'> showed that the

Cox chart closely represents the Antoine equation. Figure 2.7 shows how the Cox equation

provides a more realistic shape of the AH, /(RAZW) curve. Even though the shape looks more

realistic the error is still comparable to that of the Antoine plot. As can be seen from Table 2.3 the

percentage errors are similar to those for the Antoine equation in almost every case.

Table 2.3 Relative mean deviations {RMD) for vapour pressure of selocted compounds — Cox equation

Compound Name NP RMD (%)
Hexane 282 1.94
Propyl acetate 262 1.91
Benzene 269 1,16
Propanol 282 5.51
Cyclohexane 209 0.68
Perflucrchexane 58 1.81
Methyl isabutyl ketone 84 279
1-Chlorohexane 22 0.99

11
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Figure 2.7 Cox prediction of AH,.,{RAZ..;) (+ - calculated from SRK and the Watson equation for benzene, —- Cox
pradiction - Eq. {D-2))

2.2.1.3 The Riedel equation

An approach used by many people is to approximate B (=AH,./RAZ,.,) with a power series:
B=> 8T (2-18)
1=0

Integrating Eq. (2-12) using Eq. (2-18)} for B gives the following:

P 8 2B,
Nt = A+ =2 4+ B | Siay .
Nepa T AT BT 4= (2-19)

The widely respected DIPPR'® group uses a form of Eqg. (2-19) known as the DIPPR 101 equation:

PS
1kPa

In

=A+$+CInT+DTE (2-20})

The Plank-Riedel equation (similar to DIPPR 101, but with a fixed value of E) given in reduced form
is:

12



InPf=A+$+CInT, +DT? (2-21)

r

Based on the Principle of Corresponding States, a criterion known as the Riedel criterion was

derived. The Riedel criterion is deduced from plots of « vs. T,, where o is defined as:

_d(nF)

o= ainT) (2-22)

It states that d%T =0 when T, = 1 (i.e. at the critical point}. Using a. (which is the value of alpha

at the critical point} one can then estimate the values of the Riedel parameters {A,B,C&D). Riedel
developed a set of further criteria, which needed to be met in order te obtain a physically realistic
vapour pressure equation. (see Appendix C). Figure 2.8 illustrates that the Riedel equation shows a
much better reproduction of the experimental shape of the vapour pressure equation than the
Antoine equation, The reason that the curve is slightly removed from the data points is that the
Riedel equation parameters are calculated from set criteria so as to make the fit physically realistic.
Also shown on the plot is the fitted Riedel equation, this was found by using the calculated Riedel
parameters as a starting point and regressing the parameters. The resulting curve shows a near
perfect representation of the curve up to about 530 K (which is 30 K below the critical temperature).
The percentage error for the selected compeunds is actually worse than the methods of Antoine
and Cox on most occasions. This is not due to the model itself but just the way the parameters are
calculated (they are calculated solely from the Riedel criterion and are not fitted to the data).

Table 2.4 Relative mean deviations {(RMD} for vapour pressure of selected compounds — Riedel equation

Compound Name NP RMD (%)
Hexane 282 2.08
Propyl acetate 262 2.33
Benzene 269 1.99
Propanol 282 7.24
Cyclohexane 209 .95
Perflucrohexane 58 1.99
Methyl isobutyl ketone 84 4.86
1-Chlorohexane 22 4.48

13
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2.2.1.4 The Myrdal & Yalkowsky equation

The method of Mydral & Yalkowsky' is a modification of the work of Mishra & Yalkowsky'®, The
method is only valid for temperatures below the normal boiling point (the lower the better) since in
the model it is assumed that the change in compressibility factor upon vaporization {AZ,,,) is unity.
The form of the Clausius-Clapeyron eguation then takes the following form:

P? J- AH

kP IRT? (223)

The change in enthalpy is then described in terms of the vaporization of a solid (assuming that the
heat of vaperization is a linear function of temperature):

AH = AH_+AH, +(C; -CNT, -T)+(C, -CI)(T, - T) (2-24)

Then assuming that the heat capacities are constant with respect to temperature (which is a
reasonable assumption); integrating Eq. {(2-23) and introducing the entropy of melting
(AS,, = AH_/T_)and boiling ( AS, = AH, /T, ) the following expression is obtained:

14



In P _ —Asm(-rm _T) + Acpm {Tm _T _|n£”_}
1kPa RT R T T i
ASUT,-T)  ACu[T,-T T,
RT R T T

[Note: the derivation shown above is for sublimation, therefore if only vapour and liquid are present
the first 2 terms of Eq. (2-25) fall away.] The assumption that is made is that the 4 unknown
parameters in Eq. (2-25) can be approximated. The difference between the method of Mydral &
Yalkowsky and that of Mishra & Yalkowsky is in the definition of these approximations. Mydral &
Yalkowsky introduce some new structural properties like hydrogen bonding number and torsional
bond number to more accurately describe the various parameters and make the model more widely
applicable. This model has been quite popular in applications involving environmental science. A
recent review by Clegg'® showed that it was comparable to other predictive models such as that of

Nannoolal et al %, Eq. (2-25) can be rewritten in the following form:

!n—P—=A+E+CInT (2-26)
1kPa T

where the constants A,B and C are groupings of the parameters in Eq. (2-25). This is to be
expected since the heat of vaporization was assumed to be a linear function of temperature (Eq.
(2-24)). Therefore the best performance of this model can be calculated by fitting the new equation
parameters to data (below the boiling point since that is what the model was designed for). Figure
2.9 shows the best possible Mydral & Yalkowsky prediction for benzene. The parameters were
fitted to data below 40 kPa to give the best possible fit. As was expected the fit is good up to
approximately the boiling point but diverges greatly thereafter. The method is very simple to
implement and provides acceptable errors (Table 2.5) for the selected compounds (only data below
the boiling point were used).

Table 2.5 Relative mean deviations (RMD) for vapour pressure of selected compounds - Mydral & Yalkowsky

equation
Compound Name NP RMD (%)
Hexane 185 13.98
Propyl acetate 151 7.01
Benzene 176 2.73
Propanol 176 11.09
Cyclohexane 158 273
Perfluorohexane 35 5.56
Methyl isobutyl ketone 81 3.53
1-Chlorohexane 22 4.85
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2.2.1.5 The Tu group contribution method

A group contribution method for the estimation of vapour pressures was developed by Tu®.
Assuming a quadratic temperature dependence of the B parameter the following vapour pressure
equation results (from the integration of the Clausius-Clapeyron):

PS

In
1kPa

=A+$—CInT—DT (2-27)

Then by the usual assumption that the total group contribution is simply the sum of the individual

contributions (see paragraph 4.2):

In

mia =N, [A,. +%—c‘. InTmD,.T) (2-28)

It was found, however that this model did not follow the group contribution scheme and therefore
the following final equation was used as it followed group contribution much better:
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P M b |
| = Nla+=—L-cInT'—dT'1|+Q 2-29
n(1kPangmo!] [Z ( T4 : ]] (2-29)

Where T'=T/10¢, M is the molar mass, a; b, ¢, and d; are the group contributions for group i; and

Q is a compound specific correction which is given as:
2
Q= ZéjQi (2-30)
i=1

The terms £ and q, have different functions depending on the value of the index, for /=1 they are
structural corrections and for / = 2 they are functional group corrections. For alkylbenzenes £, is

given by Eq. (2-31} and for all other compounds & =1.
& =8 SN, + 5N, + SN, (2-31)

The N terms are affected by the number and nature of the alkyl substituents. The expressions for g,
for ring and nen-ring compounds respectively are:

a-a+ B g s (2:32)
_ ﬂin _ L 1
Q‘I - aln + T. y1n |nT §InT (2'33)

The functional group terms are given as:

';:2 = fa + lecm + GNgm + &N:m (2'34)
= B nT'-8.T*
4, —a2+F ¥.InT'=4, (2-35)

The term N, is the total number of carbon atoms in the compound and all the other symbols which
have not been explained are simply constants which vary depending on the group of compounds to
which they belong. This results in a total of 135 correction parameters and 218 group parameters
which means that the total number of model parameters is 351.
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The method is claimed to have an average deviation of 5% when tested with 336 organic
compounds with 5287 data points. The model parameters were generated by using a set containing
342 compounds with 5359 data points. The high number of model parameters makes this model
highly susceptible to over-fitting. Also since many of the parameters are “group-specific” the method
becomes less generally applicable. As with the model of Mydral & Yalkowsky the model of Tu was
tested by directly fitting Eq. (2-27) to the data and the resulting plot is shown in Figure 2.10. The
quadratic approximation increases the capability of the equation up to and just beyond the boiling
point but the model still falls off when nearing the cnitical point. The methoed of Tu is quite complex
to implement by hand and provides very poor prediction for some of the selected compounds.

Table 2.6 Relative mean daeviations (RMD) for vapour pressure of selected compounds — Tu equation

Compound Name NP RMD (%)
Hexane 282 3.48
Propyl acetate 262 3.39
Benzene 269 19.40
Propanol 282 525
Cyclohexane 209 6.86
Perfluorohexane . -
Methyl isobutyl ketone 84 14.18
1-Chlorohexane 22 29.82
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Figure 2.10 Best possible Tu prediction of AH...f{(RAZ...) {¢ - data from SRK and the Watson equation for benzene,
— Tu prediction - Eq. (D-5))
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2.2.1.6 The modified Watson equation

The Watson equation {Eq. (2-36)) is a popular equation for representing the heat of vaporization as
a function of temperature. Figure 2.2 shows an example of how accurate the representation can be.

7.-7|
AH, = AH £ 2-36
v vir |:Tc _ Tb :| ( )
Lyman et al*' assumed that T, = 1,5T,. The Watson equation then simplifies to
AH, = AH,(3-2T )" (2-37)

where 7, =T/T, and m = 0.19. Then combining Eq. (2-37) and Eq. (2-23) (as with Mydral &

Yalkowsky this method is only valid for low pressures) integrating twice by parts and dropping the

residual integral leads to (the author feels that AZ, may be erroneously included).

" In

3-27,.)"
P___oH, [1—( o) —2m(3-2T,,)"'InT,, (2-38)

P*" " AZ,RT, T

e

The AZ, term is assumed to always have a value of 0.97, and the following approximation of

Fishtine® is used to calculate AH./T, (where R = 1.973 cal/mol.K — as in Eq. (2-38)):

va

b

=K, (8.75+RInT,) {2-39)

where K is dependant on the dipole moment and is tabulated for various compound classes
(Lyman et ai*’ and Voutsas et al.”). As with Mydral & Yalkowsky the advantage of such a method is
that only the boiling point is needed to make predictions of the vapour pressure {at low pressures).

Figure 2.11 shows how the Watson equation represents the AHIW/[RAZHD)CUNB. The reason for

the rather poor fit is due to the simplifying assumptions that were made in the formulation of the
model. Above the boiling point the model falls away drastically and this is due to the fact that an
ideal vapour phase (i.e. AZ =1) was assumed. For the results in Table 2.7 only data below the
boiling point were used. The errors are fair, however accurate data for K; is needed and this is

difficult for more “exotic” compounds — for example the relatively large error for perflucrohexane.
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Table 2.7 Relative mean deviations (RMD} for vapour pressure of selected compounds - Eq. {2-38)

Compound Name NP RMD (%)
Hexane 185 437
Propyl acetate 151 2.92
Benzene 176 5.89
Propanol 176 8.08
Cyclochexane 158 3.44
Perfluorohexane 35 9.84
Methyl isobulyl ketone 81 2.52
1-Chlorohexane 22 1.89
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Figure 2,11 Best possible “modified Watson" prediction of AH,.{RAZ, ..} {+ - data from SRK and the Watson
“Modified Watson” prediction — Eq. {D-6))

equatlon for benzene,

2.2.2 Kinetic theory of vaporization

According to kinetic theory, a gas is composed of a large number of molecules which when
compared to the distance between them are usually rather small. The molecules are in a constant
state of random metion and frequently collide with other molecules and any surrounding objects (i.e.
a container wall). The molecules are assumed to have standard physical properties (e.g. mass).
The average kinetic energy of the molecules (viz velocity) is a measure of the temperature of the
gas. Since the particles have mass the collisions with the gas and a surrounding container impart a

certain momenturn on the container and gives rise to a pressure.
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Abrams et al®* developed a vapour pressure equation based on the theoretical treatment of
Moelwyn-Hughes?®, which uses a multiple-oscillator model for the liquid phase, to take into account

for the form of the molecules (using a cubic approximation for B - see Eq. {(2-13)):

|nL=A+—?-+CInT+DT+ET2 (2-40)

1kPa

The five parameters in the above equation are calculated directly from kinetic theory and so the
madel has only two adjustable parameters. The first adjustable parameter is s, which is the number
of loosely coupled harmoenic oscillators in each melecule (this is a model assumption). The second
parameter is the characteristic energy Ey which, together with temperature, is used to measure the
rate of molecules escaping into the vapour phase. The expressions for the five parameters are

given as follows (T'(s) is the gamma function where I'(s) = (s-1)}}

A=In(%]+{s—0‘5)ln(%]—ln[l"(s)]+Ina | (2-41)
g5 (2-42)
R
C=15-s (2-43)
s-1
D= ER (2-44)

g As=3)s-1)

- (2-45)
(Ey/R)

Figure 2.12 shows that this model describes AH, / (Raz,ap ) fairly well. The model parameters given

by Abrams et al** were inaccurate and therefore new values of E; and s were fitted. The model was
only fitted to data below 200 kPa since that is the upper limit of the apptication of the model. Table
2.8 shows that the model performs very well for the test set of data with most predictions being in
the region of 2%. The power of this model is that it has all the benefits of a 5-parameter model
{good fit to data) and very few of the downfalls (i.e. stable fits to the data since there are only 2
adjustable parameters — see paragraph 4.1)
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Table 2.8 Relative mean deviations {RMD) for vapour pressure of selected compounds — method of Abrams et al™*

Compound Name NP RMD (%)
Hexane 203 2.865
Propyl acetate 210 1.95
Benzene 209 1.48
Propanol 273 3.29
Cyclohexane 173 0.83
Perfluorohexane 42 2.16
Methyl iscbutyl ketone 85 4.60
1-Chlorchexane 23 2.02
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Figure 2,12 Abrams et al.** prediction of AH./{RAZ,) (+ - data from SRK and the Watson equation for benzene, —
Abrams et al.?* prediction - Eq. (B-T))

2.2.3 Equations of state

2.2.3.1 Alpha functions

Equations of state are used to relate the macroscopically measurable properties in a system. These
properties are usually; temperature, pressure, volume and mass. For a perfect (or ideal} gas the
well known Ideal gas law is used. This is the simplest assumption and is only suitable at low
pressures and high temperatures. The first cubic equation of state that was applicable to a real gas
and the liquid phase was proposed by van der Waals:
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(P+-§—](V —b)=RT (2-46)

Where V,, is the molar volume, a is the attraction parameter and b is the repulsion parameter.
These parameters are usually calculated from critical temperature and pressure. As cubic equations
of state (CEOS} predict identical behaviour for all fluid relative to their T, and P, they are said to
employ the 2 parameter corresponding states principle. Since the equation of van der Waals many
CECS have been developed for both pure components and mixtures in the vapour and liquid
phase. The most common type of EOS is the cubic EQS, cubic refers to the fact that if expanded
the equation would be at most a third order polynomial.

Many of the early equations of state had the downfall that they could not correlate the phase
equilibria of mixtures. Soave recognised that the performance for VLE (vapour-liquid-equilibria) was
not only dependant on the mixing rule {used to relate pure component parameters to mixture
parameters) but also on the performance with respect to pure component vapour pressures. This is
accounted for by use of the alpha function in the EOS, an example of such an EQOS is the Scave-
Redlich-Kwong (SRK) EQS:

RT aa(l,,w}

P=v,,_~b'v,,,(vm+b)

(2-47)

As stated above the alpha function that enabled better vapour pressure representation (for non-
polar fluids) was suggested by Soave® (there were other alpha-type functions that were developed
prior to this but they did not provide good enough vapour pressure reprasentation):

a=[1+m1-T**)f (2-48)
The parameter m is a function of acentric factor as follows (there are 2 versions of this equation):

m = 0.480 +1.5740 ~ 0.1750° (2-49)

The Pitzer acentric factor for a pure compound is defined with reference to its vapour pressure. It

was noted that logP, against 1/7, plots for simple fluids {Ar, Kr, Xe} lay on the same line and
passed through the point logP =-1.0atT, =0.7. The deviation of the non-simple fluids from this

peint was defined as the acentric factor (Eq. (2-50}), which is sometimes thought of as a measure of
the non-sphericity of the molecule (with @ = 0 being perfectly spherical}. Equations using the
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parameter » in addition to the T, and P, are said to employ the 3 parameter corresponding states

principle,

w=-10-log(F), ,, {2-50)

Soave's alpha function was able reproduce vapour pressure at high reduced temperatures well but
diverged for low reduced temperature data (i.e. for the heavy hydrocarbons which have large critical
temperatures). There are many different forms of the alpha function that have been proposed since

27
l.

Soave's but, as noted by Coquelet et al.”’, they should satisfy the following criterion:

« They must be finite and positive at all temperatures
« They must be assume a value of 1 at the critical point
« The limit as temperature tends to infinity must be zero

« They must be continuous for T>0 as should their first and second derivatives

An example of a further developed alpha function is the 3-parameter Mathias-Copeman®®
formulation (notice when ¢; = ¢ = 0 it has the same form as Eq. (2-48)):

a(T,w):[1+ 01(1—Jf)+cz(1~\/f)z +03(1-J'.~‘T,)3T (2-51)

The constants (cy-Ca) can either be given as values or in the form of generalised equations similar to
Eq. (2-49). More recently a very successful alpha function was developed by Twu et al.”? (Eq.
(2-52}). In order to find reliable alpha function parameters that are also valid at very low pressure
the regression should include ideal gas and liquid heat capacity at low temperature,

ofT)= T exp[L(1 o )] (2-52)

Vapour pressures can be found from the EOS by using the fact that ¢’ = ¢" (since the phases are

in equilibrium) and solving the resulting equations for pressure (which will be the vapour pressure).
In the absence of a solver there is an iterative routine presented by Reid et al.”®. Table 2.9 shows
how the Soave EQS performs for the test set. The relatively high error for propanol is due to the fact

that this EOS is meant for non-polar molecules. The SRK plot for AH

vap

J(RAZ,,,)is shown in Figure

2.13 the prediction is remarkably good below the stationary point as apart from the critical
properties and the acentric factor no other data is needed. {The prediction of heat of vaporization is
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shown in Appendix F, similar to the method of Eubank et al.>**").

Table 2.9 Relative mean deviations (RMD) for vapour pressure of selected compounds ~ SRK EOS using Egn. (2-48)

Compound Name NP RMD (%)
Hexane 282 2.07
Propyl acetate 262 2.51
Benzene 269 1.69
Propanol 282 6.08
Cyclohexane 209 1.47
Perfluorohexane 58 1.79
Methyl isobutyl ketone 84 3.09
1-Chlorchexane 22 1.39
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Figure 2.13 SRK prediction of AH,,,/{RAZ..,) (+ - data from SRK and the Watscn equation for benzene, — SRK
prediction — Appendix F)

2.2.3.2 Lee-Kesler method

An alternative to the analytic approach of the cubic EOS is the 3 parameter corresponding states
method of Pitzer®’, which employs very precise data for two reference fluids. The linear interpolation
of Z with respect to 2 reference fluids as a function of the acentric factor is as follows:

Z=2(1,,R)+0Z™(T,.P) (2-63)
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The Z% term is for simple fluids and the Z'" term is the departure function for a fluid with & = 1. The
governing assumption is that fluids with the same acentric factor will have the same compressibility
factor. Once the compressibility factor is known it can be related to the state variables by its
definition:

z-£L (2-54)
nRT

The determination of the vapour pressure equation is simifar to that of the compressibility factor,

with InP, being a linear interpolation between 2 extreme cases:

InP =T )+ of ™(T ) (2-55)

33,29

The functions % and £ have are expressed by Lee and Kester™*° as follows (they have the same

form as the Riedel equation):

6.00648

£ = 502714 — ~1.28862InT, +0.169347T° {2-56)

r

15.6875

f¥ =15.2518 - -13.4721In7, +0.43577T° (2-57)

r

As with the alpha functions these equations are popular in the petroleum industry but are limited to
fluids for which critical data are available. The Lee-Kesler method was simple to implement and was
quite accurate for the set of test data (Table 2.10}.

Table 210 Relative mean deviations (RMD} for vapour pressure of selected compounds — Lee-Kesler

Compound Name NP RMD (%)
Hexane 282 2.49
Propyl acetate 262 221
Benzene 269 1.62
Propanol 282 5.98
Cyclohexane 209 2.07
Perfiuorohexane 58 2.03
Methyl isobutyl ketone 84 3.39
1-Chlorohexane 22 2.41
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Figure 2,14 Lee-Keoslor prediction of AH,../{RAZ,.;) (+ - data from SRK and the Watson equation for benzene, —
Lee-Kesler prediction — Eq. (D-8))

2.2.4 Empirical models

The very first vapour pressure equation was an empirical correlation suggested by Dalton™ (Eqg.
(2-58)), however as more accurate vapour measurements were made available his prediction was

soon proven to be inaccurate.

In =A"+B"T (2-58)

1kPa

Since then many empirical models have been developed for the prediction of the vapour pressure,
Ancther early empirical model is the one developed by Bose™:

P b d e

WwPe Y TTITIYTE (2-59)

The empirical models that have gained a large amount of respect (and use) are not the cnes that
are fitted to vapour pressure data indiscriminately but rather those which are subject to certain

constraints tc make the curve physically realistic.
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2.2.41 The Wagner equation

Arguably the most popular and widely used empirical method is that proposed by Wagner®>.
Originally the method was developed with very high precision data that was available (i.e. water,
nitrogen etc), however since then it has been applied to lower accuracy data. A common form of the
Wagner equation is as shown (sometimes referred to as the 1-1.5-3-6 Wagner or just the 3-6

Wagner equation):

_ar+br'"® o’ +dr’

nP
1-¢

r

(2-60}

with the reversed temperature r = (1-T, ). Fitting of the parameters of the Wagner equation is not

simply donse by a least squared fit but rather by a more statistical approach where the equation is
26
):

subject to the following three constraints (as outlined by Chase
+ The resulting AH,,/AZ,., vs. T curve has a minimum within a specified range of reduced
temperature values (this is referred to as Waring's” criterion}
s At low reduced temperatures the value of AH,,/AZ,,, should approximate AH,,, (This is
because at low reduced temperatures AZ,p, — 1)

» The term In(P/P") must fall within a specified range, InP’ is the straight line joining the

T, =0.95

points T,=0.7 and T,=1 on a InP vs 1/T plot (This is known as the Ambrose criterion)

The Wagner equation is widely used in industry for the purpose of simulation since it is one of the
few eguations that can accurately represent the vapour pressure curve from the triple to the critical
point. As with the equations of state it can only be applied to compounds for which ¢ritical data are
available. As previously the validity of the model was analysed by plotting data for AH,,p/(RAZ,ap)
against the values predicted from the Wagner equation. The parameters for the Wagner equation
were obtained from Reid et al.”®. As can be seen in Figure 2.15, the Wagner equation is both
accurate and physically realistic. This has a lot to do with the way in which the paramelers are fitted
{as discussed above). The reason that the curve seems to deviate slightly from the data could be
because the Wagner parameters were obtained from an external source and could therefore have
been fitted to some lower quality data. Nevertheless it is still quite clear that the Wagner equation
provides a physically realistic shape. Even though the Wagner equation has in most cases the
lowest error for the test data (Table 2.11), it is still comparable to the other methods that have been

presented.
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Table 2.11 Relative mean devlations (RMD) for vapour pressure of selected compounds — Wagner {* - parameters

fitted by author)
Compound Name NP RMD (%)
Hexane 281 2.13
Propyl acetate 262 1.86
Benzene 269 1.15
Propanol 282 3.26
Cyclohexane 209 0.72
Perfluorchexane* 58 2.04
Methyl isobutyl ketone* 84 2.75
1-Chlorohexane” 22 0.89
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Figure 2.15 Wagner prediction of AH,../{RAZ,,,} (+ - data from SRK and the Watson equation for benzene, —
Wagner prediction — Eqg. (D-9)}

2.2.42 Quantitative structure property relationship

Popular methods for property estimation in the environmental and pharmaceutical sciences are
quantitative structure propeity relationships (QSPR). These methods try to relate chemical
properties {like vapour pressure and boiling point) to compound specific descriptors like topological
indices and polarizabilities. The advantage of using these descriptors is that they can be calculated
without any knowledge of the properties of the compound. However as noted by Liang et al.®®,
some of these methods still rely on some empirical data for example boiling points. Determination of
the vapour pressure seems, for the most part, to be restricted to sub-boiling temperatures and in
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some cases to a single fixed temperature (usually 25°C).

A correlation that is proposed by Liang et al.®, relies only on the polarizabitity and polar functional
group counts:

P
=-0. -1. -0.482(C =0)-0.416(NH) -
Iog1kPa 0.432a -1.382(0H) - 0.482(C = O) - 0.416({NH) (2-61)

2.197(COOH) -1.383(NO,)-1.101C =N)+ 4610

Where o is the polarizability and the bracketed terms refer to the number of the corresponding
functional group. The advantage of such an approach is that the vapour pressure can be calculated
from knowledge of the chemical structure (since the polarizability can be calculated using quantum
mechanical calculations). It is evident from the form of the equation that the vapour pressure is only
applicable to a single ternperature (25°C in this case).

Another such model is proposed by Pauf®. The parameters in his equation are the solubility
parameter (SP), molar refractivity (MolRef), molecular weight (MW) and number of hydrogen
bonding acceptors (HBA). Both the solubility parameter and the molar refractivity can be calculated
from quantum mechanical calculations. The equation is again for 25°C and has the following form:

P
| — 8.81+0.2HBA — 5 < 105 (MW )(SPY?
°91%Pa * <107 (MW)(SP) (2-62)

-0.05MolRef - 0.085P

2.2.4.3 Interpolation polynomials

With the advent of computers, more complex mathematical approaches can be used for the
determination of the vapour pressure curve. One of the approaches that are used is to approximate
the vapour pressure curve with a very large polynomial series. This is useful because depending on
the accuracy needed; terms can be kept or dropped from the series. However this type of approach
is quite unstable as one further term can affect all the previously calculated values. Using
Chebyshev polynomials can make the equation more stable, this type of approach was outlined by
Ambrose®,

A novel appreach that was found is the use of Interpolation polynomials, where the interpolation

polynomial is fixed at certain points and a residual term accounts for any error in the resulting

a1
l.

expression. In the equation presented by Ledanois et al.”" @ represents the interpolation polynomial
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and I is the residue term:

P
Inﬁ =®(T, }+I(T,) (2-63)

The general form of the interpolation polynomial {in the Newton form) and the residue are:

o

AR LS y [1 - i] (2:64)

1
.rﬁf

N(T,)= {I‘I[Tl - ; ﬂz:,cr (2-65)
The indices n and m in the above equations refer to the number of ‘anchor points’ and the number
of parameters used in the residue function respectively. An approach of this type is useful
especially if there are good data available over the full vapour pressure range. It is most often
employed together with multi-parameter equations of state, where the solution of the iso-fugacity
criterion is numerically difficult. Instead the solutions for the vapour pressure curve are then
provided as Chebyshev polynomials for convenience.

2.3 Solvation theory

A method which has gained increasing popularity in recent times is predibting properties from
solvation theory. The great advantage of these methods is that they have the potential to be able to
produce results for any compound. The exact details of the quantum mechanical calculations are
beyond the scope of this work but the general procedure is to calculate the salvation free energy
(AG**®) and relate this to the property of interest. Ben-Naim*? defines solvation as “The process of
transferring one molecule from a fixed position in an ideal gas phase to a fixed position in the fluid
phase at constant temperature and pressure”. An example of such a model is the one presented by

Lin et al.*® where they determine the solvation free energy as follows:

AG” = AG™ +AG) {2-66)

i i

Where the vdw solvation free energy is in effect the non-polar (or van der Waals) contribution to the
salvation free energy and the el solvation free energy is made up of the polar and the hydrogen
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1.* report a percentage error of 76% for vapour pressures at the

bonding contributions. Lin et a
normal boiling point which shows that, while promising, these methods still have a long way to go to

compete with the curent methods available.

2.4 Solid vapour pressures

Many high boiling organic compounds are solid at room temperature (and above). These
compounds exert a certain vapour pressure which is of particular interest to environmental
scientists who use it o determine the fate of compounds (there are many other uses). Solid vapour
pressure data can be converted to a sub cooled liquid vapour pressure which can be represented
using the models above. The conversion from solid to sub-cooled liquid data is shown in Figure
2.16. Since the difference between the gradients of the sub-cooled liquid line and the sublimation
line is known the conversion is a simple matter. The mathematical representation of this refationship

is given by:

LA SN . B (2-67)
wPa  tkPa ' R LT

m

Eq. (2-67) assumes that there are no further transition points {change from one solid phase to
another) and that the heat of melting is independent of the temperature which is often an

acceptable assumption as the heat capacity changes are relatively small.
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Figure 2.16 In{P*/101.3kPa} vs. 1/T for benzene, with sclid vapour pressure data (x - liquid data taken from the DDB?,
» - solid data taken from the DDB’ — solid vapour pressurs, - - - - sub cooled liquid vapour pressure)
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3 COMPUTATION AND DATABASE TOOLS

3.1 Database

The single factor which is most important for the development of a reliable modal is the availability
of large amounts of accurate data. For this project the Dortmund Data Base (DDB) was utilized. The
DDB contains over 180 000 vapour pressure data points (both solid and liquid vapour pressures) for
some 6000 compounds.

All data were stored in a Microsoft Access database and Visual Basic for Applications (VBA) in
Excel was used to communicate with the database. VBA has many different means to communicate
with databases; a popular method is the use of ActiveX Data Objects (ADO). The basic steps that
VBA must use when accessing data via ADO are:

* Use ADO to establish a connection to the database

+ Create a data storage variable (known as a record set)

» Populate the record set (e.g. via a structured query language (SQL) query)
* Analyse or manipulate the data and save any changes

« Close the record set and terminate the connection

3.2 Data validation

In order to make the model as generally applicable as possible the data that were used for
parameter regression needed to be accurate and free of outliers. Due to the massive amount of
data it was simply irnpractical to plot all the data manually and therefore a GUI (graphical user
interface} was developed in VBA in order to streamline the whole process. Plotting data is a very
good way of removing any cbvious outliers, however due to the logarithmic scale high pressure
outliers were more difficult to notice. While plotting of the data is a very practical and fast way of
detecting outliers there is sometimes simply no way to determine the accuracy of the data. The
reason for this is that if there is only data from one source, the data may be smooth and therefore
seem accurate but may in fact have been measured incorrectly, (Screenshots of the data validation
GUI and the model testing GUI are shown in Appendix E)

Consider the following two typical examples of data found in the DDB. Figure 3.1 shows the plot of
the data for amyl formate. In the absence of any accurate boiling point data one may consider the
upper group of data to be the more accurate (as it contains the majority of the data points).

Fortunately in this example, the quality assessment in the DDB has marked the above data as
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questionable and therefore they were removed from the training set. Typically this type of error
could be resolved by either the internal quality assessment of the DDB or the availability of accurate
boiling point data. Figure 3.2 shows the plot of the data for n-eicosane (C-20 alkane). There is a
large amount of scatter in the data with no real way to distinguish between good and poor data
{apart from some of the obvious outliers). For cases such as these data was either removed (for
use in the test dataset) or if the scatter was not toc severe and the compound was “fairly exotic”

{i.e. contained unusual functional groups) it was included in the training set.
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3.3 Regression

Since this project essentially entails model development, it is obvious that there is a certain amount
of *curve-fitting” required. The regression techniques described in the sections following are by no
means the only solution to parameter evaluation but are the ones that were thought to be most
suitable to the task. Both the linear and the non-linear routines were taken from the book by Press
et al." (only the algorithms and not the code).

3.3.1 Linear regression

The simplest case of regression is linear regression, whereby the model must be linear in the

parameters to be regressed as follows:
M
y(x)= a,X,(x) (3-1)
k=1

The model does not have to be linear in x, since X(x) can be any function of x, for example the
foliowing expression could result:

y(x) =8, +%+a2 Inx (3-2)

The next step is to define an objective function (sometimes called a merit function, F) which is a
measure of the deviation of the fitted model from the experimental data (y,):

M 2

N Y:'_Zakxn(xf)
Fed|—2—— (3-3)

i=1 o;

The term g, is the standard deviation of the i" data point. From this point onwards it will be

disregarded (=1} since it was not used in this work.

We then define an N x M matrix A, and a vector b of length N as follows {N is number of data points

and M is number of parameters; for any meaningful results N > M):
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A= X,(x,) (3-4)
(3-5)

The "best-fit” occurs when the derivative of the objective function, with respect to the regression

parameters, fails to zero, therefore:

%:_2ixk(xi][yi _iaixj(xﬂ )JZO (3-6)

Interchanging the order of the summations, simplifying and rearranging yields:
M
Zakjaj =B (3-7)
i=1

where the expressions for a and B, in matrix form, are as follows:

[a]=AT -A (3-8)

{By=A"-b (3-9)
Rewriting Eq. (3-7) in matrix form we get,

{a]-a={p} {3-10}

which can be solved for a by, for example, Gauss-Jordan elimination

a={a]" {8} (3-11)

3.3.2 Non-linear regression

For systems where the mode! is non-linear with respect to its parameters the method of linear least
squares does not apply, and more complex algorithms must be used. Unlike the linear least
squared routine there can be (and very often are) multiple minima for the objective function, and
therefore the solution which the routine converges upon may only be a local minimum as
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opposed to the global minimum. Many such algorithms exist but there is no one algorithm which
has been shown to be completely suitable in all circumstances. One of the most popular non-linear
routines is the one developed by Levenberg and Marquardt. The routine is widely reputed to be
robust and globally convergent. Globally convergent refers to the fact that the algorithm can
converge on a minimum from anywhere on the domain (it unfortunately does not mean that it

converges on the global minimumj.

Since the model to be fitted is non-iinear in its parameters the objective is defined in general form
as:

F(a)= ;[y.- - y(x;a) (3-12)

When a is close enough it is expected that the objective function will be well approximated by the
foltowing quadratic ( D is M x M and d has M elements).

F(a)zy—d-a+%a-0'a {3-13)

As with all “Newton-type” methods the solution is found by taking a step down the path of stegpest

decent, which can be written as;
sa=D"x[-VF(a,,)] (3-14)

When the quadratic approximation is good then the function will converge in one step. D is known
as the Hessian matrix and can be found from the second derivative of the objective function. The

first derivative of the objective function (which must disappear at the minimum) is given as:

8F i dy(x;a)
& —y(x;a)| 2= k=12, -1
%, E[y y(x;a)| ) M (3-15)

Taking one further partial derivative results in the Hessian matrix:

&F X[ avix,;a) dy(x;a) 2 y(x.;a)
- 23| 2 5 fy yxa) X2 316
e e e (S ey (3-18)
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This equation can become very expensive (in terms of computing time) when the function is
complex and the number of variables is high. For this reason the second derivative term is dropped.
Some authors® suggest that it makes it more robust however, for this work, no advantage was
found. As can be seen from Eq. (3-14) the effect of the Hessian is to determine the step size and
therefore dropping the double derivative term will only affect the path taken and not the final
solution. To make the routine as general as possible {to enable the testing of multiple models) a
numerical approximation was used for the partial derivatives of the model. A simple “backwards
difference” approximation Eq. {3-17) was made for the first derivative since this results in the fewest
function calls and as stated above the Hessian need not be perfectly accurate.

_51 = Yo = ¥ (3_17)
ox Ax

To avoid the rather clumsy derivative notation 2 parameters « and f§ are defined (not the same as
those defined above):

1 &F
=— 3-18
i 2da,08, (3-18)
10F
S L 3-19
A 22a, (3-19)

The modification of Levenberg-Marquardt was the introduction of the procedure of damping and
boosting the step size of the minimum search. This is done by altering o by defining a new term o’

as (other boosting and damping schemes are presented by Lampton®®):

a; =a,(1+ 1)

\ . {3-20}
af=a, (j=k)
The steepest decent formula Eq. (3-14) may then be written in terms of o’ and f§ as:
sa=[aT" (£} (3-21}

The general procedure for the Levenberg-Marguardt routine is as follows:

1. Chose an initial value for A (for example X = 0.00001)

38



2. Set meaningful starting values for the parameters in a
Calculate the value of the objective function

4. Evaluate Sa by Eq. {3-21) and calculate F{a+dJa)
5. If F(a+da)z F(a) then increase A by some factor (10 is popular) and return to step 3
6. If F{a+sa)<F(a) then decrease | by some factor (again 10 is popular)

7. Set a=a+da and check some convergence criterion {e.g. da — 0} if the solution has

adequately converged terminate the loop otherwise return to step 3

3.3.3 Inside-Outside regression

in some cases there are a large number of mode! parameters which are linear and only a few which
are not. This then means that a slow (compared to linear regression) non-linear regression must be
used to evaluate all the parameters. One way to circumvent this problem is to use a combination of
the two algorithms in a so called “Inside-Outside” type regression. The term refers to the fact that
there are 2 (or more} nested loops in the procedure with the outside loop only running once the
inside loop(s) has converged. A flow diagram of the general procedure is shown in Figure 3.3. This
procedure can shorten the regression time from a matter of hours (in some cases even days) to a
matter of minutes. The reason for this is that the (expensive) LM regression is only used for the few
non-lingar parameters while the fast linear least squares is used for the rest,
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Figure 3.3 Flow diagram for the “Inside-Outside”™ regression technique

3.3.4 Implementation

Both the non-linear and linear least squared fits were coded in Compagq Visual Fortran {CVF), since

Fortran is well known to be able to handle computations very efficiently, CVF did not provide a

simple way to access databases so since all the other data processing was done in VBA, the
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regression vectors and matrices were formed in VBA and passed to a Fortran dil (a dynamic link
library). Since there are huge amounts of data being passed to the dll many of the arrays used
needed to be allocatable {only allocate memory when needed).

3.3.5 Fragmentation

Group contribution is based on the assumption that molecules can be broken down into groups
which can be used to describe the behaviour of the molecule. Therefore in order to develop a group
contribution method for any reasonable number of groups, automatic fragmentation software is
required. DDBST" had developed a software package which can carry out the fragmentation into
functional groups. The number and type of groups can be manipulated by changing an “ink-file”
(called this because of the German word inkrement). When changing the ink-file two considerations
should be made; firstly the priority of the group and secondly the group definition. The group priority
determines which group is fragmented first, for example a COOH group would be fragmented
before an OH or a ketone group otherwise the program will never find any COOH groups. The
group definition is also very important and must follow a strict format as shown for the example of
an aliphatic carboxylic acid group:

(1)  Aliphatic Carboxylic Acid §CO0OHE

(2) 435353
(3) C32KO0Ja ;

4 011K0Ja 2 0—=C—OH 3
(5) O11K0Ja )

{6) C41 NG Nein :

(7} 122K 4

(8) 131K

9 141K

Figure 3.4 The group deflnition and structure of the aliphatic carboxylic acid group

Line 2.  General description of the group, the first number is the number of atoms in the group,
second number is the number of bonds, the third and fourth are the group number (always the
same for this method but different, for example, in the case of UNIFAC which employs sub and
main groups)

Line 3 — 6: Description of the group atoms, first character is the atom symbol; second is the
maximum number of substituents; third is the minimum number of substituents; forth is the type of
atom K,N,R or A are used to represent chain, non-aromatic, ring or aromatic respectively {a " is
used when the type of atom is inconsequential); fifth is the charge which is 0 for all groups in this
method and sixth is Ja{yes) or Nein(no) to determine whether to include the atom in the group or
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not (in this example the fourth atom is not included since it is not part of the group but still important

for the correct definition of the group)
Line 7 — & Description of the bonds in the group, the first 2 numbers are the atom numbers

between which the bond occurs; the third number is the number of bonds (i.e. single, double etc);
the last character is the type of bond (A, R or K used — same meaning as previously).
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4 DEVELOPMENT OF THE METHOD

4.1  Model development

It is fairly intuitive that the accuracy of the regression should be increased with the number of model
parameters. However the more parameters there are the more difficult it becomes to accurately fit
the model parameters. The reason for this is that very often the parameters are intercorrelated, i.e.
they contribute to the same effect in some way. This means that there are some parameter values
that produce very good fits buf are physically very unrealistic. This became very apparent when
fitting the equations in Section 2.2; consider the example of the model given by Eq. (2-27}. Figure

4.1 and Figure 4.2 show the marked difference in the plots for AH,,, /(RAZ,,,) . however the vapour
pressure plots look remarkably similar. Even though the vapour pressure fit in Figure 4.1 is slightly

better than that of Figure 4.2 it shows that seemingly correct parameters can be very wrong. This
problem is made much worse when fitting to only a small section of the data.
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Figure 4.1 A proper fit for the Eq. (2-27)
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It is for this reason that the objective of this work was to develop an equation with as few
parameters as possible. From all the equations presented above the one which stands out for both
its simplicity and accuracy is the Antoine equation. At very low temperatures (in the vicinity of T=C)
the Antoine equation diverges, however since C is typically in the range of 40K to 70K this is
outside the range of practical interest (but may still cause problems, e.g. in simulation iterations).
The problem of intercorrelated parameters is still a weakness, and therefore the Antoine equation
needed to be modified. An obvious choice would be to use the norma! bailing point instead of the
parameter A since there are a large number of normal beiling point data available in literature. This
is done by using the normal boiling point as a datum point, this results in the following equation;

lr{iJ B B B T-T, (4-1)

"T-¢c T,-Cc T,-c T-C

This new model however still suffers from the fact that the model parameters B and C need to be
regressed to data {and since B and C are intercorrelated no meaningful group contribution method
can be developed). It has been observed by Thomson™ that the C parameter correlates with the
normal boiling point and the equation can be written in the following form:

P L T-T, )
(e

While the value of C was simply assumed to be 7,/8 in the modsl of Nannoolal et al.®, the

following function was found to give better representation of both large and small molecules as well

as providing greatly improved representation of low pressure data:

1.485

C{T,)=-265K+ W (4-3)

The advantage of this C-parameter correlation is that it not only provides a better representation of
the data but also improves the group contribution estimation of B’, As with the model of Nannoolal
et al®, £q. (4-2} cannot model the aliphatic alcohols and carboxylic acids correctly and for this
reason a logarithmic correction term was added (for all other compounds D' is set to zero):

PY p T=T, o (T
In(P—J_BTﬂ;)-FDln[TBJ (4'4)

atm
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The effect of this correction term is very significant and therefore the predictions of the aliphatic
alcohols and carboxylic acids are dramatically improved.
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Figure 4.3 In{P*/1 kPa) vs. T for 1-butanol {+ - data from the DDB, ——- with the logarithm term, - - - - without the
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Consider the example of 1-butanol; Figure 4.3 shows the improved vapour pressure fit (the error is
reduced from 7.5% to 2.8%). This improvement is not so visible from the vapour pressure plot but

the plot of AH,,, /(RAZ,,, ) quite clearly shows the substantial improvement that the logarithmic term

vag
makes to the physical realism of the modet parameters (it is interesting to note that even a direct fit
J(Roz

vap

of all three Antoine parameters does not give an adequate description of the AH )curve

vag
and therefore a logarithmic correction term is also needed; in this form it is known as the modified
Antoing.). Both B" and D' in Eq. (4-4) are calculated from group contribution. Due to significant
intercorrelation simultaneous regression of B' and the group increments for D' was required.

in an attempt to make the model more widely applicable an effort was made to correlate the model
parameters with properties which can be predicted ab inftio. One such property is the polarizability,
which is basically the tendency of a molecule to be polarized by an external electric field. The
polarizability data was taken from ab inifio DFT calculations using the hybrid functional B3LYP and
the electron representation 663B in the program Gaussian 2003. As shown in Figure 4.5 the
correlation is very good for the n-alkanes, however when the data for the hydrocarbons is plotted
(Figure 4.6) it is clear that one can not draw any meaningful correlations from the data. There was a
fairly good correlation between the boiling point and polarizability for the hydrocarbons as shown in
Figure 4.7, however no meaningful results could be obtained as the scatter was teo high.
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Figure 4.5 B’ vs. polarizability for the n-alkanes
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Beside the advantage of having the parameters predicted with no experimental data, an approach
like this also would enable the model to be split into different part for different effects (non-pofar,
polar and hydrogen bonding). The advantage of this is that the parameters then become physically
meaningful and could be used, for example, to predict the Hansen solubility parameters.
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4.2 The group contribution concept

The group contribution concept is based on the idea that all molecules can be broken down into
functional groups and these functional groups affect certain properties of a molecule in an additive
manner independent of the other groups present in the molecule. B’ for example is represented in
this work as follows:

B'=A+YvdB (4-5)
i=1

where v, is the frequency (or number of ocecurrences) of group i and dB; is its contribution. As shown
in the sections following not all groups conform to this general scheme and suitable modifications
had to be made. For [’ the optimum contribution scheme was found to depend on the number of

heavy atoms n;;
D'=D+Yv,— (4-6)

4.3 The group interaction concept

The group contribution concept can sometimes be inadequate to describe the properties of multi
functional compounds as the assumption of group additivity does not always hold. For this reason
the idea of group interaction was developed (Nannoolal et al.%). For non-additive groups (typically
hydrogen bonding groups) the value of B’ is calculated in the following way (where Gl is the
interaction between group i and j.):

Bo:A+ivid ﬁ%iiefw (4-7)

T i=1 j=1

whereby the interaction of a group with itself is set to zero (the group contribution accounts for this)
and Gi =Gl Consider the following example of a compound with two OH (the numbers is
superscript are to differentiate between them) and one NHz group. The double summation term in
Eq. (4-7Tesults in 2*Glopnnz + 1" Glonon.

oH" OH® NH.
OoH " 0 1 1
OH® 1 0 1
NH, 1 1 0
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4.4 New group contribution approach

The correct definition of structural groups plays an important role in the development of a
successful group contribution method. The groups should be simple to aliow broad applicability but
at the same time capture all significant effects on the property to be predicted. Along with the
different groups, structurat correction groups differentiate between isomers or capture further effects
that are not limited to individual groups. Great care must be taken to ensure that there actually is a
need to include a correction, as excess groups, while slightly improving the property correlation for
the training set, in most cases lead to poor or even very erroneous prediction results outside this

set.

in order to reduce the number of structural groups, unnecessarily bulky groups were in several
cases split into separate groups. This means that only half the number of different groups is
required to represent the larger groups of the Nannocolal method. In addition, it also allows for more
compounds to be fragmented and reduces the need for more specific groups. In the case of a
double bonded carbon (alkene} the previous approach emploved six different groups to represent
all the possible combinations while the new approach only needs three (see Figure 4.8). An
additional advantage is that the new groups are now each backed up by more experimental data as
they are present in a larger variety of molecules. '

\,.: ,./, \:m ; N .//
v\ = \ \
[ [ —] o
/ — ™~ A
Jr — ,./ T
: ™ 2.,
Meathod of Nannoolal et al, This work

Figure 4.8 Comparison of the group contribution approaches for the non-cyclic alkene groups
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5 RESULTS AND DISCUSSION

5.1 Hydrocarbon compounds

As mentioned earlier the new C-parameter employed in this work leads to a better representation of
data for molecules of different sizes, as illustrated in Figure 5.1 to Figure 5.4. These figures show
the performance of the vapour pressure equation (B’ was regressed to the experimental data) using
the C-parameter correlation of Nannoolal et al. compared to the new C-correlation (Eq.(4-3)). While
both moedels perform adequately in the case of octadecane, only the new correlation is at the same

time sufficiently suitable for propane.

Analysis of the hydrocarbon vapour pressure regressions revealed that data for some of the more
complex compounds were not very well represented by the groups that were already in use and
therefore the more specific structural groups, shown in Table 5.1, had to be added to account for
several structural effects.

Table 5.1 New hydrocarbon structural groups {Ink No — fragmentation group number, Ref No - reference number is

used to arrange like groups (e.g. halogen groups etc) since the ink no’s have no real structure)

Ink i Ref
No Description Example No

131 CH connectling two rings bonded to a carbon also 13
connecting these rings

s Decabydronaphibalvas

136 Ring carbon attached to 3 other ring carbons and a —@ 114
sidechain carbon

1.3-Dimethy) adamantane

137 Ring carbon attached to 4 other ring carbons C@ 115

Spiro] 4.5 )decane

~

Carbon in a ring double bonded to a sidechain

134 carbon

128

baia-Fineng

132 :?Lzmatic carbon bonded to an aromatic carbon in a @ 205

1.2,3 4-Tetephydronaphthalene

Y
HzN NH
133 2 aromatic carbon connecled oulside the rings ’ Q-O © 208

Benzidine
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Aromatic carbon connected to an aromatic carben

135 in a ring

Aromatic carbon connected {0 a double bonded

138 carbon

as

9H-Fluorene

Divinvlbenzens

207

208
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-
o
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o012

Figure 5.1 INP*M01.3kPa} vs. 1T for propane (x - data taken from the DDB?, - - - - data regressed using the C-

parameter correlation of Nannoolal ot al.', —— data regressed using the improved C-parameter corralation)
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One of the problems sometimes encountered by group contribution methods is the inability to
distinguish between isomers. With the hydrocarbons the difference between indistinguishable
isomers (insofar as this method is concerned} is not very great. This difference is not very
noticeable in either the boiling points or the B’ parameter that was fitted. as an example consider
the case of anthracene and phenanthrene:

Anthracene
Phena nthrens
Th=6132K . Te=610.7K
B =9.538 B =8.454

Figure 5.5 Comparison of the properties of anthracene and phenanthrene.

Hydrocarbons provide the “backbone” for ali of the other organic compounds. Special attention was
paid to representing the behaviour of hydrocarbon compounds because any shortcomings would
negatively affect the results for many other components. it became apparent during parameter
regression that both small and large alkene and alkyne molecules exhibited larger than expected
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deviation from group contribution prediction. Further analysis revealed that the B’ values for these
components ware dependant on the number of atoms present in the molecule (Figure 5.6 & Figure
5.7).

The dB, values were calculated by taking the difference betwsen the fitted B’ values for the n-
alkenes (resp. n-alkynes) and the n-alkanes. The reason for this is that there is a large amount of
refiable data for these species; also it is important to compare like with like in order to draw any
meaningful conclusions from the data. In order to account for the size dependence a new group
(with a frequency of 1) was added to ail alkene and alkyne compounds and the following size
dependant contribution scheme was used:

dB=>vdB +n,> v,dB +) dB, (5-1)
i 4} k

The subscript | covers all normal (size independent} groups, the subscript | covers all size
dependant (e.g. alkene) groups and subscript k is for the size dependant group constants and
therefore does not have a frequency term. For example if a molecule has 3 alkene and 2 alkyne
groups there will be only be two size dependant groups, one for the alkene groups and one for the
alkyne groups (i.e. > dB, = dB,un, + IByn, )-
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Figure 5.6 dB, vs. number of atoms for different alkynes (+ - dB; data for each compound, — a linear least squares
fit)
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An average percentage error of 4.1% for the vapour pressure was obtained for the hydrocarbons

which is a significant improvement compared to 5.4% obtained by Nannootal et al®. The mean

retative deviations for various types of hydrocarbons and both methods are given in Table 5.2 &

Table 5.3 for the different pressure regions.

Table 5.2 Relative mean devlation [%] in vapour pressure gstimation for different types of hydrocarbons (this work).

The number in superscript is the number of data points used; the maln number is the average percentage error of

oach data point. NC — Number of compounds; ELP — Extremely low pressure P < 10 Pa; LP — Low pressure 10 Pa< P
< 10 kPa; MP — Medium pressure 10 kPa < P < 500 kPa; HP — High pressure P > 500 kPa; AVE — Average error.

Group NG ELP LP MP HP AVE
Hydrocarbons 532 235'%%  gg™" 1799 5% g3
Alkanes 149 2517%  gg¥® 2.9 %% 8.4 88 54192
Non-cyclic atkanes 101 258°"  9g%¥ 2.4%7 6.7 %% 6.1
Cyclic alkanes 48 13.0" 4.0% 1,420 3.1 20%%®
Alkenes 158 19.3% 5.2%% 1.5%18 33 2.5 %%
Non-cyclic atkenes 120 19.3% 57" 1551 327 267
Cyclic alkenes 30 - 3.7'% 1.6 44% 2.0
Alkynes 34 - 3.7™ 1,79¢ 257 2157
Non-cyclic alkynes 34 . 3.7'® 1.7 56 257 2.1 57
Aromatic hydrocarbons 140 20.4%7? 54%% 1.5 %29 2.1%7 3.3
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Table 5.3 Relative mean deviation [%] in vapour pressure estimation for different types of hydrocarbons {Nannoolal
et al.). The number in superscript is the number of data points used; the main number is the average percentage
arror of each data point. NC — Number of compounds; ELP - Extremely low pressure P < 10 Pa; LP - Low pressure
10 Pa < P < 10 kPa; MP — Medium pressure 10 kPa < P < 500 kPa; HP — High pressure P > 500 kPa; AVE - Average

error.

Group NC ELP LP MP HP AVE
Hydrocarbons 527 514''%  gp’™ 17085 40 5.4 33%7
Alkanes 149 626™ 12137 1% 4.7%88 7.3761%
Non-cyclic atkanes 101 632%" 1358 2% 5.0 %% 8.4 1309
Cyclic alkanes 48 51.4" 5.5%! 0.94%° 2.3% 2.6 0%
Alkenes 154 50.3% 6.4 1.5 %72 a0 2.9%%
Non-cyclic alkenes 116 50.3% 7.4%% 1527 30° 31%%
Cyclic alkenes 30 - 4.3 1.8%° 22% 2.2%
Alkynes 33 - 49" 20%% 96¥ 28™
Non-cyclic atkynes 33 - 49™ 20%% g6 28"
Aromatic hydrocarbons 140 258%7  65%¥ 1,75 3.0 39"V

The greatest improvement was found for the aliphatic hydrocarbons, where the error at ELP
(extremely low pressure < 10 Pa) is significantly improved from the method of Nannootal et al.®. The
errors at high pressures are slightly worse than the previous method, this is to be expected because
as shown in paragraph 2.2.1.1 the Antoine equation is deficient at high pressures and therefore
there must be a trade-off between the high and the low pressure emors. This slight decrease in the
etror is compensated for with the large improvement of the low pressure errors.

5.2 Oxygen compounds

Oxygen compounds exhibited the largest deviation in case of both the component specific and
group specific regressions. The largest deviations were observed for aliphatic alcohols and
carboxylic acids. For this reason a logarithmic correction term (Eq.(4-4)) was added to property
modetl the data. Figure 5.8 & Figure 5.9 show the difference between results with and without this
modification in case of 1-nonanol. A similar kind of deviation was observed for carboxylic acids and
is shown for paimitic acid in Figure 5.10 & Figure 5.11. As mentioned above (see paragraph 4.1)
this Jogarithmic correction term not only provides a better representation of the vapour pressure
curve but also makes the model more physically realistic.
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Figure 5.11 P* vs. T for paimitic {x — data taken from the DDB?, - - - - data regressed using the method of Nannoolal
et al.’, — data regressed using the new logarithmic correction)

As in case of the hydrocarbon group contributions, several types of oxygen ¢ontaining components
could not be represented by a size independent contribution (Eq. (4-5)) alone. Figure 5.12 &
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Figure 5.13 show the effect of molecular size on dB; (calculated in a similar way as in case of

alkenes and alkynes before).

For aliphatic carboxylic acids and aliphatic alcohols there was a total change in the behaviour of dB;
when going from small to large molecules. This effect was accounted for by two separate groups for
large and small molecules and both followed a similar scheme as for alkenes and alkynes (i.e. size
dependant groups). The graphical representations of the dB, values as function of molecular size
are shown in Figure 5.14 & Figure 5.15. The quite noticeable deviation of the aliphatic alcohols and
aliphatic carboxylic acids is more than likely due to hydrogen bonding, however it is unclear why the
their aromatic counterparts do not exhibit the same effect.
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Figure 5.12 dB, vs. number of atoms for different epoxides (+ — dB, data for each compound, — a linear least
squaraes fit)
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The largest errors were observed for multifunctional aliphatic alcohols (diols, tricls efc.). Closer
analysis showed that the group interactions were dependant on the size of the molecule in a similar
way as the contribution of the OH group. The OH-OH group interaction contributions calculated
from the B’ values of individual components were plotted against molecule size (Figure 5.16).
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Figure 5.16 Gl; vs. number of atoms for different diols (¢ — dB; data for each compound, -— a linear least squares fit)
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The relative mean deviation for all oxygen containing compounds was 6.5 % (36701 data points for
638 compounds), This compares well with the 8.5 % (36450 data points for 618 compounds)
achieved by Nannoolal et al.®. There was a considerable improvement for the aliphatic alcohols,
aliphatic carboxylic acids and ketones. As with the hydrocarbons the bulk of this improvement is
found for the low pressure data. For some species (anhydrides and for some aromatic alcohols)
there is actually a decrease in the performance. This is because while the new C-parameter is
better for most compounds there are a few where it is a bit worse. This is however unavoidable and,
considering the large improvement for the many other species, inconsequential. Overall the oxygen
compounds show considerable improvement in the LP and ELP regions with reasonable
improvement in the MP and HP regions.

Table 5.4 Relative mean deviation [%] in vapour pressure estimation for different types of oxygen containing
compounds (this work). The number in superscript is the number of data points used; the main number is the
average percentage error of each data point. NC — Number of compounds; ELP - Extremnely low pressure P < 10 Pa;
LP - Low pressure 10 Pa < P < 10 kPa; MP - Medium pressure 10 kPa < P < 500 kPa; HP — High pressure P > 500
kPa; AVE - Average error.

Group NC ELP LP MP HP AVE
All oxygen compounds 638 27372 124700 g2 ggais  ggueni
Carboxylic acids 35 239" 122"®  ggm% 13.8" 9.6 %%
Aromatic carboxylic acids 1 - 1.6™M 27% - 18"
Aliphatic carboxylic acids 34 239" 128" 38" 138" 9 g%
Alcohols 167 28.3°%" 17.2%00  417%8 108%%5 g%
Aromatic alcohols 55 39.9% 251%% 3447 6.9% 11.0%0%
Aliphatic alcohols 112 27.3% 15598 435909 11.3%  gg¥®
Ethers 9z 237" 65" 1.8°%74 3.47% 2.85%8
Esters 158 29.0°%  g4%%® 2,2%% 5.6 5.1 %09
Ketones 64 19.07° 8.9%% 1,927 44%" 4,0 ¢
Aldehydes 30 61° 12,13 247 51" 5715
Carbenate diesters 3 - 18% 0.8 . 0.9%%
Anhydrides 6 - 149> 44" - 86"
Epoxides 1 - 29% 1820 23% 1.9%%
Carhonates 3 ag7° 9.1 32% 44" 7258
Ureas 5 14.8° 10.5% 2.2% - 7.4
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Table 5.5 Relative mean deviation [%] in vapour pressure estimation for different types of oxygen containing
compounds {Nannoolal et al.’). The number in superscript is the number of data points used; the main number is
the average percentage error of each data point. NC — Number of compounds; ELP — Extremely low pressure P < 10
Pa: LP - Low pressure 10 Pa < P < 10 kPa; MP — Medium pressure 10 kPa < P < 500 kPa; HP - High pressure P > 500
kPa; AVE — Average error.

Group NC ELP LP VP HP AVE_
All oxygen compounds 618 60.1%% 15410810 3 ¥EM 7 g2 8.5 36404
Carboxytic acids 34 106.8""% 17.2""%  35"% 106 " 15,738
Aromalic carboxylic acids 1 - 137" 2.4% - 118"
Aliphatic carboxylic acids 33 1068'"% 175" 360 10.6° 15.8%%"
Alcohols 162 80.8%2 29778 g 7™ 13.p %2 12,5117
Aromatic alcohols 55 335% 245%% 3377 6.3% 10,8 2%
Aliphatic alcohols 107 85.1%  210°™ 5% 13.9% 12,997
Ethers ¢ 283" 7.6 2,178 4778 3,3%%
Eslers 154 30.8%%° 9.0 2% 2.3%02 7.040 5.587
Ketones 63 4727 118%%  20%¥ 56%" 5.3 %99
Aldehydes 29 209* 150% 237 51" 68"
Carbonate diesters 3 - 45% 0.8%% - 1.1%°
Anhydrides 6 - 8.5% 3.9% - 57
Epoxides 1M - 46% 22% 2.4% 24%%
Carbonates 3 278° 108"™ 3% 14.0" 9.5
Ureas 4 104.2° 14.9% 14% . 11.8%

5.3 Nitrogen compounds

Most nitrogen compounds did not show significant deviation from the model predictions. Only in the
case of primary aliphatic amines, nitriles and aliphatic isccyanates similar extensions as in the case
of some of the oxygenated compounds were required. Figure 5.17 to Figure 5.19 show the dB;
contributions for these compound classes as function of molecular size.

Differentiation had to be made between aliphatic and aromatic isocyanates. Groups were also

added for cyclic tertiary amines and the hydrazine group (in accordance with the new group
contribution approach mentioned in paragraph 4.4}
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The relative mean deviation for all nitrogen containing compounds was 5.3% (10410 data points for
260 compounds) compared to 6.5% (10318 data points for 252 compounds) for the method of
Nannoolal et al.®. It is fairly interesting to note that even with the special attention that was paid to
the nitrile compounds there is actually a decrease in the performance of the model. As before the
reasen for this is that the C-parameter causes the nitriles to deviate quite significantly from group
contribution, Even the two sets of size dependant groups could not properly account for this effect
and therefore nitrile predictions should be used with a fair bit of caution when using temperatures
far removed from the boiling point. The nitrogen ¢compounds show a good improvement for all four
pressure ranges with some compounds exhibiting considerable improvement {e.g. the nitrates)
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Table 5.6 Relative mean deviation [%] in vapour pressure estimation for different types of nitrogen containing
compounds {this work). The number in superscript is the number of data points used; the main number is the
average percentage error of each data point. NC — Number of compounds; ELP - Extremely low pressure P < 10 Pa;
LP - Low pressure 10 Pa < P < 10 kPa; MP — Medlum pressure 10 kPa < P < 500 kPa; HP — High pressure P > 500
kPa; AVE — Average eIror.

Group NC EL_P Lf MP HP AVE
All nitrogen compounds 260 284% 9.3 25%" 5.0 5.3 10410
Amides 18 t2.8' 11.6°° 35 8.3° 78"%
Isocyanates 6 4572 12.3% 48% 5.8° 7.9'®
Oximes 7 96° 55% 1.9% - 41"
Nitro groups 18 3167 7.7 3.04% 27" 58"
Nitrites 2 - . 06% - 06%°
Azoles 1 - - 06" - 06"
Nitrates 6 799° 16.4* 33% - 1487
Amines 113 19.9° 1211 257" 6.3%% 5.6 0%
Primary amines 48 21.7° 13.7%¢ 29" 59" 6.4 187
Secondary amines 33 179’ 128%°  pg¥? 6.3 5.4 1
Tertiary amines 25 19.2° 8.3%° 1870 60% 4.5’
Azenes 3 - 97% 12% - 5148
Aromatic nitrogens 4 187" 7.2%7 1,899 32% 35%
Nitriles 35 315% 6.9 2.3% 29% 4,493
Hydrazines 7 - 6.0% 297 - 43"

Table 5.7 Relative mean deviation [%] in vapour pressure estimation for different types of nitrogen containing
compounds {Nannoolal et al.'). The number in superscript is the number of data points used; the main number is
the average percentage error of each data peoint. NC — Number of compounds; ELP — Extremely low pressure P < 10
Pa; LLP - Low pressure 10 Pa < P < 10 kPa; MP — Medium pressure 10 kPa < P < 500 kPa; HP — High pressura P > 500
kPa; AVE - Average error.

Group NC ELP LP MP HP AVE
All nitrogen compounds 252 61.8% 116> 2g%%® 7.7% 6.5 '0%"®
Amides 16 42.3" 11.7%" 345 3.92 7.9
Isocyanates 5 929° 22.7% 6.0% 13.1°% 149"
Oximes 7 81° 4.3% 2.5% - 37 ™M
Nitro groups 17 16282  103% 27 21" 1037
Nitrites ' 2 - - 83% - 6.3%
Azoles 1 - . 06" - 06"
Nitrates 6 152.9° 31.4% 592 - 282"
Amines © 112 41.3° 145"% 3000 9.0 6.8 ‘%%
Primary amines 48 287°% 13.4%% 33" 108" 6.9
Secondary amines 33 835" 17.3%  25% 5.5 "% .2 "%
Tertiary amines 25 40.3° 13.8% 31 587 7.47%
Azenes 0 - - - - -
Aromatic nitrogens 41 52" 8.2%" 2.0 4.0% 38%
Nitriles 35 195% 5.24% 1,95 7.4% 37
Hydrazines 7 - 45.4% 1157 - 27.3™
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5.4 Sulfur compounds

Sulfur containing compounds showed no significant deviation in both single compound and group
contribution regressions. The average error for all sulfur containing compounds was 3.5% (3386
data points for 104 compounds) compared to 11.1% (3378 data points for 103 compounds)
obtained with the method of Nannoolal et al.®, This huge improvement in the overall error is
misleading since the massive error for the sulfoxides significantly offsets this error. When the
sulfoxides are removed from the error calculation, the error is slightly over 4% which is comparable
to the current method. This shows that the sulfur compounds follow the principle of group
contribution very well (a very good example of this is the mercaptans — sometimes known as thiols
— where the overall percentage error for 37 different compounds is only 2.2% for both methods)

Table 5.8 Relative mean deviation [%] in vapour pressure estimation for different types of sulfur containing
compounds (this work). The number in superscript is the number of data points used; the main number is the
average percentage error of each data point. NC = Number of compounds; ELP — Extremely low pressure P < 10 Pa;
LP - Low pressure 10 Pa < P < 10 kPa; MP — Medium pressure 10 kPa < P < 500 kPa; HP — High pressure P > 500
kPa; AVE — Average error,

Group NC ELP LP MP HP AVE
All sulfur compounds 104 226% 757 4.7 2428 7.5 3.53%8
Disulfides 8 - 117 1.3%% 228 12%7
Mercaptans 38 66 4518 1.3™ 8.9% 22
Thioether 50 23.9% 9.9°" 1.6 56" 3.7 %%
Sulfones 1 19.9° 17.5% 49% 2177 14.6%
Sulfon amides 3 - 114" 01’ . 108"
Sulfoxides 1 - 4.2 49" 4,5%
Isothiocyanates 3 - 4.4% 57° - 45%

Table 5.9 Relative mean deviation [%] in vapour pressure estimation for different types of sulfur containing
compounds (Nannoolal et al.’}. The number in superscript is the number of data points used; the main number is
the average percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10
Pa; LP - Low pressure 10 Pa < P < 10 kPa; MP - Madium pressure 10 kPa < P < 500 kPa; HP - High pressure P > 500
kPa; AVE — Average error.

Group NC ELP LP MP HP AVE
Al sulfur compounds 103 2022 37970 26220 | 7200 134070
Disulfides 8 - 257 1.4 268 1.7%
Mercaptans 37 83" 3.4 1.47° 9.8% 2.2 %6
Thioether 50 28.7% 11.9%" 16" 557 4.1 %%
Sulfones 1 34.6° 16.9% 28% 747 13.5%
Sulfon amides 3 - 9.4 0.1 - 89"
Sulfoxides 1 - 166.3"" 231 ™ - 100.4 281
Isothiocyanates 3 - 4.5% 52° - 46%
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5.5 Halogen compounds

Halogen compounds are unique in that there are many multifunctional compounds which in this
case were not treated like the other multifunctional species. Instead of a group interaction term
there are groups which account for compounds with 1, 2 or 3 halogen atoms attached to the same
carbon and in that way do provide some sort of group interaction. No specific problems were
observed with modelling and predicting the vapour pressure curves of these components.

For fluoro, chloro and bromo compounds sufficient data were available to regress all the group
contributions. Only in the case of iodo compounds was a single group was used due to the lack of
data. Therefore resuits for compounds containing iodine should be used with caution. The relative
mean deviation for all halogen containing compounds is 3.3% ({19465 data points for 317
compounds) which is similar to the 4.1% obtained by the method of Nanncolal et al.® (19344 data
points for 300 compounds). The greatest improvement is found for ELP's where the error for the
current work is half the error obtained by the method of Nannoolal et al.®. This is due to the addition
of a couple more halogen groups (see groups 42 and 117 in Table A.1 for examples) and the new

C-parameter.

Table 5.10 Relative mean deviation [%:] in vapour pressure estimation for different types of halogen containing
compounds (this work}. The number in superscript is the number of data points used; the main number is the
average percentage error of each data point. NC — Number of compounds; ELP — Extremely low pressure P < 10 Pa;
LP - Low pressure 10 Pa < P < 10 kPa; MP — Medium pressure 10 kPa < P < 500 kPa; HP - High pressure P > 500
kPa; AVE - Average error,

Group NC ELP LP MP HP AVE
All halogen compounds 317 375% 7.0%% 1870 4% 53198
Fluorine compounds 86 - 8.7 1.97%% 5.0 %% 3842
Chlorine compounds 108 166" 6.5% 164170 4.4 2.8 5768
Bromine compounds 42 471% 6.2 1778 047 47148
lodine compounds 10 2147 114'®  20% 425 5.3

Table 5.11 Relative mean deviation [%] in vapour pressure estimation for different types of halogen containing
compounds (Nannoolal et al.‘}. The number irt superscript is the number of data points used; the main number is
the average percentage error of sach data point. NC — Number of compounds; ELP — Extremely low pressure P < 10
Pa; LP — Low pressure 10 Pa < P < 10 kPa; MP — Medium pressure 10 kPa < P < 500 kPa; HP - High pressure P > 500
kPa; AVE - Average error.

Group NC EI:P E ﬂl:_ HP AVE
All halogen compounds 300 76.9% 8.2 %% 201091 55500 4.1 109
Fluorine compounds 84 - .34 2.2 %% 6.4 %7 45%M
Chlorine compounds 98 396" 8.1 2441 6.2 %° 3.6%%
Bromine compounds 42 957% 9.2M¢ 19™ 22" 7.4
lodine compounds 10 19.17 9.4 1.9 38° 45%
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5.6 Other compounds

This category of species is very broad and has the highest potential for large errors due to the fact
that only few data were available for each group. This is especially true for the organometallics
where there was very limited data available and therefore predicted results should only be used as
a rough guide. Some attention was paid to the silicon containing compounds and the silicon groups
were expanded in a similar fashion to the carbon compounds. There are however much fewer
silicon groups as there are no c¢yclic silicon chains and much less data were available to back up
very differentiated groups. Four groups for halogen-substituted silicon were added. The relative

mean deviations are given in the following tables:

Tahble 5.12 Relative mean deviation [%] in vapour pressure estimation for various other compounds. The number in

superscript is the number of data points used; the main number is the average percentage error of each data point.

NC - Number of compounds; ELP — Extremely low pressure P < 10 Pa; LP - Low pressure 10 Pa< P < 10 kPa; MP -
Medium pressure 10 kPa < P < 500 kPa; HP — High pressure P > 500 kPa; AVE — Average error,

Group NC ELP LP MP HP AVE
Phosphorous compounds 9 1047 107 % 46% - 7.7
Metals 18 - 60" 27% 12" 3.6
Other compounds 13 - 7.5'% 44" - 5.8 340
Silicon compounds 68 - 9.7% 257 28" 47 '%

Tabkle 5.13 Relative mean deviation [%] in vapour pressure estimation for various other compounds {Nannoolal et
al.%). The number in superscript is the number of data points used; the main number is the average percentage error
of each data point. NC — Number of compounds; ELP — Extremely low pressure P < 10 Pa; LP — Low pressure 10 Pa

< P < 10 kPa; MP - Madium pressure 10 kPa < P < 500 kPa; HP - High pressure P > 500 kPa; AVE — Average errar.

Group NC ELP LP MP HP AVE
Phosphorous Compounds g8 158" 111% 2.4% - 72™
Metals 18 - 7.6 22%8 20 3.7%
Other Compounds 12 - 112 55" - 8.0
Silicon Compounds 68 - 149%% o776 19" 6.3 1%

5.7 Testing the method

In the preceding paragraphs (5.1-5.6) the percentage errors were shown for all data that was
cantained in the model training set. Therefore in order to be sure that the model is not simply well
fitted to the training set an external test set of data was used to test the validity of the model. The
test-set contained a wide range of data so as to provide a realistic measure of the model
performance. The overall percentage error for the test set was 7.1 % for 2879 data points (160
compounds), this error is somewhat inflated because there was quite a large scatter present in the
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test set data (as discussed in paragraph 3.2}

The test-set revealed that the model is somewhat deficient in predicting the vapour pressures of
alcohol and carboxylic acid (both aliphatic} compounds that contain a large amount of halogen
compounds. The reason for this is that the logarithmic correction term makes B’ dependant on the
number of atoms (since D' is dependant on the number of atoms and B’ and D’ are strongly
intercorrelated); this change in B' cannot be properly predicted by group contribution. The reason
for this is that adding a halogen atom to 2 molecule does not have the same effect as a carbon (or
any other non-metal atom). Table 5.14 shows the percentage errors for the test set data, the
percentage errors of the current method and the methed of Nannoolal et al.® are shown. Al
compounds seem to exhibit fairly similar percentage errors, with the sulfur compounds having the

lowest overall error.

Table 5.14 Percentage errors for the test set data

Current Method Nannoolal et al.®
Compound Class NC Errort NC Error%
Hydrocarbons 59 6.5 59 7.5%%
Halogen compounds 14 707 14 717
Oxygen compounds . 48 7.4 19%2 44 8.5 '8
Nitrogen compounds 19 7.3 18 8.9™
Sulfur compounds 3 5.6 3 11.0%
All compounds 157 7.1797 154 8.2 %%

5.8 Solid vapour pressures

The average error for the solid vapour pressure points was 21.1 % (152 compounds 4080 data
points). This percentage is deceptive in that a higher percentage for low pressure data is still a fairly
low absolute deviation. This coupled with the fact that there is a large scatter among sclid vapour
pressure data and considering that many of the compounds were not part of the training set makes
the 21% error acceptable. A good example of a “blind prediction” (compound not part of the training
set) for the solid vapour pressure data is given in Figure 5.20 (even for this fairly good prediction
there was a percentage error of 17 % due to the obvious scatter present in the data).
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Figure 5.20 In(P*101.3kPa) vs. 1/T for thymol (x — solid data taken from the DDB?, — vapour pressure curve)

The disadvantage with using a method such as this to predict the solid vapour pressures is that the
normal beiling paint, melting point and heat of melting is required in order to make predictions. If
there is no experimental normal boiling point it can be estimated (Rarey et al.> and Nannoolal et
al.%) and melting point data is quite widely available and simple to measure, however the heat of
melting is rather more complex to measure and therefore a possible application could be the
prediction of the heat of melting {or fusion) from experimental data. This would be a simple fit since
the model is linear with respect to the heat of melting.

5.9 Heat of vaporization

The heat of vaporization is quite simply related to vapour pressure by the Clausius-Clapeyron
equation (Eq. (2-12)). The heat of vaporization prediction for this model can therefore be given by

the following expression:

C(T,)-T,
AH,, =-RAZ,, g {00 T,)

~ (1 _C(T, ))2
T

-D'T {5-2)

The problem with this equation is that it requires a value for AZ  which is difficult to compute
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accurately (especially at high temperatures}). However if only low temperatures are considered it

can be assumed that AZ_ is unity. This is a reasonable assumption since at lower temperatures

(and therefore pressures) the gas and the liquid phases approximate ideal behaviour (i.e. Z° — 1
and Z' — 0). To test this assumption Eq. (5-2) was used to predict the heats of vaporization at
298.15 K. This test not only shows the validity of Eq. {5-2) but also serves as a good test of the
physical realism of the model parameters (as discussed above).

Table 5.15 Percentage errors for heat of vaporization at 298.15 K using Eq. (5-2) with AZ =1

Compound Class NC Error%
Hydrocarbons 197 2.86
Halegen compounds 89 208
Oxygen compounds 224 419
Nitrogen compounds 101 292
Phospheorous compounds 1 6.93
Sulfur compounds 38 2.56
Metals 4 5.64
Other compounds b 743
Silicon compounds 12 921
All compounds 718 3.48

The overalt percentage error was found to be 3.48 %, Table 5.15 shows the percentage errors for
each compound class. The prediction is very good for the hydrocarbon, hatogen, nitrogen and sulfur
compounds but is a bit poorer for the rest. The percentage error is very acceptable as the model
was in no way filted to heat of vaporization data and many of the compounds that were predicted
were not in the training set for the vapour pressure model determination. This also shows that the
model parameters must have some physical realism and therefore there should be no problem

when predicting vapour pressures of compounds not contained in the training set.

5.10 Solubility parameters

A fairly novel (and indirect) application of vapour pressure data is the prediction of solubility. The
relationship is not directly related but rather to heat of vaporization (paragraph 5.9). This
relationship is given by calculating the cohesive energy unit per volume of a liquid as follows:

-U AU AH,, -RT

—_— —

v oV v,

(5-3)
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This cohesive energy is an indication of how easy or difficult it is for molecules to escape the liquid.
This is where the relationship between vaporization and solubility comes in, as in both cases
molecules have to escape from one phase to another, Hildebrand (shown by Barton*®) suggested
that the square root of the cohesive energy be used to describe solvency behaviour of compounds.
The Hildebrand solubility parameter { § } for this model can be given as (Ve [7] cm*mol);

05
R A O PG A R A P I 64
Vf" (T'C(To))

As with the heat of vaporization, if a low enough temperature is used the change in compressibility
factor can be assumed to be unity, Since there are no solubility parameters stored in the DDB’ a
sample set of compounds were used to show the accuracy of Eq. (5-4) (Table 5.16). For all the
compounds used in the table there is good agreement between the predicted and the literature
values of the Hildebrandt solubitity parameters. Since the heat of vaporisation can be fairly well
predicted for most species (see Table 5.15) it seems like there should be no real problem in
predicting the Hildebrandt solubility parameters of these specias.

Table 5.16 Results for the prediction of Hildebrand solubillty parameters at 298 K

Name Th 8 52 it *®
n-Hexane 342.1 19.1 14.9
Diethyl ether 307.8 15.7 15.4
1,1,1-Trichloroethane 3473 17.3 17.5
Cyclohexane 353.9 16.7 16.8
Toluene 3838 18.3 18.3
Benzene 353.3 186 18.7
Methyl ethyl ketone 352.8 191 193
Pyridine 3886 21.4 21.7
n-Propanol 3704 24.4 24.9

5.11 Advantage of group contribution

When experimental data are available for the component of interest, a regression of these data will
always represent the experimental findings better than the group contribution estimation. However,
the inherent advantage of group contribution is that it can help to identify unreliable data and in
case of several differing data sets help to identify the more probable values. The reason for this is
that the group contributions were regressed to a larger amount of data for a variety of components.
This point is very well illustrated by the following sxample which was encountered during the
development of the model. Figure 5.21 shows the vapour pressure plot for diethylmalonate.
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Judging from the regression curve there is a significant scatter in the data. However the predicted

curve reveals that the low pressure data must be erroneous
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Figure 5.21 In(P*/104.3kPa) vs. 1/T for diethyl malonate (x — data taken from the DDE?, — predicted, - - - - fitted)

5.12 General results and discussion

The vapour pressure percentage error for all compounds was found to be 5.0% (2332 compounds
113 888 data points) which compares very favourably to the method of Nannoolal which has an
error of 6.6 % (2207 compounds 111 757 data points). As can be seen from Table 5.17 the greatest
improvement is for pressures below 10 kPa (LP & ELP) where the percentage error is much lower
than it was previously. For pressures above 10 kPa there is still an improvement but not nearly as
noticeable as for the lower pressures. As the normal boiling temperature is supplied as a
parameter, huge deviations in B’ are required to produce larger errors in vapour pressure in the
vicinity of atmospheric pressure. Therefore the improvement in case of low pressure data far away

from the reference point is a sensible measure of model performance.

Table 5.17 Relative mean deviation [%)] in vapour pressure estimation for the new method and the method of
Nannoolal et al. The number in superscript is the number of data points used; the main number is the average
percentage error of each data point. NC — Number of compounds; ELP — Extremely jow pressure P < 10 Pa; LF -
Low pressure 10 Pa < P < 10 kPa; MP -~ Medium pressure 10 kPa < P < 500 kPa; HP — High pressure P > 500 kPa;
AVE — Average error.

Group NC ELP LP MP HP AVE
All compounds (this work) 2332 267%"  gg®R g 3%® gl g 1137

All compounds (Nannoolal etal) 2207 5522 131789 36750 g7Ms0 511N
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In the sections preceding there has been very little mention of the chance of failure of the model
(i.e. compounds with an unacceptably high vapour pressure — e.g. > 20% RMD). The reason for this
is that there were only very few compounds which failed. Figure 5.22 shows that the vast majority of
the data (85%) lies under the 10% RMD mark. The compounds with a RMD above 10% (or more
specifically 10 — 20 %) are almost all there due to slightly lower quality data. Many compounds
which are above the 20% RMD (4% of the total data) are a combination of suspect data (many have
<10 data points from only one source) and genuine failure of the method. The best example of
failure is with glycols (e.g. triethylene glycol). Even with the special attention that has been given to
the alcohols, the glycols are still very difficult to predict accurately. Similarly, diols with other non —
hydrocarbon groups (e.g. ethylene nitrate — 40% RMD) are also quite difficult to accurately predict
(some attention was given to this in paragraph 5.7). While any error greater than 20% is not great it
can still be useful if a rough vapour pressure estimate is needed, and it is useful to note that there
were no errors exceeding 60% RMD.
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Figure 5.22 Histogram of the vapour pressure relative mean deviation for the compounds in the training set

A total of 212 groups were used to describe the data (both group interaction and group contribution
groups), however some groups have only been regressed against 1 or 2 compounds and therefore
should only be used as a guide when applied. The group contribution and interaction tables are
given in Appendix A. Since there is such a large improvement in the low pressure predictions the

model could be used to extrapolate to the normal boiling temperature from low pressure data.
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This would be quite a logical application as there are a number of low pressure data available for
compounds which do not have a measured boiling point. The drawback of a method such as this is
that the extrapolation would only be as good as the data it was extrapolated from, and since low
pressure data often has a large amount of scatter this could prove problematic. It is therefore
recommended that any boiling point extrapolations be used in conjunction with some of the more

conventional boiling point estimation methods available (Rarey et al.’ and Nannoolal et al.ﬁ),
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6 CONCLUSIONS

An improved group contribution methed has been developed for the prediction of vapour prassures.
The group contribution scheme employed by Nannoolal et al. was modified to account for the size
dependence of some groups that were found in the development of the model. This allows for the
improved prediction of these groups (most noliceable were the aliphatic alcohols, aliphatic
carboxylic acids and ketones). The C-parameter used by Nannoolal et al.? was also modified in
order to account for a wider range of molecule sizes and to increase the prediction of the vapour
pressure model at low pressures. A large improvement in the predictions of the aliphatic alcchol
and aliphatic carboxylic acid groups was made by adding in a logarithmic correction term which
provides a more physically realistic shape of the curve.

A training set of 2332 compounds (113 888 data points) was used in the development of the model
and an average percentage error of 5.0% was found. This compares favourably with the method of
Nannoolal et al.® was for 2207 compounds and 111 757 data points had an average percentage
error of 6.6 %. The largest improvement was at low pressures (<10 kPa) where the error is almost
half of that obtained by the method of Nannoolal et al.®, This large improvement is a sensible
measure of the performance of the model since the low pressure data are very far from the datum
point {(which is the normal boiling point).

In order to test the performance of the maodel {to make sure it was not simply well trained to the data
used in the model development) a test set of data, heat of vaporization data at 298 K and solid
vapour pressure data were used. The average percentage error for each vapour pressure point in
the test set was found to be 7.1 %, which was a bit inflated due to the large amount of scatter that
was observed in the test data. The average percentage error for the heat of vaporization data at
298 K was 3.5% which shows that the model parameters are both accurate and physically realistic.
For the solid vapour pressure data the average percentage error for each data point was found to
be 21.1%; again this was a bit inflated due to the large amount of scatter present in the low

pressure data.
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7 RECOMMENDATIONS

This work is a continuation of an ongoing project for the prediction of thermophysical properties
using group contribution. The properties that have so far been successfully predicted with much
acclaim are (alt for non-glectrolytic organic compounds):

» The normal beiling point

¢ The critical temperature, pressure and volume

»  Viscosity

¢+ Vapour pressure (which was improved in this work)
There are still are a huge amount of properties which could be predicted, and with the continual
improvement of the software and group definition (through works such as this and Nanncolal et al.)

the methods should continue to improve. Some thermophysical properties which could be of
interest are:

Solvent solubility

Surface tension

Thermal conductivity

Melting temperature

The power of group contribution methods is that the model parameters can be predicted from the
molecular structure. In this method, for example, it is preferable to have experimental boiling point
data but if there is none available it can be predicted from methods currently available®®. This will
chviously affect the accuracy of the prediction but it does mean that a vapour pressure curve can
be generated by only knowing the molecular structure.
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APPENDICES

A GROUP CONTRIBUTION AND INTERACTION TABLES
Tahle A.1 Group contribution and group interaction values and descriptions
Ink Size  Ref
No Name Description dB; Example Prty Dep No
- A The constant term A 9.42208 - - - -
ALIPHATIC CARBON GROUPS
) Methyl group altached to a non-aromatic . ;
1 CH3 non-electronegative atom 0.00227 2,2-Dimethylbutane 135  No 1m
4 -CHz- CH2 in a chain 0.07545 n-Butane 141 Ne 102
5 =CH- CHin a ¢chain 0.07099 J-Ethylpentaneg 144 No 103
6 »C« Cin a chain -0.04707 2.2 4-Trimethylpentane 146 No 104
Methyl group attached to a non-aromatic -
2 -CH3 electronegative atom 0.13491 N-Methylaniline 132 No 105
CH2 in a chain attached to an .
7 -CH2- electronegative atom .11758 Ethylenediamineg 136 No 106
CH in a chain attached to an
§ -CH< electronegative atom 0.08955 5-Ethyl-2-nonanci 137 No 107
C in a chain attached to an
9 »C« electronegative atom -0.08960 tert-Butanc! 138 No 108
28 -CH3 Methyl group attached to a ring carbon -0.07834 Methylcyclohexane 122 No 109
10 -CH2- CH2 inaring -(.01350 Cyclohexane 143 No 110
11 =CH- CHin a ring 0.0602¢9 Methylcyclohexane 145 No m
12 »C« Cinaring 0.10842 1.1-Dimethylcyclopentane 147 No 112
»CH(r) - CH irt a ring bonded to a carbon in a cis-
131 " N
3 Clr}e diffsrent ring 0.01296 Decahydronaphthalene 10 No 13
Cik)»Ciry Ring carbon attached to 3 other ring .
136 3Ce carbons and a chain carbon 0.00823 1,3-Dimethyl adamantane 108  No 114
137 C-4C(n) CR;’:gof;b"" attached to 4 other ring 017344 Spiro[4.5]decane 108 No 115
CH2 in a ring attached to an .
24  -CHZ(r)-en electronegative carbon 0.08201 1.4-Dioxane 142 No 116
5 CH in a ring attached to an
14 =>CH eleciranegative atom ¢.10344 Cyclopentanol 139 No 117
15 >C< gtcl:r]na ring attached to an electionegative ;19395 Perflucrocyclopentane 140 No 118
Cir}_3C(r)_  Ring carbon bonded to 3 other ring .
139 en carbons and an en atom -0.05881 1-Nitroadamantane 107  No 119
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Ink Size  Ref
No Name Description dB Example Prty Dep No
Double bonded carbon at the end of a
= L -0. 4 1- 117 ¥ 120
26 CH2 chainiring 0.0056 Nonene es
- Double bonded carbon in a chain with only .
20 -CH=C- 1 carbon neighbour 0.00286 2-Heptene 121 Yes 121
- Double bonded carbon in a chain with 2 . o
27 -C=C- carbon neighbours 0.00475 2-Methyl-2-pentene 118 Yes 122
3N >C=C=C< C=C=C: curnulated double bonds 0.08031 1,2-Butadiene 112 Yes 123
>C=C- C=C-C=C (chain); conjugated double i )
33 C=Cx< bonds (chain) 0.03953 trans-1,3-Pentadieneg 114 Yes 124
21 »C=C<« Double bond between carbons in a ring 0.00242 1.3-Cyclopentadiene 123 Yes 125
_ Double bonded carbon in a ring with 2 }
13 -C=C« carbon neighbours 0.02664 1-Methyilcyclohexene 120 Yes 126
1 >(5=C- Cj=C-0=C (ring); conjugated double bonds -0.00045 1,3-Cyclopentadiene 113 Yes 127
C=(C< {ring)
_ Carbon in a ring double bonded to a .
134 »C(r)=C{k} carbon outside the chain 0.01488 beta-Pinene 106  Yes 128
Carbon triple bonded to another carbon at _ .
25 CH# the end of a chain 0.03884 1-Cctyna 124 Yes 129
22 -CiC- Triple bond between 2 carbens in a chain -0.014%1 2-Heptyne 125 Yes 130
34 -CHC-CHC-  CHC.CHC, conjugated friple bonds 0.00977**  2.4-Hexadiyne 111 Yes 131
AROMATIC CARBON GROUPS
3 CH3 Melhyl group attached to an aromatic -0.01001  1-Methyl naphthalene 133 No 201
16 -CH{a)< CH in an aromalic ring 0.01653 Benzene 128 No 202
17 =C{a)< C in an aromatic ring 0.11182 Propylbenzeneg 131 No 203
- Aromatic carbon attached to three
19 =C{a)=< aromatic neighbours <0.01113 Naphthatene 116 No 204
Aromatic carbon bonded to a carbon in a 12.3.4-
132 C{ayCir < fing 0.07303 Tetrahydronaphthalene 128 No 205
133 C{arC{a} 2 Aromatic carbons chain bonded 0.13938 Benzidine 130 No 206
Aromatic carbon bonded to an aromatic
135 C{a}r-C{a) carbon in a fing -0.10703 9H-Fluorene 115 No 207
_ Aromatic carbon attached (o a double .
138 Cia)-C= bonded carbon 0.26362 Divinylbenzene 127 No 208
C in an aromatic ring attached to an .
18 =>C{ay electronegative atom 0.21038 Aniling 119  No 209
FLUQORINE GROUPS
35 F- Flugrine attached to non-aromatic carbon 0.06101 1-Fluoropentane 92 No 301
38 F-C-tHalp  |worine attached to a carbon with one 010540  Perfluorocyclapentane 71 No 302

other halogen atom
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‘S:: Name Description dB; Example Prty SDi:; I;zf
 Fon festeielantmuibie g LOLIERMEIE 0 N
36 F-C= Fluorine atached to double bonded 011304  2-Fluoropropane 69 No 304
148 E‘a(f:]“ Fluonne allached 1o 2 g:;'z;:nbg{(‘;fd 007386  1.1-Diflucroethene 68 No 305
37 F-Cla) Fluorine attached to aromatic carbon -0.07045 Flugrobenzene 91  Ne 306
116 Fe-Si< Flucrine attached to a silicon atom 0.21389 Silicon tetrafluoride 1 Neo 307
CHLORINE GROUPS
40 CI- Chlorine attached to non-aromatic carbon  0.06508 Chlorogthane 76 No 401
43 CLC-1Halo gtg'[:(”{::lgg:ﬁr:gr? a carbon with one 0o3aez  ZBromo-zChoro-T..1- 67 No 402
44  CLC-2Halo c(;‘.tlglg:igzl ggggr;?gr;os a carbon with two 0.05138 FF'l11‘ ;l(—);;ichroroethane 66 No 403
42 cic= Chiorine atiached to double bonded 007694  2-Chloro-1,3-butadiene 65 No 404
149 ﬁ:;f;?“ S::ggﬁ?ﬁ?‘:aéz:glfe? S;zgfnb;:%ed 0.1266Q Tetrachtoroethylene 64 No 405
41 CI-Ci{a) Chiorine attached to aromaltic carbon -0.19988 Chlorchenzeng 77 No 406
117 CI-Si< Chlorine attached to a siticon atom -0.00761 Trichlorosilane 2 No 407
113 COCI- Acid chloride 0.33205 Trichloroacetyl chloride 19 No 408
BROMINE GRCUPS
45 Br- Bromine attached to non-argmatic carbon  -0.01712 1,2-Dibromoethane 78 No 501
144 BrC-AHalo  Drombe gg:ﬁ';ﬁgnf’ acalbonwihone o746 ZBromo-2chioro-1.1.1- 75 No 502
145  Br-G-2Halo 5,;?;‘;";;33222‘:2{;" a carbon with two -0.02594 {Fgg’égg‘f’me‘ha"e 74 No 503
146 Br-C= Bromine attached o a double bonded 015186  Vinyl bromide 73 No 504
46 Br-C{a} Bromine attached to aromatic carbon -0.18810 Bromobenzene 79  No 506
118  Br-Si< Bromine attached to a silicon atom -0.13300 Silicon tetrabromide 3 No 507
IODINE GROUPS
a7 ) lodine attached to carbon 0.02257 Ethyl icdide 61 Mo &01
119 I-Si< todine attached to a silicon atom 1.30968™  Trilodomethylsilane 4 No 607



l,?:: Name Dascription dB,; Example Prty gi:; iif
OXYGEN GROUPS
53 (Eg(cg)r ggg&gr&ugfg?ched to.a small 0.51104 Pentanoic acid 25 Yes TOM
155 {'E:%?H ggggjg’&”f g;ta"had to & large 008469  Dodecanoic acid Yes 702
48 C{a)-COCH Aromatic COOH 2.38380" Benzoic acid 24 No 703
49  -OH {n=<4d) S:“‘?I'OUP attached to a small molecule (0 ¢ 4007 Etharol 03 Yes 704
153 -OH{n>4) ?':)Gm”p altached o a large molecule (N 4606  5-Ethyl-2-nonanol Yes 705
50 C{a)OH Aromatic OH 0.73847 2-Naphtho) 94 No 706
51 -O- Ether oxygen 0.15049 Diethyt ether 96 No 707
52 .0 Aromatic oxygen 0.2351 Furan 95 No 708
54 -COO - Ester in a chain 0.55698 ;E?(;Bd“;‘r’]‘qze“fg:f;‘:;;?"x"'*c 2% No 709
55 -COO- Formic acid ester (.54599 Formic acig ethyl ester 28 No 710
5 -COO0- Ester in a ring (lactones) 0.53129 gamma-Butyrclaclone 27 No 711
57 =C=0 Ketone bonded fo aromatic ring 0.14889 Acetophenone 58  No 712
88 »>C=0 Ketone -0.03266 Acetone 59 Yes 713
59 -CHC Aldehyde in chain 0.37695 Acetaldehyde 57 No 714
€0 -CHO Aldehyde attached to an aromatic ring 0.20025 Benzaldehyde 56 No 715
61 0=C(-0-2 Carbonate diester 0.52435  Carbonic acid dimethy 15 No 716
62 -CO-G-CO-  Anhydrides 0.79451 Acelic anhydride 10 HNo 717
63 -CO-0-CO- Eg;:gc anhydrides with double or aromatic 0.95360 Maleic anhydride 3 No 718
64 »{0OC2)< Epoxide -0.08988 Ethylene oxide 54  Yes 719
65 -0-0- Peroxides 1.90315° Di-tert.butyl peroxide 34  No 720
66 -OCO0- Carbonates C-C=0 & -O 0.55927 Propylene carbonate 38 No 721
67 »C=0 Carbonyl{C=0) with S attached to carbon -0.28344* Methyl thioacetate 42 No 722
88 =C=0 Urea 0.41594 1,1.3.3-Tetramethyl urea 7 Mo 723
69 -OCON< Carbamate 3.68627" Methyldimethylcarbamate 6 No 724
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l;: Name Description dB, Example Priy g’:; :f:
NITROGEN GROUPS
70 -CONH< Amide with no substituents 2.15987" Acetamide 29 No 801
71 -CONH< ’;’t‘:é‘;i::’"h one substituent atachedtothe 4 cagr7 N Methylformamide 11 No 802
72 -CONH< &gi:i?r;v;g\nhvo substituents attached to 0.46886 ?lljl’tlﬁ-'?)imethwbmamide 12 No 803
73 OCN- Isocyanate 0.19547 E&ganm acid methy) 31 Yes 804
141 -OCN(a) ';;ﬁg:“a‘e attached to an aromatic 0.49079  Phenyl isocyanate 30 No 805
74  QONC- Oxime 255684 Mélhyl ethyl ketoxime 32  No BOG
75 NO2- gla“rr;’o?]“’“p attached to a non-aromatic 032934  Nitromethane 21 No 807
76 NO2- i group attached to an aromaic 022620  Nitrobenzene 22 No 808
77 NO2- Nitrite .0.28378"  Ethyl nitrite 23 No 809
78 -ON= Isaxazole O-N=C 0.52969" 5-Methyl-4-nitroisoxazole 51 No 810
79 NO3- Nitrate 0.83647 Ethylnitrale 14 No 811
80 NH2- Ea":“bgzs‘;[';'o’:‘e attached tonon-aromatic 406379 Ethylenediamine 98 Yes 812
81 NH2- Ea'ir’;';? amine attached to aromatic 033218 Aniline 97 No 813
82 -NH- S:mcmds?;ﬁ.:cr:::es (chain) atiached to 0.41210  Dibutylamine 102 No 814
o S oo g Sewberen s g
93 -NH- Secondary amines (fing) attached to 058897  Morpholine 101 No 816
94 -NH- Socondaly amines altached to aromalic 30766 N-Methylaniine 33 No 817
84 -N< Tertary Sfas'i}}gi:“ached to -022437  NN-dimethylanifine 104 No 818
92 -N< lertiary amines attached to aromatic 007255  NN-Dimethylaniline 43 No 819
NN N-
856 >N« Nitrogen attached to four carbons -1.17553" Tgtramemylmethylenedia 35 Neo 320
mine
140 C2-N-C{n) Cyclic tertiary amines -0.28632 N-Methylpiperidine 103  No 820
83 N=N Azene N=N 0.00256 Azobenzene 50 No 821
13¢  >N-N< A hydrazine functional group 0.96675 Hydrazine 49 No 822
143 N-N_C Hydrazine with 1 carbon neighbours 0.71254 Phenylhydrazine 48 No 823

88



l:; Name Description dB, Example Prty ‘g':; ':;:’f
142 N-N_C2 Hydrazine with 2 carbon neighbours -0.13598 1,1-Dimethylhydrazine 47 No 524
87 =N- Aromatic nitrogen in a five-membered ring  0.73669 Oxazole 100 No 825
88 =N- Aromatic nitrogen in a six-membered ring  0.24836 2-Methylpyridine 99 No 826
g9 (W, Dgpupatechediossmalmolecieln 004330 Acetonitile 60 Yes 827
154 ng:"z) E::%"“p attachedtoalarge molecule 64575 Tetradecanenitrile Yes 828
SULFUR GROUPS
98 -S-S- Disulfide 0.03557 Dimethyl disuffide 55 Ne 902
98 -SH Thicl or mercaptane attached to carborn -0.02822 1-Propanethiol 80 No 903
100 -S- Thioether -0.03261 Ethyl methyl sulfide 81 No 904
101 -8 Aromatic thioether 011625 Thiazole 82 No 905
102 -8502- Sulfone O=5=0 -0.33737 2.4-Dimethylsutfclane 18 No 906
o Some  SdmamGeseetoNaOS g NNOmSmE s N s
106 =>8=0 Sulfoxide 0.56077" Dimethyl sulfoxide 40 No 909
106 SCN- Isothiocyanat 0.06394 Allyl isothiocyanate 20 No 0
107 >S03 Sulfate with one oxygen replaced by 0.44583* Egg_z;';‘;fg';fgjc 33 No 91
PHOSPHOROUS GROUFS
95 P(0)03  Phosphate triester 0.66806 ;"If;:');'hgighe"y' 8 No 1001
96 =>P< Phosphing -0.04275 Triphenylphosphine 46 No 1002
97 PO3- opr)?gsg::?,g‘;““ed foonly 3 043750  Triethoxyphosphine 45 No 1003
METAL GROUPS
108 =»Se< Selenium 0.48339" Diselenide, diphenyl 52 No 110
109  AsCi2- Arsenic dichloride attached to a carbon 0.36903 Methylarsenic dichlgride 17 No 1102
110 >Sn< Stannane with four carbon neighbours 0.07688 Tetramethylstannane 62 No 1103
111 B(C-)3 Boric acid triester 0.47847 Boric acid trimethyl ester 16 No 1104
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l:g Name Description dB, Example Prty le:: f:l?:
GERMANIUM GROUPS
114 GeCl3- GeCl3 attached to carbon 0.27066 ;‘;ﬁ’g&‘:ﬁg"'wic""”"ge’m 13 No 1201
115 >Ge< Germane with four carbon neighbors 0.34203 Tetramethylgermane 83 Neo 1202
SILICON GROUPS
120 -SiH3 Silane group -0.24084 Butylsilane 84 No 1301
121 -SiH2- Primary silicon group 0.27568 Trisilane 88 No 1302
122 -SiH< Secondary silicon group -0.29038 Triethylsilane 89  No 1303
123 =8i< Tertiary silicon group 0.03614 Tetraethylsilane 80 No 1304
124 -SiH3 Smi%fg’ﬁeﬂﬁeﬁ toan 020445  Monochlorosilane 83 No 1305
127 SiH2 SiH2 attached to electronegative atoms 0.21195 Dichlorosilane 85 No 1306
128 SiH SiH attached to electronegative atoms -0.01409 Trichlorosilane 86 No 1307
125 >Sic Sticon atom bonded to electomagnelic 903880 Tetrachlorosilane 87 No 1308
128 CH3-Si Methyl group attached to a Silicon atom -0.00451 Tetramethylsilane 134 No 1309
SPECIAL GROUPS
150 noH No hydrogen atoms -0.19373 Perflucropentane Ne 1401
151 oneH One hydregen atom -0.04327 ﬁif?sg?;g;ﬁ;ihéoro"l A1- No 1402
SIZE DEPENDANT GROUP
CONSTANTS
170 Alkenes group constant -0.02835 No 2001
1M Alkynes group constant 0.60141 No 2002
172 Ketone group constant 0.71345 No 2003
173 Epoxy group constant 0.91012 No 2004
174 Isocyanate group conslant -0.41147 No 2005
175 Short OH group constant (n=<4} 6.69345 No 2006
176 Long OH group constant {n>4) 521138 No 2007
177 Primary amine group constant 0.91589 No 2008
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::g Name Dascription dB; Example Prty gi:; :‘::
179 Short CN group constant (n=<12) ¢.61103 No 2010
180 Long CN group constant (n>12} -1.05206 No 2011
181 Short COOH group constant (n=<3) -2.54299 No 2012
182 tong COOH group constant (n>9) 3.92217 No 2013
GROUP INTERACTIONS
200 Alcohol - Alcohol Interaction -0.00306 Yes 3001
201 Alcohol - 1 Amine Intgraction -0.26016 No 3002
202 Alcohol -« 2 Amine Interaction -0.50269 No 3003
203 Alcohol - Thiol Interaction -1.13734* No 3004
205 Alcohol - Ether interaction -0.55743 No 3006
207 Alcohot - Ester Interaction -1.38632 No 3008
208 Algohol - Ketone Interaction -1.38783* No 3009
210 Alcohol - Cyan Interaction 0.13770" No 3011
220 1 Amine - 1 Aming Interaction 0.82184 No 3021
221 1 Amine - 2 Amine Interaction -(.29523* Mo 3022
224 1 Amine - Ether Interaction 0.07904 No 3025
226 1 Amine - Ester Interaction -0.80854"* No 3027
230 1 Amine - Aromalic O Interaction -0.75793" Ne 3031
232 1 Amine - Alcohol (a} Interaction 2.06766" No 3033
237 1 Amine - Nitro{a)} Interaction 0.06456 No 3038
239 2 Amine - 2 Amine Interaclion -0.23506™ No 3040
242 2 Amine - Ether Interaction -0.05391* No 3043
257 Thiol - Thicl interaction 0.48453 No 3058
267 Thiol - Alcohol {a) Interaction 0.24272* No 3068
274 Carboxy - Carboxy Interaction -2.42076 Ne 3075
286 Carboxy - Aromatic S Interaction -1.67665" No 3087
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I':'g Name Description dB; Example Prty SDi:; I:laof
290 Ether - Ether interaction -0.00531 No 3091
2H Ether - Epox Interaction 0.77292 No 3092
292 Ether - Ester Interaction -0.02349 No 3093
293 Ether - Ketone Interaction -0.79909 No 3094
284 Ether - ThioEther Interaction -0.50401" No 3095
295 Ether - Cyan Interaction 0.1913 No 3096
208 Ether - Alcohol (a) Interaction -0.60245 No 3099
299 Ether - Aldehyde Interaction 0.00837 No 3100
303 Ether - Nitro{a) Inleraction -.11088" No 3104
304 Ether - Iso Cyan{a) Interaction -1.35234* Ne 3105
306 Epox - Epox Interaction 3.13164" No 3106
e Ester - Ester Interaction -0.01683 No 3120
320 Ester - Ketone Interaction -0.05830 No 3121
J22 Ester - Cyan Interaction 0.18719 Ne 3123
323 Ester - Aromatic O Interaction 0.48770* No 3124
324 Ester - 6 N Ring nteraction 1.74386™ Ne 3125
325 Ester - Alcohol {a) Interaction -1.17782* No 3126
326 Ester - Aldehyde Interaction 0.12169" No 3127
332 Ketone - Ketone Interaction -0.14617 No 3133
334 Ketone - Cyan Interaction 067059 No 3135
344 ThicEther - ThioEther Interaction -0.19956" No 3145
355 Cyan - Cyan Interaction 0.26466 No 3156
357 Cyan - 6 N Ring Interaction 0.41394™ No 3158
68 Aromatic O - Aldehyde Interaction 0.22632* No 3169
n Aromatic G - 5 N Ring Interaction -0.04067* No 3172
74 6 N Ring - 8 N Ring Interaction 317913 No 3175
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';}2 Name Description dB; Example Prty g':; :?
375 6 N Ring - Alcohol (a) Interaction -0.81562* No 3176
K -4 Algohol {a) - Alcohol {(a) Interaction -0.04719 No 3183
3580 Aldehyde - Aldehyde Interaction 0.66723" No 3190
395 10 Cyan - Iso Cyan Interaction -4.23062* No 3196
401 Aromatic 8 - 5 N Ring Interaction -0.13058* No 3202
404 5N Ring - 5 N Ring Interaction -0.80379* No 3205
07 Nitro{a) - Nitre{a) Interaction -3.27452 Ne 3208
408 Nitro{a) - Iso Cyan{a} Interaction 14.86700 No 3209

Ink No. = The number with is used by the fragmentation program 1o identify the group

Ref No. — Reference number, used to order the groups since ink no's are very mixed

Size Dep - Groups with yes need to be multiplied by the number of atoms {notincl. bydrogen) in the molecule
Size Dep Group constants — Always have a frequency of 1
Prty — Group Priarity — The grder in which groups are fragmented — a lower priority is fragmented first
* - group only fitted to data for one compound

** - group only fitted to data for 2 compounds

Table A.2 Group contribution values for the logarithmic correction term

Name Description Value
Aliphatic Alcohols
D Constant terrm with a frequency of 1 -4.798
dE; The aliphatic alcohol group 6.578
dE, The aliphatic alcohol group interaction term 2.888
Aliphatic Carboxylic Acids
() Constant term with a frequency of 1 -7.162
dE; The aliphatic carboxylic acid group 41.83
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SAMPLE CALCULATIONS

Table B.1 and Table B.2 show sample calculations for two different components. The two examples

cover the usage of size dependant groups, group interactions and the logarithmic correction term,

Table B.1 Calculation for the vapour pressure of 1-hexen-3-0l at 388K

T=389.0K
1-Hexen-3-ol Na=7
Ink atoms Size Frequency  Contribution Total
No Dep
1 6 No 1 -0.00227 -0.00227
4 45 No 2 0.07545 0.1509
8 3 No 1 0.08955 0.08955
20 2 Yes 1 0.00286 0.02002
26 1 Yes 1 -0.00564 -0.03948
153 7 Yes 1 -0.04696 -0.32872
170 1,2 No - -0.02835 -0.02835
176 7 No - 521138 521138
Total Sum (dB) 5.07303
D’ Parameter
Nme atoms gi:: Frequency Contribution Total
D 7 No - -4,798 -4.798
dE 7 No 1 - 6.578 0.9397
Total Sum {D) -3.85829
B'=A+dB T, =408.2K
B' =9.42208 + 5.07303 C(Tp) = 563173 K
B' = 14,4951 PPexp = 53.33 kPa
T-T
P =exp| B'——4—+D'In I x101.325kPa
T-C(7,) T,
389-408.2 389
P = exp| 14.4951————— - 3.8583In| —— | {x101.325kPa
p( 389_53.173 (408.2)}

P*® =53.28kPa
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Table B.2 Calculation for the vapour pressure of 2-msrcapto ethanol at 364.8 K

H0\2/\ T=3648K
SH

2-Mercapto ethanol

Na=4
Ink Size S
No atoms Dep Frequency  Contribution Total
7 23 No 2 ¢.11758 0.23518
49 1 Yes 1 -0.43267 -1.73068
99 4 No 1 -0.02822 -0.02822
175 1 No - 6.69345 6.69345
Total Sum (dB} 5.16971
Group Interactions
203 14 No 1 -1.13734 -1.13734
Total Sum (Gl} -1.13734
D' Parameter
Size I
Nme atoms Dep Frequency Contribution Total
D 1 Ne - -4.798 -4.798
dE 1 No 1 6.578 1.6445
Total Sum (D) -3.15350
B'=A+dB +Gl To 42297 K
B'=9.42208 + 5.16871 -1.13734 C{Ty) = 56.200 K
B' = 13.45345 Poxp = 13.27 kPa

P = exp| B'=t- 2121 Din| L | |x101.3254Pa
T-C(T,) Ty

364.6
422.97

364.6 -422.97
364.6-56.2

P = exp(13.4535 -3.1535In( J]x101‘325kF‘a

P*® =12.68kPa
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C RIEDEL CALCULATION EXAMPLE

The following example is for the calculation of the Riedel model parameters for benzene (as
outlined by Reid et al.®). Benzene has the following properties (obtained from the DDB?):

T, =5621K P . =4894kPa T, =3533K

Riedel defined the parameters in the model (Eq. (2-21)) in terms of the parameter o, {which is

a (Eq. {(2-22)) at the critical point) as follows:
A=-35Q B=36Q C=42Q+a, D=-Q (C-1)
The variable Q was found to have the followfng dependence on o, :
Q=0.0838(3.758 - o) (C-2)

Since « is quite a complex differential the simplest method to calculate &, is to substitute Eq. (C-1),
{C-2) and the normal beiling peint (i.e. P=1atm, T =T,) in to Eq. (2-21} and solve the resulting

expression for «,_, which results in the following 2 expressions:

_ Q.315y, +InF,

_ 0315y, +Inf, C-3
% = 0.0838y, -InT, (C-3)

v, =—35+ 1376 +42InT, -T? {C-4)

o

where T, =T,/T . So for benzeneT, =0.629, then by substituting this into the above eguations

the following values for the parameters are found:

A=8938 B=-91844 (C=-39208 D=0.2554
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D EQUATIONS FOR AH/RAZ

Tahle D.t Forms of the equations for AH/RAZ for the various equations vused in this dissertation

Equati Equation for: _AH _ _dinP N
quation name | " TRAZ d(1!T) um
dnP B
Antoine d{1/T} [1 B 9)2 (D-1)
T
L 2
ain? =|n10xa[1n10x5[—fr3+(1+F)T—)(1~5)—r]
Cox d(1/T) T; T, T (D-2)
1 =exp(In10xlogA, +In10x EA-T, XF -T,))
dinP 6D
- =BT, -CT-277 ]
Riedel am) - B" s (D-3)
dinP
=8-CT -
Myrdal & Yalkowsky a(1/7) (D-4)
dinP
=B+CT+DT? -
Tu diTy (0-5)
dinP
=Alo -
aqiry” Aol
m-1 -1
2T ary 2r T
=2mT|3-21| |(m-1)[3-2-| Zinz+1
Watson o ( Tb} [( ){ TDJ 7T ] (D-6)
m -1
2r T T
=T,13-2=| [1+2m—|3-2=
’ [ TM r[ r)]
dinP
=B-CT -BT?-2ET? -
Abrams et al. d(1lT) {D-7)
dinfP
d(ﬂT] =—(6.09648 + w15,6875)Tc +(1 28862 + w13.4721)T
Lee-Kesler 5 (D-8)
-T—6(0.169347 + (1)0.'4-3577)]\"7
2
dinP __ T 2(a+1.5br”'5—0.5br"5
Wagner d(1/T}) T, (1-7) (D-9)

+3cr? - 2¢0° - 6d7° - 5d1°)
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F CALCULATION OF AHyar FROM EQUATIONS OF STATE

As stated in paragraph 2.2.1 the condition for equilibrium between 2 phases is that the chemical
potentials in both phases are equal (Eq. (2-3)). Therefore if we assume a fixed value of temperature
(dT = 0) and combine Eq. (2-3} and Eq. (2-5) for the transition from a vapour to a liquid (this is
possible because for a pure substance G = p) the following results:

J:DVdP =0 (F-1)

Then by using some simple differentiating and rearranging the following expression can be found:

VAP = d(PV) - PaV (F-2)

Combining Eq. (F-1) and Eq. (F-2):
PV V)= [ Pav (F-3)
Which is equivalent to:
[ (P-Prv=0 (F-4)

This is the mathematical expression for the so called Maxwell Equal Area Rule {MEAR). The MEAR
is illustrated graphically by Figure F.1 {the van der Waals EOS was purely used for illustrative
purposes), and states that for vapour-liquid equilibrium to occur the absolute value of area A, must
equal the absolute are of area A; (this can be easily shown by splitting Eq. (F-4) into 2 separate
integrals — by using the additivity of integral intervals). This fact can therefore be used to work out
the vapour pressure of a pure substance. Eubank and ‘u"v‘ang?'0 differentiated Eq. (F-3) using
Leibnitz's rule (which is simply an application of the fundamental theorem of calculus);

(V2 ey @) (U [9VE), [P
P{dT dT}+(v" v’){dTJ_P(dT] P["&"f"]JrI:’(TV(W)’ (F-3)
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Which simplifies to:

(v —W‘)[‘ﬁ} ﬁ:’[a’; } (av), (F-6)

The expression on the left hand side of Eq. (F-8) can be replaced by Eq. (2-11}) resuiting in the
following expression of the heat of vaporization:

= aPEOS
AH,_ =T f( — | (@v), (F-7)
v

Therefore with a pressure explicit EOS such as the SRK (Eq. (F-8}) the heat of vaporization can be
given by Eq. (F-9).

RT a
P= - F-8
(V—b] [v(vm)] (F-8)
AH s _ VS +bVe
w ol Y o), 98 1 —~—( b)Y (F-9)
RT Vi-b) dT bR | (V7 +b)V}

50 1 - o
45
40
Temperalure = 560 K
35
30 4
&
= 25
20 |
15 o
1w =
5 J
0 t + t + E—— t + |
i} 01 02 03 04 s 08 0.7 035

¥ {dm>fmol)

Figure F.1 P v, V for water at 560 K as given by the van der Waals EQS
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Eq. (F-9) is a generalised expression and depending on the alpha function that is used da/dT will

change, for the Soave aipha function Eq. (F-9) becomes:

B, _ (V2 -b)_(042748mia ) ((W )V (F-10)
RT Ve-b) | 0.08664T, | | (VS +b)V;

Eubank and Wang™® suggest using the Racket equation (Eq. (F-11)) for the saturated liquid volume
and the virial equation of state truncated to the third term (Eg. (F-12)) for the saturated liquid

volume.

_RT, e 11

1.2,6 (F-12)

However this introduces more variables and makes the equation less widely applicable (while data
(and correlations) for the 2™ vinal coefficient is widely available in the literature, data (and
correfations) for the 3" virial coefficient are more scarce). Therefore if it is assumed that the SRK
EOS provides a good estimate of the vapour pressure (which in the case of benzene it does) we
can rearrange Eq. (F-10} in terms of the compressibility factor of the liquid and the vapour and get
these values from the SRK EOS,

AH,, m[zv ~B] i [042?48:}1@}{(% + B)Z;] (F-13)

RT \Z -B) | 0.08664T, | \(Z +8B)Z,

As shown in Figure F.2, this equation can provide a moderately good prediction of the heat of

vaporization, however when showing the behaviour of AH,, /(RAZW)(Figure 2.13) it falls away

quite noticeably. The reason for this is that even though Figure F.2 seems like a good
representation, closer inspection reveals that above 500 K (T, = 0.9) the SRK prediction is an
underestimate of the data and this is consistent with what is observed in Figure 2.13. A superior
representation of the heat of vaporization can be found by using the alpha function of Twu et al.'>.
Figure F.3 shows how the Twu alpha function gives a better-quality fit up to T, = 0.97 and then it
deviates quite significantly, '
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Figure F.2 Heat of vaporization of benzene as a function of temperature (+ — data from the DDB’, — SRK prediction
Eq. (F-13))

R A S

47 T

o
o

w
[=1

k2
i

A Hvap {Nlm 0])
3

%%

-
(=]

(<]
+ 4ot

+
4

250 oo 350 400 450 500 550 (0]
Temperature {K)

Figure F.3 Heat of vaporization of benzene as a function of temperature (+ — data from the DDB?, — Twu SRK
prediction Eq.(F-14) and Eq. (F-9) in the form of Eq. (F-13))

103



G CHANGE IN THE CHEMICAL POTENTIAL

Consider the vaporization/condensation of substance A ({the +/- A refer to the fact that vaporization
of A is endothermic and condensation of A is exothermic):

A T2 A
The vaporization can be expressed in terms of the change in Gibbs free energy as follows:

AG = -, (G-1)
The change in Gibbs free energy can also be written in terms equilibrium constant (K}:

AG =-RTInK (G-2)

The temperature dependence of the equilibrium constant is given by Eq. (G-3) and is known as the

van't Hoff equation.

dinK _ AH
dT ~ RT?

(G-3)

Therefore for the vaporization of A, AH = AH,,, and since vaporization is endothermic AH,,, wili
always be a positive number, This means that an increase of temperature will cause an increase in
the equilibrium constant (Eq. (G-3)) this in turn will cause AG to be negative (Eq. (G-2)) which

therefore results in Eq. (2-2).
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H FURTHER NOTES ON DATA VALIDATION AND DATA USED

As mentioned in paragraph 3.2 the data was validated by plotting the data on the inverse
temperature log pressure axes and removing any cutliers. The main reason why such a method
was chosen is that it provides a (relatively) quick method of fairly accurately screening the data.
Unfortunately the problem with this method is that there is no real way to distinguish between good
and poor (this is not to say that the data is very inaccurate but that it is slightly less accurate than
some of the high precision data available in the database) data where there is a slight scatter. [For
examples of this type of scatter see Figure 2.16 and Figure 5.1 — while it is clear that the data is

good there is still a small scatter which is very difficult to rectify]

Data couid be screened on the basis of the journal which it comes from, however this may not
always be fair, since experimental errors are not limited to one journal and not another, similarly
with the authors, Another possibility is to produce deviation plots; however this rests on the premise
that there is some basis from which to take the deviation. No doubt for some of the more common
compounds in the database (benzene, hexane etc.) such a basis does exist (e.g. using accurate
Wagner parameters to generate a curve) and could be used fairly successfully, however these
compounds are in the mincrity and are then subject to external factors (the accuracy of the
parameters). Another approach that was tried was to take the deviation of the data relative to the
line joining the highest and the lowest value. This approach made it very difficult to gauge if the
proper shape of the curve was being maintained. Also for some compounds the endpoints of the
dataset were erroneous which lead to garbage being produced. For this reason the only viable
option which presented itself was to use the 1/T vs. InP method that was used.

It is for this reason that the errors in section 2.2 may seem a little more inflated that they should be.
For example one would expect the Wagner equation to be able to reproduce the benzene or
hexane curves to within a fraction of a percent. Indeed, which a set of highly accurate data, it can.
However since all the errors reported for this work and the work of Nannoolal were taken relative to
the data that is contained in the database, these same data were used to provide a fairer, more
useful comparison.
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