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Abstract

Component-based automatic face recognition has been of interest to a growing num-
ber of researchers in the past fifteen years. However, the main challenge remains the
automatic extraction of facial components for recognition in different face orienta-
tions without any human intervention; or any assumption on the location of these
components. In this work, we investigate a solution to this problem. Facial com-
ponents: eyes, nose, and mouth are firstly detected in different orientations of face.
To ensure that the components detected are appropriate for recognition, the Support
Vector Machine (SVM) classifier is applied to identify facial components that have
been accurately detected. Thereafter, features are extracted from the correctly de-
tected components by Gabor Filters and Zernike Moments combined. Gabor Filters
are used to extract the texture characteristics of the eyes and Zernike Moments are
applied to compute the shape characteristics of the nose and the mouth. The texture
and the shape features are concatenated and normalized to build the final feature vec-
tor of the input face image. Experiments show that our feature extraction strategy
is robust, it also provides a more compact representation of face images and achieves

an average recognition rate of 95% in different face orientations.
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Chapter 1

Introduction

1.1 Motivation

The main security concern of governments and organizations all over the world nowa-
days is the fight against organized crime. This mobilisation reached a turning point
with the 11 September 2001 attack in the United States where terrorists have dis-
closed to the world, the weaknesses of all the security techniques that have been
implemented so far for identifying people at the entrance and the exit of sensitive

areas.

Traditionally, human beings are identified in several situations in their daily life;
either when using a key to open the door of their houses, log in a system via a pass-
word, or gain access to automated systems such as cell phone, online banking devices,
offices or secure spaces in certain buildings with a PIN code. However, these means of
identifying people have shown their limits. In fact, keys to open a door, as password
and PIN code can be lost or stolen. Particularly, password and PIN code can be
forgotten or neglected by their owners. These weaknesses make the security measures
based on such tools less reliable and inefficient nowadays. The direct consequence is
that, security mechanisms based on biometric technologies are gaining acceptance by
individuals, companies, organisations, and governments, as alternative security means
for protecting their systems. The advantage of biometric technologies over the tra-
ditional security means based on keys, passwords, and PIN codes is that a biometric
signature cannot be borrowed, stolen, or forgotten, and it is practically impossible to
forge it. Biometric technologies are being used in security banking systems, mobile

phones, immigration, health, authentication systems, and many other applications.
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Biometrics is the study of methods or techniques for uniquely identifying or rec-
ognizing a person, based on one or more physiological or behavioral traits. The phys-
iological traits are related to the shape of the human body, whereas the behavioral
traits refer to the human behavior. The widely used human physiological biometric
traits include: fingerprint, face, iris, retina, and gait. The main human behavioral
biometric traits are : dynamic signature, voice, Deoxyribo Nucleic Acid (DNA), and
keystroke. Basically, a human physiological or behavioral trait is used as a biometric

characteristic as long as it satisfies the following requirements [48]:

e Universality (Everyone should have it),

e Distinctiveness (No two should be the same),

e Permanence (It should be invariant over a given period of time) and
e Collectability (Could be collected easily).

In the real life applications, three additional factors should also be considered:

e Performance (accuracy, speed, resource requirements),
e Acceptability (it must be harmless to users) and

e Circumvention (it should be robust against various fraudulent method).

Although many researches in biometric recognition have demonstrated that the best
biometric solutions nowadays are those combining at least two biometric traits, also
called multimodal biometric systems [5, 32, 74, 78, 98], human face have been a
subject of interest to a growing number of researches in biometric recognition over
the recent years. The reasons being that, not only does the human face meet the above
criteria of a good human biometric trait, but also face recognition systems are useful
in many applications including: public security, law enforcement and commerce, such
as mug-shot database matching, identity authentication for credit card , passport
and driver license, access control, information security, and intelligent surveillance.
Furthermore, face recognition taken alone has a great advantage over other biometric
technologies in that it is non-intrusive and user-friendly [94]. In fact, face images can

be captured at a distance without any cooperation from the user. Therefore, face
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recognition technologies need an ongoing improvement in order to fit the needs of

their broad application domains.

1.2 Research Objectives

Many authors [94, 40] argue that the main problems with the existing face recog-
nition systems are that they are still highly sensitive to environmental factors such
as: variations in facial orientation, expression and lighting conditions during image
acquisition. It has been reported that designers of face recognition systems could
alleviate these problems by focusing their feature extraction algorithms on the facial

components instead of the whole face image [19, 38, 80, 93].

In this dissertation, we aim to:

1) Investigate how to detect accurately facial components (eyes, nose, and mouth),
given inputs gray scale face images taken in different orientations, for an ac-
curate face recognition and the most robust feature extraction algorithms that
could be applied on the facial components once detected, so that we could

represent more accurately and compactly each input face image.

2) Apply an efficient classification/recognition technique on the feature vectors

obtained in order to assess the feasibility of the implemented model.

3) Design and implement a robust face recognition system based on the key com-

ponents of the face.

4) Compare the performance of the implemented model with existing one.

1.3 Dissertation Outline

Chapter 2 presents the background on human biometric characteristics and the state
of the art in components-based face recognition. In chapter 3, feature extraction,
learning and classification methods are discussed. Basic image processing operations
are presented as well. Chapter 4 presents the overview of the face recognition system

and provides detailed information on its implementation. Experimental results and
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discussions are carried out in chapter 5. A conclusion and discussion of possible future

works are presented in chapter 6.

1.4 Original Contribution in the Dissertation

The original contributions in the dissertation are presented in Chapter 4 and include:

1. In Section 4.3, we propose an adaptive strategy for detecting facial components
(the eyes, the nose and the mouth) for an accurate face recognition. An input
gray scale face image is first binarized and the connected components of the
resulting image are computed. Thereafter, an iterative strategy is employed to
remove the irrelevant components. The iteration terminates when the remaining
components are most probably the targeted components. This work has been

published in the proceedings of IPCV’08 in July 2008 [25].

2. In Section 4.3, we investigate the validation of the facial components once de-
tected. The centroid of each detected facial component is computed. The angles
at the sides of the two first centroid with lower y-coordinates in the face space
are computed. The difference of these angles is further calculated. The two
angles and their difference are used to construct a triplet. Finally, the triplet is
used to classify the set of facial components detected into the class of correctly
detected facial components or the one of the wrongly detected facial compo-

nents. This work has been published in the proceedings of PRASA 2007 [24].

3. In Section 4.4, we propose a robust feature extraction framework for face recog-
nition. The textures of the eyes are extracted with Gabor Filters and the shapes
of the nose and the mouth are computed with Zernike Moments. The texture
features and the shape features are concatenated and normalized to build the
final biometric signature of the input face image. This work has been published

in the proceedings of ICITA 2008 [26].



Chapter 2

Literature Review

2.1 Introduction

Biometric field studies the identification of people based on their behavioral or phys-
iological characteristics. In this chapter, we provide a brief presentation of biometric
traits. Thereafter, we review the state of the art in components-based face recognition

in order to highlight the current challenges in the field.

2.2 Human Biometric Traits

2.2.1 Behavioral Traits
Voice/speaker

Speaker recognition or voice recognition is the task of recognizing people from their
voices. It has been proven that human speech contains information about the identity
of the speaker [8]. In [39] Kim et al. have classified this information into two cate-
gories: Low-level and high-level. High-level information include, the language spoken,
the speech pathologies, the physical and emotional state of the speaker. Referring
to the actual state of researches in the field, these features are currently only recog-
nized and analyzed by humans. Low-level information denote the information like
pitch period, rhythm, tone, spectral magnitude, frequencies, and bandwidths of an
individual’s voice. These features are used by automatic speaker recognition (ASR)
systems. The first work carried out in the area was done by Lawrence Kersta at
the Bell Labs [8] in the early 1960s. He used an electro-mechanical device to pro-
duce a speech template called voiceprint from a speech of a person. Modern speaker
recognition systems use a standard microphone to capture the speech signal. From
the speech signal captured, the voice feature is extracted and the speech modelling

is carried out. Once the modelling is done, the pattern classification is performed
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prior to the recognition [39]. In the literature, the most robust algorithms used for
feature extraction in speaker recognition are principal component analysis (PCA)and
independent component analysis (ICA) [39, 52, 47]. The main technique employed
for speech modelling is the Hidden Markov Models (HMM) [8, 39, 52]. The pattern
classification is based on pattern matching algorithms.

Typically, a speaker recognition system employs three styles of spoken input: text-
dependent, text-prompted, and text-independent [8, 47]. The text-dependent ap-
proach requires a user to pronounce the same text as the training data. In this case,
the text to be spoken is known since the enrollment and could be a fixed text or a
phrase. In text-prompted systems, the speaker is asked to speak a prompted text
which could be any kind of text. This type of speaker recognition systems involves a
much more elaborate recognition model than text-dependent systems where the text
is always the same. Text-independent approach requires little or no cooperation from
the user. In fact, the enrollment may happen without the user’s knowledge; some
recorded pieces of speech may suffice. This approach is more often used for speaker
identification, whereas the two previous approaches are more suitable for verification.
Text-independent is also completely language independent. However, since only gen-
eral speaker-specific properties of the speaker’s voice are used, the accuracy of the
recognition is reduced.

The advantage of voice/speaker recognition technology is that very affordable hard-
ware is needed. In fact, in most computers a soundcard and a microphone are im-
plemented. However, there are some disadvantages too. Firstly, the human voice is
variant in time, then the template needs to be reacquired after a certain time, which
is cumbersome practically. Secondly, the human voice could be influenced by factors
such as cold, hoarseness, stress, emotional states or puberty vocal change. Also, the

human voice is not as unique as strong biometric traits like fingerprint and iris [8].

Keystroke

Keystroke recognition also called keystroke dynamics by certain authors is the bio-
metric field that studies the identification of individuals based on the manner they
type on the keyboard of a computer. As almost all sensitive information of com-

panies and organizations are accessed online nowadays, keystroke recognition is the



7

means of providing strong authentication protection against online fraud and theft
for access to networks, systems or internet based applications [54]. Keystroke feature
is extracted from the typing behavior of a person, based on parameters such as the
latencies between successive keystrokes, keystroke durations, finger placement and
the way fingers are pressed on the keys [31]. Once the features are extracted, they
are processed through an algorithm that compares the person’s typing behavior to a
sample collected in a previous session; the output of the comparison is a score, which,
when greater than a conveniently chosen threshold, leads to positive identification
or verification of a user [31, 54]. Algorithms used in keystroke dynamics encompass
K-means, Expectation Maximization on Gaussian Mixtures, Hidden Markov Model
(HMM), and probabilistic neural networks [53].

Over other biometrics solutions, keystroke dynamics has the advantages of being easy
to implement, affordable and user-friendly. In fact, it is software-based and does not
require additional hardware[54, 66]; thus, its cost is lower. Furthermore, users being
authenticated are not aware of any difference in their habits as the same keyboard and
the login process used before are used for authentication [31, 54]. The disadvantage
is that its use did not solve the problem of users having to remember their passwords
for any access. Furthermore, the technology is in its early stage and has not been

tested on a wide scale [66].

Gait

The way a living person walks can be used to determine his/her identity. This asser-
tion is supported in [9, 42, 56] where it is reported that the gait of a living person
contains certain parameters such as the body mass, the limb length, and the habit-
ual posture, that are unique to every individual. Computer vision community has
classified the gait as a biometric signature that can be used to automatically identify
people. The corresponding research area is called automated gait recognition. In re-
cent years, the topic has been very attractive judging from the number of papers that
are found in the literature. This effervescence is due to the fact that automated gait
recognition seems to be more suitable for passive surveillance than most biometric
technologies, as the gait can be measured at a distance without any cooperation from

the subject, even in low resolution video [4, 56].



8

Practically, automated gait recognition consists of capturing the image of a walking
person, localize and extract the silhouette image. From the silhouette image, param-
eters such as the width of the outer contour and the optical flows are computed [99]
and techniques based on linear and stationary analysis of the gait marker trajecto-
ries [51] are applied in order to derive the gait signature. In [99], Rong et al. have
explained that the derived signature contains the temporal dynamics of the gait of
the subject, whereas the trajectories of the corresponding joint position reveal the
spatial-temporal history. Once the gait signature is obtained, it is used to compute
features such as knee stride width and knee elevation, ankle stride width and ankle
elevation, which will be used for classification and recognition. Only few algorithms
are found in the literature focusing on gait classification/recognition; they encompass
optical flow structure from motion approach [4], self-correlation, principal component
analysis [56], and Hidden Markov Model (HMM) [99].

The main problem in automated gait recognition that is also encountered in face
recognition, is that of the position of the subject during the image acquisition. In
fact, like with automated face recognition, the gait recognition performs very well
when the image of the subject is captured when he/she is placed in a frontal view.
However, the case where the subject appears in a side view remains a challenging

problem in the area.

Signature

Affixing his/her signature on a document is indubitably among the most habitual
administrative tasks every individual performs in his/her day to day activities, as it
is the commonly acceptable means to endorse his/her responsibility. In the biometric
research community, this type of signature also called off-line signature [50, 88| has
been an active subject of research in the past 30 years [50]. The identification process
was carried out by scanning a signature of a person from a paper, extract its shape
and exploit it to either accept or reject the claimed identity. However, the results
obtained were far from being perfect and do not provide the required accuracy for
many security problems; the reasons being the fact that a signature written on a
paper can be forged or mimicked by intruders to fool the system, and two successive

signatures of the same person can be different due to noise introduced by the scanning



9

device or a difference in pen width. Nowadays, the research endeavors in the field
focus on the dynamic signature or on-line signature, encouraged by the emergence
of modern portable computers and personal digital assistants (PDAg) in business
environments, which employ handwritten input devices. In the literature [50, 88], it
is recognized that on-line signature is more unique and difficult to forge than off-line
signature. In fact, in addition to the shape information used in off-line signature,
dynamic features like speed, pressure and capture time of each point on the signature
trajectory are involved in the classification [50, 70, 88]. One important application
of on-line signature recognition today is its use in intrusion detection in computer
networks systems, that allows reducing the rate of fraud in online bank transactions
based on credit card and checks [88, 95].

In practice, the signature of a person is acquired using special equipment; the most
common is a digitalizing tablet [50]. Afterwards, parameters of the signature are ex-
tracted and compared to the templates signatures stored in the database to recognize
or reject the given signature.

The most popular algorithms used in dynamic signature or on-line signature recogni-
tion are Time Warping and Dynamic Matching (DTW)[50, 70, 88], Neural Networks
[50, 70], and Hidden Markov Model (HMM) [50, 70, 88].

The drawback of on-line signature is that, a human signature can change over time
and it is not nearly as unique or difficult to forge as iris patterns and fingerprint.
However, the signature’s widespread acceptance by the public makes it more suitable

for certain low-security authentication 