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Abstract

Network coding (NC) has recently emerged as a new solution for improving network perfor-
mance in terms of throughput and reliability. Coding operations over the network information
flows can be performed both at the source and at intermediate nodes where re-encoding
operations allow capacity achievability both for noiseless and noisy networks. However, the
multi-user nature of NC and its inherent applicability to versatile flow engineering across
all layers of the protocol stack, call for novel wireless system design approaches. The
goal of this thesis is to study the design of NC as a network functionality offered to the
5G wireless communication service designers. The design would facilitate the control of
network throughput, reliability, and connectivity over 5G wireless networks. The main
objectives of this thesis are: (i) to develop a packet-level NC architectural design that could
work as a traditional network function (NF) or be easily integrated in current proposals of
virtualized network architectures, (ii) to develop a matricial model that allows us to analyze
the corresponding error probabilities of different NC schemes over multi-hop line networks,
a simple but common in practice network model, (iii) to develop a methodology to compute
and evaluate the finite-length coding performance of different NC schemes which could be
selected as the operational NC scheme for the designed NC functionality (NCF), and (iv) to
apply the proposed NCF design and validate its performance for a complete use case in 5G
networks.

The contributions of this thesis are the following. We first develop a design of Network
Coding Functionality as a toolbox of NC design domains and show how it can be integrated
in current virtualized infrastructures. Second, we evaluate the finite-length performance
of different network codes using random vs Pascal matrices. We model the encoding,
re-encoding, and decoding process of different coding schemes in matrix notation and
corresponding error probabilities. We then propose a binary searching algorithm to identify
optimal coding rate for some specific target packet loss rates given a pre-defined coding block-
length. We will focus on capacity-achieving codes and coding schemes with scheduling for
representative scenarios and show the achievable rate-delay trade-off between random codes
and structured codes with scheduling. In the last part of this thesis, we validate the proposed
NCF design for a complete use case to enhance connectivity of Mobile Ad-hoc Network



viii

(MANET) devices over converged satellite-cloud networks in emergency applications. The
key insight is that in an emergency scenario there may not be direct access to fog or cloud
computing, which will then be provided via satellite and the only local computational
resources available are the MANET devices. To solve this situation, we define a packet-level
NCF with inputs from data service quality targets, local computation constraints and per-path
statistics. Outputs are centrally-optimized coding rates balancing per-node computational
resources and resulting coverage.
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Chapter 1

Introduction

1.1 Motivation

NC has attracted much attention in recent years as key concepts for 5G networks to provide
flexibility and substantial gains in network throughput and reliability [2–7]. The performance
of NC depends on the deployment of special nodes on the path, known as the coding points,
that perform re-encoding the coded packets from the source in order to allow capacity
achievability both for noiseless [8] and noisy networks [9].

From a practical point of view, the multi-user nature of NC and its inherent applicability to
versatile flow engineering across all layers of the protocol stack, call for novel wireless system
design approaches. As a result, there is a need for a possible way forward to the design of NC
as a network functionality offered to the 5G wireless communication service designers. There
are already prototypes that show the integration of NC into current proposals of virtualized
architectures. For example, authors in [3, 6] provided a prototype with the implementation
of NC as an additional NF via virtual machines (VMs) by sharing system resources. More
recently, an adaptive NC scheme is proposed in [4] to enhance the transmission efficiency for
the Internet of things core network with Software-Defined Networking (SDN) formed by the
smart devices. The coding rate of NC can be adjusted in a centralized manner at the SDN
controller. However, a unified framework for the design of NC as a NF is currently missing.

Therefore, the goal of this thesis is to design and evaluate the performance of a packet-
level Network Coding Functionality, NCF, operating as a NF to facilitate the control of
network throughput and reliability over 5G wireless networks. We then work out a complete
case study for controlled achievable rate and connectivity of MANET devices over converged
satellite-cloud networks in emergency applications where providing reliable communication
services over wireless networks is a challenging problem due to high packet loss rates and
stringent delivery requirements of the emergency services. The communication scenario in
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this thesis is part of the network model in the EU H2020 GEO-VISION research project
[10], where the application was packet-level NC to provide reliable video transmission in
situational awareness scenarios. More specifically, our work proposes a NCF design that
could work as a traditional NF or be integrated with virtualization technology so that tailored
designs can be implemented in software and deployed over virtualized infrastructures e.g.,
Network Function Virtualization (NFV) [1] and/or SDN [11, 12]. We then measure and
analyze the performance of the proposed NCF in terms of achievable rate and connectivity
for some data service quality targets, local computation resources at the nodes, and per-path
link statistics.

1.2 Objectives

Based on the motivation described above, the high-level objectives of this thesis are the
following:

• Objective 1: Develop a packet-level NC architectural design that could work as a
traditional NF or be easily integrated in current proposals of virtualized network
architectures.

– Our first objective focuses on developing a NC architectural design with a generic
functional design. The proposed design will be then integrated into the current
virtualized network architectures e.g., NFV and SDN, as a toolbox of NC design
domains so that NC can be implemented as a NF (i.e., NCF) over different
physical networks.

• Objective 2: Develop a matricial model that allows us to analyze the correspond-
ing error probabilities of different NC schemes over multi-hop line networks, a
simple but common in practice network model.

– As part of the NC coding domain in the NC architectural design, we first develop
a generic matricial model that will allow us to model the encoding, re-encoding
and decoding function of different NC schemes. We then provide an in-depth
analysis of the corresponding packet loss rates (PLRs) of the considered NC
schemes over multi-hop line networks. This should be obtained via theoretical
analysis and/or simulation results.

• Objective 3: Develop a methodology to compute and evaluate the finite-length
performance of different NC schemes which could be selected as the operational
NC scheme for the designed NCF.
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– Our next objective is to propose a methodology to compute the optimal finite-
length coding rate and achievable rate for different NC schemes over line networks
given a pre-defined coding block-length for some target PLR requirements. The
results obtained by applying the proposed methodology for representative network
scenarios will reveal the pros and cons in terms of achievable rate and average
in-order packet delay at the destination node, and coding overhead with regard
to different NC schemes. This is useful for the selection of the operational NC
scheme for the NCF proposed in the first objective.

• Objective 4: Apply the NCF design developed in Objective 1 and validate its
performance for a complete use case in 5G network scenarios.

– Our forth objective is to apply and validate the NCF design achieved from the
above objectives for a study case e.g., enhancing connectivity of MANET devices
over converged satellite-cloud networks in an emergency situation where the
communication scenario is part of the network model in the EU H2020 GEO-
VISION project [10]. Specifically, we propose the use of per-flow NC which
is provided by a NCF. The inputs of the NCF are from data service quality
targets, computational resources, and per-path statistics whereas the outputs are
the optimal finite-length coding rates balancing per-node computational resources
and resulting coverage.

This thesis has taken and generalized the ideas developed and solved in the EU H2020
GEO-VISION project to an academic level with the appropriate modeling.

1.3 Structure and Contributions of the Dissertation

We have studied the design of a Network Coding Functionality by first proposing the design
domains of NC and the integration of NC as a NF into current virtualized architectures, then
modeling and evaluating the performance of different NC schemes which could be used by
the NCF. Finally, we validate the proposed NCF design for a complete use case to enhance
the reliability of communication over converged satellite-cloud networks in an emergency
situation.

The structure of this thesis is based on the main objectives reflected in Chapters 3-6.
More specifically, the contributions per chapter are summarized as follows:

• Chapter 1 introduces the doctoral thesis. This chapter presents the motivation,
objectives and major contributions of the thesis. Furthermore, we introduce the
structure of this thesis and the list of the contributions related to the work in the thesis.
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• Chapter 2 provides the reader with the preliminaries on the context used in this
thesis. In particular, we first describe the preliminaries on the network scenario that we
will use for the use case to validate the performance of the proposed NCF. Second, we
justify our proposed work with respect to the state-of-the-art. Then, we review some
applications of NC for emergency situations. Finally, considering video or images as
illustrative traffic for the use case, we provide a literature review of NC applications
for delay-constrained network services over multi-hop wireless networks.

• Chapter 3 focuses on the design of Network Coding Functionality as a toolbox of
NC design domains. This chapter contributes to the achievement of Objective 1. The
main contributions from this chapter are as follows.

– We propose an architectural design for NC which includes a functional domain
design that enables virtualization-based design.

– We also illustrate the integration of the proposed NC design into virtualized
infrastructures e.g., SDN and NFV, as a toolbox of NC design domains to allow
flow engineering tailored to service operational intent.

• Chapter 4 focuses on evaluating the finite-length performance of different net-
work codes which could be selected as the operational network code for the NCF.
This chapter contributes to the achievement of Objectives 2 and 3 by modeling and
comparing the performance of different linear NC schemes (using random and Pascal
(algebraic) coefficients) over multi-hop line networks. The main contributions from
this chapter are as follows.

– We model the encoding, re-encoding, and decoding process of different linear
coding schemes in matrix notation and corresponding error probabilities.

– We propose a binary searching algorithm to identify optimal coding rate for some
specific target PLRs given a pre-defined coding block-length.

– We apply the proposed methodology to compute the optimal finite-length coding
rate, achievable rate, and average in-order packet delay for representative number
of links and per-link erasure rates. Our simulation results show that for small
block-length, the optimal coding rates follow exponential behaviour which could
be a challenging issue for the designer of adaptive NC solutions. Further, our
methodology is useful to characterize the throughput/delay trade-off between
capacity-achieving vs non-capacity achieving schemes in the finite-length regime.
Our results aim to guide the network designer to identify the best choice of
practical codes and coding rates depending on the user-case.
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• Chapter 5 focuses on the validation of the proposed NCF design for a complete
use case to enhance the connectivity of MANET devices over converged satellite-
cloud networks in emergency applications. This chapter contributes to the achieve-
ment of Objective 4 by presenting a complete solution to tackle the problem of enhanc-
ing MANETs coverage for emergency scenarios. The main contributions from this
chapter are as follows.

– We define a packet-level NCF with inputs from data service quality targets, local
computation constraints and per-path statistics. Outputs are optimal coding rates
balancing per-node computational resources and resulting coverage.

– We formulate, solve and analyze the centrally-controlled optimization problem
for typical values of computational resources at the nodes.

– Simulation results show that our solution not only makes connectivity possible,
but also provides gains of orders of magnitude with respect to currently used
routing.

• Finally, Chapter 6 draws the final conclusions of the thesis and proposes the
future lines of research.

1.4 List of Contributions

The work leading to this thesis has been presented in different scientific publications as well
as in a number of project deliverable reports. Following are the list of contributions:

JOURNALS

1. Tan Do-Duy, P. Saxena, and M. A. Vázquez-Castro, “Finite-length Performance
Comparison of Network Codes using Random vs Pascal Matrices”, under review in
IEEE Wireless Communications Letters (Q1, IF=3.096), August 2018.
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Chapter 2

Preliminaries

This chapter presents the preliminaries related to our use case of the proposed NCF for
enhancing the connectivity of MANET devices over converged satellite-cloud networks in
emergency applications. Specifically, Section 2.1 introduces the network scenario for the
use case. Section 2.2 justifies our proposed work w.r.t. the-state-of-the-art. Section 2.3
provides an overview of NC for emergency applications. Finally, Section 2.4 introduces some
applications of NC for reliable delay-constrained services over multi-hop wireless networks.

2.1 Preliminaries on the network scenario

The system architecture for our use case of the NCF in emergency applications is illustrated in
Fig. 2.1. Several communication devices of every MANET have their communication paths
defined according to known protocols [13–16] or 5G Device-to-Device (D2D) technology
[17–21]. The mobile devices represent e.g. relief teams or any other kind of communication
scenario in such an emergency situation. Under such scenario we assume D2D technology to
enhance MANETs communication for emergency applications. We assume D2D as it is a
promising 5G technology for direct communication between mobile devices [18, 19]. Due to
unreliable MANET links, transmission may be highly impaired and coverage reduced, which
is very undesirable in an emergency situation. This problem was addressed in the EU H2020
GEO-VISION research project [10], a project for mission-critical communications.

Increasing the MANET connectivity in number of hops to enhance the MANET coverage
(to e.g. relief teams) calls for the use of per-flow NC. The use of NC technology [22–
24] allows to guarantee reliable transmission over several hops thus ensuring sufficient
coverage and reliable exchange of data between devices in the field and headquarters or
cloud resources. While it is well known that NC can theoretically achieve capacity, it is also
known that computational resources are necessary for the required encoding, re-encoding
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and decoding functionalities, which may require high energy consumption of MANET
power-limited devices. The usual solution to such computational problem is to access local
computational resources such as fog computing resources known as cloudlets or any sort of
micro data center that is geographically accessible and suitable for mobile computation.

Internet

Cloud Computing

Information Data Flow
Control Data Flow

X

Fog Computing

Fog Computing

Disaster 

area

Gateway

On-site Coordination

Fig. 2.1 Illustration of a network scenario with MANETs assisted by 5G converged satellite-
cloud networks. An emergency situation disconnects MANETs from local terrestrial connec-
tivity and computational resources. Black arrows represent information data flows and red
arrows represent control data flow to assist MANET communication.

Within this context, our scenario of interest is the case where there is no access to
terrestrial connectivity nor to some local data center for fog computing due to some emergency
situation. Hence, the computational issue needs to be addressed in a centralized way, for
which we propose the design of a network coding functionality, NCF. This NCF should take
as inputs the data service operation quality targets, the local computation constraints and
per-link per-path erasure statistics, all available under 5G D2D assumption. The NCF outputs
optimal coding rates balancing computational resources and resulting coverage taking into
account delay constraints.
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2.2 Justification of Our Proposed Scenario w.r.t. the-state-
of-the-art

Our proposal differs from state of the art proposals as follows. There are related work
considering satellite and/or cloud networks for emergency scenarios [13, 25, 26, 16], however,
they differ from our work. For instance, in [13] an architecture was proposed that an
emergency network includes temporary mobile stations to allow the communication between
the control centers and the first responders in the disaster area through satellite. In another
work [25], emergency communication between the first responders and the control centers
was performed through either backbone networks or satellite. Yet, in [13, 25] the advantages
of the cloud to the management and control of the networks have not been taken into account.
More recently, a comparative survey of legacy and emerging technologies for the public
safety networks based on Long Term Evaluation was presented in [26]. Furthermore, authors
in [16] studied high-level vision of emergency communications in 5G cloud computing
paradigm and the challenges that service operators need to overcome in order to satisfy the
strict requirements imposed by emergency services. However, the proposed work in [26, 16]
does not involve satellite.

In addition, the combination of 5G D2D and the cloud for other scenarios has been
studied in various work [17, 27, 28]. For instance, authors in [27] presented a mechanism to
reduce energy consumption for data centers in cloud-assisted D2D networks. More recently,
in [28] a dynamic algorithm is proposed to reduce energy consumption of both routing and
searching services for MANETs assisted by the cloud when link breakages happen due to
the mobility of nodes. In [17], authors introduced a D2D based mobile cloud architecture to
maintain the communication between devices in public safety applications where a dense
deployment of devices is assumed to create a large number of interconnected small mobile
clouds with the support of local cloud heads and a SDN controller. However, different from
the existing work, we consider the interconnectivity of separate MANETs with the support
of the combined satellite-cloud networks.

2.3 Network Coding for Emergency Applications

NC can be classified as either inter-session or intra-session [29]. The former focuses on solv-
ing bottleneck problems and reducing the number of transmissions by allowing packets from
different sources/flows to be coded together. Therefore, it decreases interference between
the links in wireless networks and increases the overall network throughput. However, its
drawback is not resilient to packet losses in the system. On the other hand, intra-session NC
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leads reliability enhancement in wireless networks with smaller number of transmissions
than the feedback-based scheme without NC. This approach exploits the link diversity by
combining different packets from the same source/flow. Intra-session NC usually relies on
linear network codes to encode and decode packets in a group with coefficients chosen from
a finite field.

Emergency communications should be reliable and flexible for disaster aid and relief
operation. NC is thus a promising solution to enhance reliability and robustness for data
transmission in such scenarios. For example, authors in [30] presented an implementation of
network infrastructure with NC to deliver large files from a source to a destination e.g., a
real-time video from a cellphone to a helicopter. Intra-session NC is applied at the source
node while surrounding nodes simply forward overhearing packets. At the destination,
decoding process is performed to recover the original file. NC helps to improve the numbers
of files delivered compared to fragmentation in the presence of packet loss or disruptions.
The advantages come from spatial diversity by surrounding nodes where various nodes may
repeat different pieces of a file due to link disruption by channel condition or busy relays.
In [31], NC is employed to improve the packet delivery probability in an intermittently
connected network which utilizes mobile networks with cooperation between nodes to create
message replication. Main targets are to maximize the delivery ratio and minimize the
overhead ratio. In addition, authors in [32] designed a novel NC aided Multi-Input Multi-
Output scheme for combating the deleterious effects of both shadow fading and Rayleigh
fading in hostile wireless channels. The proposed model leads to ambulance-and-emergency
communications. A powerful space-time code is proposed for providing a near-capacity
performance in fast fading environments. NC is herein used to obtain a further spatial
diversity gain for combating slow fading effects by obstacles. In [33], a novel perceptual
semantics for multimedia communications is proposed to enhance situation awareness in
human-analysis-driven processes as in emergency operations. The work in [33] mainly
focuses on application-layer optimization with adaptive NC at the network layer, which
assumes a network architecture as a first-in first-out with finite queue.

2.4 Reliable Delay-constrained Services with NC

Delay-constrained network services e.g., video streaming, are a clear application over
MANETs to benefit from the improvements of network throughput and reliability offered
by NC [34]. For instance, [35] took into account the importance of video packets in code
selection by combining ideas from throughput enhancement and prioritized transmission for
improving video quality such as distortion and packet delay. In [36], a joint optimization of
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video coding and rate allocation was proposed for video delivery in heterogeneous networks
with NC employed at access points in order to minimize the load on the BS. In [37], random
linear NC (RLNC) was used at intermediate helpers to minimize the load on the central
video servers. However, the paper [37] only considered a two-hop network model between
the video servers and end-users connected over the helpers. Most recently, [38] combined
layered approach with RLNC into the design of optimal feedback-free broadcast schemes
over single-hop networks. Different from the existing work, our work investigates NC as a
NF for video streaming over wireless systems with multi-hop coverage extensions. Our main
objective is that the transmission of delay-constrained network traffic should be optimized in
terms of the efficient use of network resources while meeting the timely delivery requirements
of the network services through network-controlled degrees of reliability.





Chapter 3

Network Coding Functionality

Virtualization technologies (e.g. NFV and SDN) have been proposed as a promising design
paradigm by the telecommunications sector to facilitate the design, deployment, and manage-
ment of networking services. Essentially, it separates software from physical hardware so
that a network service can be implemented as a set of virtualized network functions (VNFs)
through virtualization techniques and run on commodity standard hardware. Therefore, (vir-
tualized) NFs can be instantiated on demand at different network locations without requiring
the installation of new equipment. This key idea helps network operators deploy new network
services faster over the same physical hardware which reduces capital investment and the
time to market of a new service. Now it is the turn for the telecommunications technolo-
gies to detach the software from the hardware where the telecommunications functions run.
Such detachment demands functionalities and infrastructures to be designed under such new
paradigm.

As an innovative technique towards the implementation of NFs, virtualization technolo-
gies are clearly a NC design option as it would make NC available as a flow engineering
functionality offered to the network. The integration of NC in existing virtualized network
architectures will enable the applicability of NC in future networks (e.g., upcoming 5G
networks) to both distributed (i.e., each network device) and centralized manners (i.e., servers
or service providers). For instance, the European Telecommunications Standards Institute
(ETSI) has proposed some use cases for NFV in [39], including the virtualization of cellular
base station, mobile core network, home network, and fixed access network, etc.

In this chapter, we first propose an architectural design framework for NC which includes
a generic functional design that enables virtualization-based design. We then show how our
proposed NC design can be integrated as a NF i.e., a network coding functionality (NCF), in
existing virtualized network architectures.
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3.1 Contributions and Structure

3.1.1 Contributions of the Chapter

This chapter presents the contributions that meet Objective 1 of this thesis, as defined in
Section 1.2:

• Objective 1: Develop a packet-level NC architectural design that could work as a
traditional NF or be easily integrated in current proposals of virtualized network
architectures.

– Towards the first objective, we propose an architectural design for NC which
includes a generic functional design domain that enables virtualization-based
design. We also show how NC can be integrated in virtualized infrastructures e.g.,
NFV and SDN, as a toolbox of NC design domains to allow flow engineering
tailored to service operational intent.

3.1.2 Structure of the Chapter

In the rest of this chapter, we first propose NC architectural design domains. In Section
3.3, we define common elementary functionalities of the NC functional design domain. In
Section 3.4, we present the integration of NC in current virtualized infrastructures as a NF.
Finally, in Section 3.5, we conclude the chapter.

3.2 NC Architectural Design Domains

Follow the design proposal in [40], this section distinguishes three domains for the design of
NC engineering solutions.

• NC coding domain - domain for the design of network codebooks, encoding/decoding
algorithms, performance benchmarks, appropriate mathematical-to-logic maps, etc.
Note that this is a domain fundamentally related to coding theory.

• NC functional domain - domain for the design of the functional properties of NC to
match design requirements built upon abstractions of

– Network: by choosing a reference layer in the standardized protocol stacks and
logical nodes for NC and re-encoding operations.
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– System: by abstracting the underlying physical or functional system at the
selected layer e.g. SDN and/or function virtualization.

Note that this is a domain fundamentally related to electrical engineering and com-
puter science. However, note that while traditionally electrical engineering has been
concerned with physical networks and computer science with logical networks, virtual-
ization brings both disciplines closer to each other.

• NC protocol domain - domain for the design of physical signaling/transporting of the
information flow across the virtualized physical networks in one way or interactive
protocols.

In Figure 3.1, we show three domains of NC architectural design. The domain clearly
relevant for NC to be designed as a NF is the NC functional domain and we develop this
domain in the next section.

Fig. 3.1 NC architectural design framework and its integration in ETSI NFV architecture in
[1] as a toolbox of NC design domains.
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3.3 NC Functional Design Domain

Our proposed set of basic NC functionalities are distributed into three hierarchical levels based
on their significance, universality and availability. Figure 3.1 denotes common elementary
functionalities of NC functional domain [40], which are defined as follows:

• NC coding functionalities

– NC codebooks: elementary encoding/re-encoding/decoding operations, encapsulation/de-
encapsulation, adding/removing headers, etc.

– NC logic: logical interpretation of coding use, coding scheme selection (intra-
session/inter-session, coherent/incoherent, file-transfer/streaming, systematic/non-
systematic), coding coefficients selection (random/deterministic), etc.

– NC operations: computation and storage optimization.

• NC information flow engineering functionalities

– NC optimization: resource allocation and optimal allocation of NC parameters
possibly differentiating network flows according to design targets and (statistical)
status of the networks (congestion, link failures, etc).

– NC adaptation: control of the time scales for optimization and corresponding
reconfiguration across re-encoding nodes across the network.

• NC physical/virtualization functions

– NC Storage: interactions with physical memory.

– NC Feedback Manager: settings and interaction for acquisition of network statis-
tics feedback.

– NC Signaling: coordinating signaling parameters and involved encapsulations
and/or protocols.

We note that our proposed set of basic functionalities can be easily increased with
specialised functionalities and/or future-purpose functionalities.

3.4 Integration of NC into virtualized infrastructures

Interpreting NC as a functionality to the network simply consists in integrating the NC
architectural framework described above into existing virtualized architectures.

Given the usual definitions of network functions (e.g. [41]), we define a NCF as follows:
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Definition 1. Network coding functionality, NCF: is a NF that can be used to transform the
payload of information flows to provide a reliable connection service given the computational
limitations of the coding nodes.

In the following, we will illustrate the integration of our proposed NC design as a NF
(i.e. NCF) into the NFV architecture and the combined SDN/NFV architecture. In this work,
we note that instead of investigating the optimal instantiation of NFs, migration policies of
virtualization technology, and showing how they should run along with others e.g., [42, 43],
we focus on the functional design of NCF that can be integrated into current proposals of
virtualized architectures.

3.4.1 Integration of NC into the NFV architecture

As any VNF, we will also need first of all to identify physical networks/systems infrastructure
with the physical computing, storage, and network resources that will provide the NCF
with processing, storage, and connectivity through virtualization, respectively. Note that
every virtual infrastructure will have its corresponding time/space scales and communica-
tion/computation resources.

Figure 3.1 shows the NC architectural design framework and how the NC functional
domain is integrated in the NFV architecture in [1]. Typical solutions for the deployment of
NFV are hypervisors and VMs. VNFs can be realized as an application software running
on top of a non-virtualized server by means of an operating system [1]. The architectural
integration is proposed here as a toolbox approach. In particular, the set of elementary NC
functionalities will enable to tailor the use of NC to engineer the throughput and reliability of
multiple information network flows depending on the ultimate service operational intent. The
resulting NF will likely operate together with additional virtualized functionalities, which will
appropriately be taken care of by the NFV Management and Orchestration (NFV-MANO)
(see [1] for further details).

3.4.2 Integration of NC into the combined SDN/NFV architecture

Our NC design can be easily integrated into the combined software-defined and virtual-
ized network architectures. Figure 3.2 illustrates the integration of NC into the combined
SDN/NFV architecture [44], which is current trend and fits with our cloud-based architecture.
Major benefits of the combined SDN/NFV architecture are as follows. First, NFV can serve
SDN by virtualizing and instantiating a SDN controller as a NF at a specific data center in
the cloud while on the other hand, SDN serves NFV by providing programmable network
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connectivity between VNFs in response to applications and optimized traffic engineering
[45]. Second, the integrated architecture allows the flexible control and management of the
network/information flows via software in a centralized manner. Third, by the flexibility in
management, operational costs can thus be saved by reducing management overhead and
time to launch a network service [44].

As illustrated in Figure 3.2, hypervisors are assumed to be available at data centers and
coding nodes to support VMs that implement NFs. The NFV-MANO [46] takes charge of
managing and orchestrating VNFs under the control of a SDN controller through standard
interfaces. A SDN controller e.g., VirNOS, ZENICvDC [44], is responsible for routing and
management of NFs via the NFV-MANO [41]. All management functionalities including the
SDN controller, NFV-MANO, etc, are considered as VNFs and implemented in data centers
while NCF is deployed in distributed nodes along the path.

3.5 Conclusions

In this chapter, we have presented an architectural design for NC with a generic functional
design domain. We then illustrate the integration of NC into current proposals of virtualization
architectures. Specifically, a toolbox of NC design domains has been identified so that NC
can be designed as a NF that provides flow engineering functionalities to the network.
Our proposed framework can naturally be tailored for different designs and accommodate
additional functionalities.

Finally, the work in this chapter leads to the following publications.

JOURNALS

1. Tan Do-Duy and M. A. Vázquez-Castro, “Network Coding Function for Converged
Satellite-Cloud Networks”, under review in IEEE Transactions on Aerospace and
Electronic Systems (Q1, IF=2.063), August 2018.
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Fig. 3.2 An illustration of the integration of our proposed NC design into the combined
SDN/NFV architecture.
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Chapter 4

Finite-length Performance Comparison
of Linear Network Codes

Our proposed NCF can operate with any packet-level NC scheme. As part of the NC coding
domain in the NC architectural design, in this chapter, we will develop a methodology that
allows us to evaluate and compare the performance of different NC schemes. We consider
a simple, yet common in practice, network model where a source and a destination are
connected over a line network of erasure links e.g., relay-aided networks [20, 24].

Linear NC can be roughly classified into two broad classes: random linear NC and
structured linear NC. For random linear NC [47, 48], a sender transmits linear combinations
of packets with coefficients randomly chosen from a finite field. Re-encoding and decoding
can be assumed progressive to minimize packet delay. On the other hand, a structured NC
code is any deterministic (algebraic) code [49, 50]. In this case, re-encoding nodes apply
decoding and encoding. We use Pascal matrices as exemplary coefficients whose algebraic
structure allows the coefficients to be regenerated at the nodes (this reduces overhead).

Existing studies on the practical applications of NC usually assume a fixed size of
information source packets [23, 47, 48, 51] or capacity achievability [24, 47] where coding
block-length, N, is assumed to tend to infinity, which is not a practical assumption. However,
in some practical scenarios, NC is only applicable if the coding block-length is small.
Furthermore, the different design constraints (e.g., limits of computational resources at
coding nodes [52]) may require different block-length. Therefore, the finite-length coding
rates need to be identified for some target PLR requirements given a pre-defined coding block-
length. For such cases, in this chapter, we provide a methodology to compute the optimal
coding rate of different linear NC schemes as a function of the coding block-length. We
evaluate the performance of capacity-achieving codes and coding schemes with scheduling
for representative number of links and erasure rates in a line network and obtain the trade-off



22 Finite-length Performance Comparison of Linear Network Codes

between random and structured codes with scheduling. Finally, we provide an example use
case applying the considered network codes such that the results clearly show what is the
best option in each case.

4.1 Contributions and Structure

4.1.1 Contributions of the Chapter

This chapter presents the contributions that meet Objectives 2 and 3 of this thesis, as defined
in Section 1.2:

• Objective 2: Develop a matricial model that allows us to analyze the correspond-
ing error probabilities of different NC schemes over multi-hop line networks, a
simple but common in practice network model.

– We model the encoding, re-encoding, and decoding process of different lin-
ear coding schemes in matrix notation and corresponding error probabilities
over multi-hop line networks. Specifically, we consider random linear capacity-
achieving schemes: non-systematic (RLNC) and systematic (SNC) and non-
capacity achieving schemes: SNC with packet scheduling (SNC-S) or sliding
window (SWNC), and the structured linear schemes based on Pascal matrix:
non-systematic (Pascal-NC) and systematic (SPascal-NC).

• Objective 3: Develop a methodology to compute and evaluate the finite-length
performance of different NC schemes which could be selected as the operational
NC scheme for the designed NCF.

– Towards this objective, we propose a binary searching algorithm to identify
optimal coding rate for some specific target packet loss rates given a pre-defined
coding block-length. We apply the proposed methodology to compute the optimal
finite-length coding rate, achievable rate, and average in-order packet delay
for representative number of links and erasure rates. Our simulation results
show that for small block-length, the optimal coding rates follow exponential
behaviour which could be a challenging issue for the designer of adaptive NC
solutions. Further, our methodology is useful to characterize the throughput/delay
trade-off between capacity-achieving vs non-capacity achieving schemes in the
finite-length regime. Our results aim to guide the network designer to identify
the best choice of practical codes and coding rates depending on the user-case.
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Specifically, for 4-hop and 10-hop line networks, structured codes with scheduling
can provide up to 3.6% and 9.4% gain in achievable rate with coding overhead
reduced from 4.9% and 4.5% to 0.067% while the delay increases 18.7% and
152.6% compared to random codes, respectively.

4.1.2 Structure of the Chapter

This chapter is structured as follows. We first present the system model that we consider
in this chapter. We model the coding functions and corresponding error probabilities of
random and structured linear NC schemes in Section 4.3 and Section 4.4, respectively. In
Section 4.5, we propose a searching algorithm to identify the optimal coding rate for given
coding block-length and target PLR. Section 4.6 provides simulation results to evaluate the
performance of the considered NC schemes using the proposed methodology. Finally, we
conclude this chapter in Section 4.7.

4.2 System Model

We study a multi-hop line network G with N nodes and L links connecting a source-
destination pair. D is the set of random variables corresponding to the erasure process
associated with each link according to some order. We consider random packet erasure model
where each link i is modeled as a memoryless channel erased with probability δi (1 ≤ i ≤L).
We use a unique value δ if all erasure processes are equal.

We assume that a packet stream is produced at the source. Information packets are
grouped into equally-sized blocks of length K packets. Such a block is also called a generation.
For each generation, we denote X1×K as K information packets. NC is applied at all nodes so
that some target PLR, Pe0, is guaranteed at the destination node.

Achievable rate at the destination node in G with NC is defined as RN
NC(D,ρ) = ρ

(
1−

PN
e (D,ρ)

)
with ρ and PN

e (D,ρ) the coding rate and the PLR at the destination node with
NC after decoding, respectively.
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4.3 Random Linear Network Coding Schemes

4.3.1 Non-Systematic

For block coding, we consider RLNC and SNC, where information packets are grouped into
equally-sized blocks of length K packets. Such a block is also called a generation. For each
generation we denote X1×K as K information packets.

For RLNC, the generator matrix G ∈ FK×N
q consists of elements chosen randomly from

the same finite field Fq. Let X ′ = XG represent N coded packets transmitted by the encoder.
Coding rate is ρ = K

N . Each intermediate node re-encodes the linear combinations it has
received. The decoding is progressive using Gauss-Jordan elimination algorithm.

The PLR for RLNC over a line path G is given in Eq. (14) of [23] and written here for
convenience

PN
e (D,ρ) = 1−

L

∏
i=1

N

∑
n=K

K−1

∏
j=0

(1−q j−n)Pr(Ni = n), (4.1)

where Ni ∼ bin(N,1− δi) are binomial random variables denoting number of coded
packets received at re-encoding/decoding node i (1 ≤ i ≤ L).

4.3.2 Systematic

The SNC generator matrix is G =
[
IK C

]
. It consists of the identity matrix IK of dimension

K and a coefficient matrix C ∈ FK×(N−K)
q with elements randomly chosen from the same

finite field Fq. Let X ′ = XG represent K information (systematic) packets and N −K coded
packets transmitted by the encoder. Coding rate is ρ = K

N . If a systematic packet is lost, the
re-encoder sends a random linear combination of the information packets stored in its buffer
[47]. The decoding is progressive using Gauss-Jordan elimination algorithm.

The PLR for SNC over a line path G is given in Eqs. (15)-(18) of [23] and written here
for convenience

PN
e (D,ρ) = 1− 1

K

K

∑
z=1

zPr(ZL = z), (4.2)

where ZL is the random number of packets decoded at the decoder.
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4.3.3 Systematic with scheduling

The systematic generator G =
[
IK C

]
can be modified to allow variable scheduling of packets

(a similar approach is in [48]). Here, we consider the case illustrated in Figure 4.1b, the
first K

2 information packets of each generation are transmitted first and followed by nc coded
packets which are created by random linear combinations of the first K

2 information packets.
The last K

2 information packets and nc coded packets are transmitted in sequence. The last
nc coded packets combine all K information packets. In matrix notation, we model SNC
with scheduling (SNC-S) as follows. Let X ′ = XG represent information packets and 2nc

coded packets sent by the encoder during N = K +2nc timeslots. Coding rate is ρ = K
N . The

generator matrix is G =
[
I1 C1 I2 C2

]
, where

• I1 : the matrix of size K× K
2 , the first K

2 columns of the identity matrix of dimension K.

• C1: the matrix of size K ×nc where elements of the first K
2 rows are chosen randomly

from the same Fq while elements of the last K
2 rows are zero.

• I2 : the matrix of size K × K
2 , the last K

2 columns of the identity matrix of dimension K.

• C2: the matrix of size K ×nc with all elements chosen randomly from the same Fq.

The re-encoder immediately forwards any received information packet to the next node.
If a systematic packet is lost, the re-encoder sends a random linear combination of all
packets according to the same block stored in its buffer. The decoding is progressive using
Gauss-Jordan elimination algorithm.

Due to the lack of analytical expressions, we use simulation results to identify the PLR
PN

e (D,ρ) for SNC-S.

4.3.4 Sliding Window

We also consider a finite sliding window RLNC scheme (SWNC) [48] (illustrated in Figure
4.1c). The encoder uses an encoding window of size we successive information packets.
Specifically, the sequence of information packets is divided into groups of size Ks =

we
2 .

When a new x-th group is generated, the encoding window slides over the sequence of
information packets by appending Ks packets of the new group to the end of the window and
removing the (x−2)-th group from the beginning of the window (x ≥ 3). Ks information
packets of the new group are sent in consecutive timeslots followed by nc coded packets
created by random combinations of we information packets in the encoding window. Coding
rate is ρ = we

N with N = we +2nc.
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Fig. 4.1 Illustration of SNC, SNC-S with K = 4, SWNC with we = 4 for ρ = 2
3 . Each single

dot represents a uncoded packet whereas multiple dots on a line represent a coded packet.

The generator matrix G ∈ Fwe×nc
q is a coding coefficient matrix with each element g j

i

denoting a coefficient corresponding to an information packet i-th to obtain the j-th coded
packet (i, j = 0,1, ...). We denote X ′ = XG as nc coded packets with X1×we denoting we

information packets covered by the encoding window. If an information packet with sequence
number i is lost, the re-encoder sends a random combination of information packets stored in
its buffer with sequence number in range

[
0, we

2 −1
]

if x = 1 or
[
(x−2)we

2 ,x
we
2 −1

]
if x ≥ 2

with x = ⌊ i
we/2⌋+1. We denote wd , wd ≥ we, as the finite decoding window size in number

of successive packets e.g. wd = we. Iterative Gaussian Elimination can be used to decode
packet by packet [48].

Due to the lack of analytical expressions, we use simulation results to identify the PLR
PN

e (D,ρ) for SWNC.
For illustration, in Figure 4.2, we show numerical values of PLR as a function of ρ for

random linear NC schemes on 2-hop and 5-hop line networks.

4.4 Structured Linear Network Coding Schemes

We consider the Pascal matrix Pq over a finite field Fq as proposed in [49]. Any k columns of
Pq are linearly independent and the coefficients follow the structure of binomial coefficients.
Hence, when used as a coding coefficient matrix, the Pascal matrix can be easily reproduced
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Fig. 4.2 PLR at the destination node, PN
e (δ ,ρ), versus coding rate for the random NC

schemes over 2-hop and 5-hop line networks, N = 50. PLR for RLNC and SNC is calculated
using Eqs. (4.1)-(4.2) while PLR for SNC-S and SWNC is averaged through simulations.
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at the nodes [53]. Further, instead of attaching the complete coding coefficients to the
corresponding packet, a sender only needs to attach the index, which practically saves
bandwidth. The decoding is progressive using Gauss-Jordan elimination algorithm.

4.4.1 Systematic Pascal (PascalNC)

Let X ′ = XG represent K systematic packets and N −K coded packets transmitted by the
encoder. The generator matrix is G =

[
IK C

]
. It consists of the identity matrix IK of

dimension K and a coefficient matrix C ∈ FK×(N−K)
q extracted from the first K rows and

N −K randomly-chosen columns of the Pascal matrix Pq with column index ≥ K. Coding
rate is ρ = K

N .
The PLR for PascalNC over a single-hop i in G (1 ≤ i ≤L) can be modified from Eq. (9)

of [23] and is rewritten as

Pei(δi,ρ) = 1− 1
K

K

∑
z=1

zPr(Z = z), (4.3)

where Z is the random number of packets decoded at the decoding node i. For x = 1, ...,K−1,

Pr(Z = x) = Pr(U = x)
(
1−

E

∑
c=K−x

Pr(C = c)
)
,

Pr(Z = K) =
K

∑
x=0

Pr(U = x)
E

∑
c=K−x

Pr(C = c),

with U ∼ bin(K,1−δi) and C ∼ bin(N −K,1−δi) the number of uncoded packets and
coded packets received at the decoding node i, respectively. Hence, the PLR after decoding
at the destination node in G for PascalNC is given as

PN
e (D,ρ) = 1−

L

∏
i=1

(
1−Pei(δi,ρ)

)
. (4.4)

4.4.2 Systematic Pascal with Scheduling (PascalNC-S)

The systematic generator G =
[
IK C

]
can be modified to allow variable scheduling of

packets (a similar approach is in [48]). In particular, let X ′ = XG represent N packets
including K information packets and N −K coded packets sent by the encoder. The first ⌈K

2 ⌉
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information packets of each generation are transmitted first and followed by nc1 = ⌈N−K
2 ⌉

coded packets which are created by linear combinations of the first ⌈K
2 ⌉ information packets.

The last K −⌈K
2 ⌉ information packets and nc2 = N −K −nc1 coded packets combining all

K information packets are transmitted in sequence. Coding rate is ρ = K
N . Hence, the

PascalNC-S generator matrix is G =
[
I1 C1 I2 C2

]
, where

• I1 : the matrix of size K×⌈K
2 ⌉, the first ⌈K

2 ⌉ columns of the identity matrix of dimension
K.

• C1: the matrix of size K ×nc1 where elements of the first ⌈K
2 ⌉ rows are extracted from

the first ⌈K
2 ⌉ rows and nc1 randomly-chosen columns of the Pascal matrix Pq with index

≥ ⌈K
2 ⌉ while the remaining elements are zero.

• I2 : the matrix of size K ×
(
K −⌈K

2 ⌉
)
, the last K −⌈K

2 ⌉ columns of the identity matrix
of dimension K.

• C2: the matrix of size K ×nc2 with elements extracted from the first K rows and nc2

randomly-chosen columns of the Pascal matrix Pq with column index ≥ K.

Due to the lack of analytical expressions, we use simulation results to identify the PLR
PN

e (D,ρ) for PascalNC-S.
For illustration, in Figure 4.3, we show numerical values of PLR at the destination

node, PN
e (δ ,ρ), as a function of ρ for the considered NC schemes on 2-hop and 5-hop line

networks. The figure shows the gap in PLR for the structured and random NC schemes which
increases with the number of links since with the structured schemes, decoding is performed
at all intermediate nodes.

4.5 Optimal Finite Length Coding Rate

We now investigate how to choose an optimal coding rate, ρ∗, given a particular block-length
N for some target Pe0 at the destination node in G with L links (hops).

We employ the bounds of PLR to show its monotonic property so that a searching
algorithm is sufficient to identify ρ∗ for the random linear NC schemes given N and Pe0.
We consider RLNC as an illustration due to the similar properties of PLR versus ρ for the
considered NC schemes given a specific N [23, 48].
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Fig. 4.3 PLR at the destination node, PN
e (.), versus coding rate for the structured and random

NC schemes over 2-hop and 5-hop line networks, N = 100. PLR for PascalNC is calculated
using Eq. (4.4) while PLR for the other schemes is averaged through simulations.
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Proposition 1. PLR for RLNC can be bounded as

1−
L

∏
i=1

1−Cpi

(
K −1

)
≤ PN

e (D,ρ)≤ 1−
L

∏
i=1

1−Cpi

(
K
)
, (4.5)

where Cpi(m) = φ

(
sgn(m

N − pi)
√

2NH(m
N , pi)

)
, with sgn(x) be the usual signum function

with argument x, φ(y) be the distribution function of a standard normal variable with
argument y, H(x, pi) = xln x

pi
+(1− x)ln 1−x

1−pi
, sgn(x) = x

|x| , pi = 1−δi.

Proof. For a sufficiently large field size q, PLR for RLNC given in Eq. (4.1) can be rewritten
as PN

e (D,ρ) = 1−∏
L
i=1 ∑

N
n=K Pr(Ni = n).

Zubkov et al. [54] proved that for 1 ≤ m ≤ N, Cpi(m)≤ ∑
m
n=0 Pr(Ni = n)≤Cpi(m+1).

Hence, we obtain the bound of PLR for RLNC as in Eq. (4.5).

Figure 4.4 shows the theoretical PLR for RLNC obtained from Eq. (4.1) and its bounds
versus coding rate over 5-hop line networks.

Proposition 2. For given N and Pe0, a binary searching algorithm is sufficient to identify ρ∗

and converges in k′ = ⌈log2(|ΨN |−1)⌉ iterations with ΨN the set of coding rates available
for searching.
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Proof. We consider the upper bound of PLR for RLNC proposed in Proposition 1, given as

PN
e (D,ρ) = 1−

L

∏
i=1

1−φ

(
sgn(ρ − pi)

√
2NH(ρ, pi)

)
. (4.6)

Let consider functions z = H(ρ, pi), y = sgn(ρ − pi)
√

2NH(ρ, pi), and f (ρ) = 1−∏
L
i=1 1−

φ

(
y(ρ)

)
. We obtain z

′
= dz

dρ
= lnρ(1−pi)

(1−ρ)pi
= 0 at ρ = pi. For example, for pi = 0.8,ρ = 0.5,

z
′
= ln(0.25) < 0. Hence, z decreases with ρ ∈ (0, pi) and then increases with ρ ∈ (pi,1).

Further, for ρ < pi, sgn(ρ − pi) = −1. Hence, y increases with 0 < ρ < 1. Thus, f (ρ) is
a non-decreasing function of ρ . For some N, f (K

N ) is also a non-decreasing function of K.
Hence, assume K = Nρ , a unique ρ∗ can be identified by a binary searching algorithms [55]
so that PN

e (D,ρ∗)≃ Pe0.
To prove the convergence of a binary searching algorithm, we define g(ρ) = PN

e (D,ρ)−
Pe0 and find the number of iterations until achieving the root of g(ρ) = 0 [56]. We consider
a set ΨN of coding rate with ρ[i] = iρ0 (1 ≤ i ≤ |ΨN |) (unit step ρ0). For a binary algorithm,
we denote f irst and last as the indices of the first and the last coding rate of searching
window in ΨN and mid = ⌊ f irst+last

2 ⌋. We also denote a and b as the initial value of f irst and
last, respectively. Generally, suppose that we have

[
ρ[a],ρ[b]

]
such that g(ρ[a]) < 0 and

g(ρ[b])> 0. Since g(ρ) is continuous and non-decreasing on
[
ρ[a],ρ[b]

]
, the intermediate

value theorem shows that g(ρ) = 0 has one root on the interval.
Let ak, bk, and ck denote the kth computed values of f irst, last, and mid, respectively.

Hence, we have bk+1 − ak+1 = ⌊bk−ak
2 ⌋ and bk − ak = ⌊ b−a

2k−1 ⌋ (k ≥ 1). Since the index α

w.r.t. the best coding rate (such that g(ρ[α])≃ 0) α ∈ [ak,ck] or α ∈ [ck,bk], we can write
|α − ck| ≤ ⌊bk−ak

2 ⌋ = ⌊b−a
2k ⌋ and

∣∣ρ[α]− ρ[ck]
∣∣ ≤ ⌊b−a

2k ⌋ρ0. We compute the maximum
number of iterations k′ needed to achieve ρ∗ as follows. Algorithm 1 identifies ρ∗ = ρ[α]

i.e.,
∣∣ρ[α]−ρ[ck′]

∣∣ = 0. This is satisfied if ⌊b−a
2k′ ⌋ρ0 = 0. Hence, the searching algorithm

converges after a maximum number of k′ = ⌈log2(b−a)⌉= ⌈log2(|ΨN |−1)⌉ iterations.

Hence, we propose an algorithm based on the binary searching algorithm in [55], which
is summarized in Algorithm 1. By assuming K = ⌈Nρ⌉ (or we = ⌈Nρ⌉), PLR for a specific
NC scheme is considered as a function of ρ and L and can be calculated using theoretical
expressions or simulations. ρ∗ is the maximum ρ that PN

e (D,ρ) ≤ Pe0 holds. We denote
ΨN as the set of coding rates available for searching. Then, the complexity of the proposed
searching algorithm is O(log2|ΨN |) [55]. Note that the complexity of simulations in the
proposed algorithm is not an issue since one can perform the algorithm only once and then
keep the values as a table.
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Algorithm 1 The proposed searching algorithm to identify ρ∗.
1: Initialize
2: Set D, N , N, Pe0, K = ⌈Nρ⌉ (we = ⌈Nρ⌉)
3: For a set ΨN of coding rate, ρ[i] = iρ0, 1 ≤ i ≤ |ΨN | (unit step ρ0 e.g., ρ0 =

1
N )

4: Set f irst = 1, last = |ΨN |, ρ∗ = /0
5: while ( f irst < last) {
6: Set mid = ⌊ f irst+last

2 ⌋
7: Calculate PN

e (D,ρ[mid]) using theoretical expressions or simulation
8: if mid = f irst then
9: if PN

e (D,ρ[mid])≤ Pe0 then
10: Set ρ∗ = ρ[mid]
11: break
12: else if PN

e (D,ρ[mid])≤ Pe0 then
13: Set f irst = mid
14: Set ρ∗ = ρ[mid]
15: else Set last = mid }
16: Return ρ∗

4.6 Performance Evaluation

4.6.1 Simulation Settings

In this subsection, we evaluate the finite-length performance of the considered NC schemes
with Pe0 = 10−6 and Pe0 = 10−3 representing the quasi-error-free channel and delay-
constrained applications [57], respectively. We assume packet length is L = 1500 bytes
(m = 8, q = 28). We set the unit step ρ0 = 1

N and |ΨN | = N − 1. We consider δ = 0.05
and δ = 0.2 representing 802.11 wireless links [58] and transmission scenarios with links
having light rainfall [47], respectively. Optimal coding rate, ρ∗, given block-length N and
Pe0 is obtained from Algorithm 1 using simulations in Matlab. We note that Algorithm 1 can
operate with any target PLR and erasure rates. The capacity of the topology is the min-cut of
the networks which is given by min

1≤i≤L

(
1−δi

)
.

4.6.2 Optimal Coding Rate

In Figure 4.5, we show the optimal coding rate, ρ∗, obtained from Algorithm 1 versus
block-length over 2-hop and 5-hop line networks for Pe0 = 10−6.

Major conclusions can be inferred as follows:

• For the same N and D, the larger the number of links L, the lower the optimal
coding rate [23]. The reason is that as observed from Eq. (4.6), for any ρ , ∏

L
i=1 1−
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Fig. 4.5 Optimal coding rate, ρ∗, versus N for different network codes over 2-hop and 5-hop
line networks with δ = 0.05 and δ = 0.2, respectively, for Pe0 = 10−6 (blue: L = 2 hops,
red: L= 5 hops).



4.6 Performance Evaluation 35

20 40 60 80
0.4

0.5

0.6

0.7

0.8

0.9

N

O
pt

im
al

 c
od

in
g 

ra
te

,  
 P

e 0=
10

−
6

 

 

RLNC

SNC

SNC-S

SWNC

RLNC

SNC

SNC-S

SWNC

(a) δ = 0.05

20 40 60 80
0.2

0.3

0.4

0.5

0.6

0.7

N

O
pt

im
al

 c
od

in
g 

ra
te

,  
 P

e 0=
10

−
6

 

 

RLNC

SNC

SNC-S

SWNC

RLNC

SNC

SNC-S

SWNC

(b) δ = 0.2



36 Finite-length Performance Comparison of Linear Network Codes

20 40 60 80
0.4

0.5

0.6

0.7

0.8

0.9

N

O
pt

im
al

 c
od

in
g 

ra
te

,  
 P

e 0=
10

−
3

 

 

RLNC

SNC

SNC-S

SWNC

RLNC

SNC

SNC-S

SWNC

(c) δ = 0.05

20 40 60 80
0.2

0.3

0.4

0.5

0.6

0.7

N

O
pt

im
al

 c
od

in
g 

ra
te

,  
 P

e 0=
10

−
3

 

 

RLNC

SNC

SNC-S

SWNC

RLNC

SNC

SNC-S

SWNC

(d) δ = 0.2

Fig. 4.6 Optimal coding rate in the region of exponential increase (N ≤ 100) with δ = 0.05
and δ = 0.2 for Pe0 = 10−6 (Fig. 4.6a-4.6b) and Pe0 = 10−3 (Fig. 4.6c-4.6d) (blue: L= 2
hops, red: L= 5 hops).
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φ

(
sgn(ρ − pi)

√
2NH(ρ, pi)

)
reduces with number of links (0 ≤ φ(.) ≤ 1). Hence,

PN
e (.) increases with L.

• The figure shows the region of exponential coding rate increase for N ≤ 100. This
indicates that when the coding block-length needs to be small, the optimal coding rate
undergoes exponential behaviour. Therefore, adaptive coding policies require careful
design. Specifically, we depict the region of exponential increase with Pe0 = 10−6

and Pe0 = 10−3 in Figure 4.6. The curves follow the saturating exponential function
ρ∗(N) = c− ae−bN . Hence, the slope as a function of N can be given by f (N) =

(ρ∗(N))
′
= abe−bN , which shows the decrease of slope with block-length.

• As expected, for the same N and D, the lower the Pe0, the lower the ρ∗. Moreover, the
impact of the lost packets of the immediately preceding group on the SWNC decoding
process increases with erasure rates, number of links, and number of information
packets in each group. Thus, when N is large enough, ρ∗ for SWNC is lower than that
of SNC-S.

4.6.3 Optimal Achievable Rate

In Figure 4.7, we show the optimal achievable rate at the destination node in G with different
linear NC schemes over 2-hop and 5-hop line networks.

Main conclusions can be inferred as follows:

• For small block-length, the optimal achievable rate follows an exponential behavior.
Further, the lower the Pe0, the lower the optimal achievable rate.

• For the same number of links and erasure rates, the optimal achievable rate with
PascalNC outperforms that of the other schemes due to the effect of decoding and
encoding at intermediate nodes.

• Due to the size of the Pascal matrix Pq, PascalNC and PascalNC-S cannot work with
an arbitrarily large block-length. In contrast, SNC and SNC-S can work with any
block-length, which only depends on design constraints e.g., computational resources
at the nodes or packet delay constraints of network services.

4.6.4 Average In-order Packet Delay

We use simulations to evaluate average in-order packet delay. For a stream of |S| information
packets, let τ j denote the difference between the time a packet j ∈ S is transmitted by
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Fig. 4.7 Optimal achievable rate at the destination node, RN
NC(δ ,ρ

∗), versus N for different
linear NC schemes over 2-hop and 5-hop line networks with Pe0 = 10−6 (Fig. 4.7a-4.7b) and
Pe0 = 10−3 (Fig. 4.7c-4.7d).
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Fig. 4.8 Average in-order packet delay at the destination, τNnc (δ ,ρ
∗) (in timeslots), vs. N for

different NC schemes over 2-hop and 5-hop line networks, with Pe0 = 10−3.
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the source and the time that it is delivered in-order at the destination. For the set S∗ ⊂ S
packets delivered successfully, average in-order packet delay at the destination is computed

as τNnc (D,ρ) =
∑
|S∗|
j=1 τ j

|S∗| (in timeslots).
Figure 4.8 shows average in-order packet delay w.r.t. the optimal coding rate versus N

and L for different NC schemes.
Conclusive results are as follows:

• Average in-order packet delay increases linearly with N and L. In the following, we
provide a justification using a bound of average packet delay. We consider a multi-hop
line path G with N nodes and L links. Given each block of K information packets
generated at the source, the expected number of timeslots needed to deliver K packets
to the destination in G (n =N ) is bounded as [59]

τ
N
nc ≤ K

1− max
1≤i≤L

δi
+

L

∑
i=1,i̸=v

δv

δv −δi
, (4.7)

with δv := max
1≤i≤L

δi, δi < δv ∀i ̸= v. We assume a v
′
-th link with δv′ := max

1≤ j≤L,∀ j ̸=v
δ j,

δ j ≤ δv′ < δv. Hence, we write

L

∑
i=1,i̸=v

δv

δv −δi
=

L

∑
i=1,i̸=v

1

1− δi
δv

≤
(
L−1

) 1

1− δ
v′

δv

. (4.8)

By replacing Ineq. (4.8) into Ineq. (4.7), the resulting equation shows that the average
in-order delay increases linearly with K and L. Further, as showed in Section 4.6.2,
approximately the optimal achievable rate increases linearly when N is large enough
e.g. N > 100. Therefore, K1

K2

N2
N1

≈ constant given a target PLR Pe0. Hence, the average
delay increases linearly with N.

• As expected, average in-order packet delay with PascalNC and PascalNC-S is notably
higher than that of SNC and SNC-S, respectively, due to the decoding and encoding
process at intermediate nodes. This shows the rate-delay tradeoff as the structured
schemes obtain higher achievable rate while incurring high delay, which reduces with
the random schemes.
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4.6.5 An Example Use Case

We now provide an example use case applying both codes to clearly show what is the
best option in each case. We study a device-to-device (D2D) communication network for
emergency scenarios [20] where a source transmits video packets to a destination over a line
network. We assume that each node (e.g. smartphones) transmits a packet in a timeslot. The
flow bit-rate is 2.5 Mbps. Hence, the slot duration is L∗8

2500 = 4.8 ms, which is the same for
all timeslots used by all nodes. We only focus on delay caused by network codes and thus
ignore the buffering delay at the nodes and transmission delay along D2D links.

In Figure 4.9, we show the optimal achievable rate and average in-order packet delay
(in ms) at the destination, and coding overhead with different NC schemes, respectively.
We consider different number of links between the source-destination pair with δ = 0.1
representing 802.11 wireless links. We define coding overhead (in %) as the amount of
symbols in a packet needed by the network code to signal coding coefficients. Specifically,
for PascalNC-S, 1 symbol is needed to signal coding coefficients. For SNC and SNC-S,
L−1 symbols are invested in sending random seeds for generating pseudo-random coding
coefficients (SEED) while K symbols are invested in sending coding coefficients when
random seeds are not used (COEF).

The results indicate that PascalNC-S can provide significant improvements on the achiev-
able rate compared to the random codes, however, it incurs high packet delay. For example,
for L = 4 and L = 10, the achievable rate gain with PascalNC-S can reach some 3.6%
and 9.4% while the delay increase is 18.7% and 152.6% compared to SNC, respectively.
Accordingly, coding overhead reduces from 0.2% and 0.6% to 0.067% when random seeds
are used and from 4.9% and 4.5% to 0.067% when random seeds are not used. Hence, the
selection of an appropriate network code should take into account both the gain in achievable
rate and delay requirements of network services.

From the results in Figure 4.9, in Table 4.1, we show an example for the selection of
network codes such that the achievable rate is maximized while PLR and packet delay do
not exceed some pre-defined thresholds. We assume different values of delay constraints
for video services over D2D networks [20, 57]. We see that for low delay constraints e.g.
200 ms, SNC and SNC-S are the best options for low and high number of links between the
source and the destination, respectively. On the other hand, for high delay constraints e.g.
1000 ms, PascalNC-S should be chosen for both low and high number of links.
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Fig. 4.9 Optimal achievable rate and average in-order packet delay (in ms) at the destination,
and coding overhead for different number of links between a source-destination pair, with
δ = 0.1, N = 100, Pe0 = 10−3.

Network code
selected

# of links btw the source & destination
2-4 5-8 > 8

Delay
constraint
(milisec)

200 SNC SNC-S SNC-S
500 PascalNC-S PascalNC-S SNC

1000 PascalNC-S PascalNC-S PascalNC-S
Table 4.1 The optimal selection of network codes for the use case w.r.t. different number of
links between the source-destination pair and delay constraints, Pe0 = 10−3.
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4.7 Conclusions

In this chapter, we have developed a matricial model that allows us to analyze the corre-
sponding error probabilities of different NC schemes over multi-hop line networks. Then, we
have proposed a methodology to compute the optimal finite-length coding rate for linear NC
schemes over a line network. By applying the proposed method, we have modeled the expo-
nential increase of the optimal coding rate with block-length, which reveals the difference
between capacity-achieving schemes and non-achieving schemes. We have then compared
the performance of the Pascal matrices-based structured and random linear NC schemes with
optimal finite-length coding rates over multi-hop line networks. The results reveal the pros
and cons of the structured and random linear NC schemes in terms of achievable rate, coding
overhead, and packet delay for representative erasure rates, target PLRs, and number of links.
Furthermore, we have applied the considered network codes in an example use case to show
the best choice in each case.

Finally, the work in this chapter leads to the following publications.
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Chapter 5

Network Coding Functionality to
Enhance Connectivity over Converged
Satellite-Cloud Networks

In this chapter, we validate the performance of our proposed NCF design through a complete
use case to enhance MANETs connectivity over converged satellite-cloud networks. Our
motivation is illustrated in the system architecture shown in Figure 2.1 where MANETs
are assisted by a satellite since an emergency situation disconnects MANETs from local
terrestrial networks.

Device-to-device (D2D) is proposed as a promising 5G technology for direct communica-
tion between mobile devices. Under such scenario, we assume D2D technology to enhance
MANETs for emergency applications. Due to highly unreliable MANET links, we tackle the
problem of increasing the connectivity to enhance the MANET coverage (e.g. to relief teams)
using per-flow NC. While NC can theoretically achieve capacity, encoding, re-encoding, and
decoding functions may require high energy expenditure of MANET power-limited devices.
Further, in an emergency scenario there may not be direct access to fog or cloud computing,
which will then be provided via satellite. Hence, the only local computational resources
available are the MANET devices. To solve this situation, we propose a centrally-controlled
optimization of per-path finite-length coding rates to balance the computation required at
the nodes measured in use of logic gates and connectivity over the path. In this chapter, we
design a NCF balancing computational resources and resulting coverage taking into account
packet delay constraints. We do so by first of all identifying inputs whose availability is
guaranteed under 5G technology assumption. The output is the per-path optimal coding rate,
which is identified based on a novel proposal of searching algorithms. We then analyze the
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performance of our NCF by measuring the gain in achievable rate and connectivity over the
path with packet loss rate under a certain threshold.

5.1 Contributions and Structure

5.1.1 Contributions of the Chapter

This chapter presents the contributions that meet Objective 4 of this thesis, as defined in
Section 1.2:

• Objective 4: Apply the NCF design developed in Objective 1 and validate its
performance for a complete use case in 5G network scenarios.

– Towards the forth objective of this thesis, we consider a study case e.g., enhancing
network connectivity of MANET devices over converged satellite-cloud networks
in an emergency scenario where the communication scenario is part of the network
model in the EU H2020 GEO-VISION project. First, we define a packet-level
NCF with inputs from data service quality targets, local computation constraints
and per-path statistics. Outputs are optimal coding rates balancing per-node
computational resources and resulting coverage. Then, we formulate, solve
and analyze the centrally-controlled optimization problem for typical values of
computational resources at network nodes. Simulation results show that our
solution enables line network connectivity for target number of nodes even for
power-limited devices (e.g. smartphones). This is in contrast with connectivity
not being feasible at all without our solution.

5.1.2 Structure of the Chapter

The rest of this chapter is structured as follows. In Section 5.2, we give an overview of the
system model that we consider in this chapter. In Section 5.3, we describe the design of
the NCF. In Section 5.4, we show the analysis of our NCF based on a comprehensive set of
simulations. Finally, we identify some conclusions in Section 5.5.

5.2 System Model

The logical model of a set of MANETs, which are together centrally managed as those
sketched in Figure 2.1 can be modeled as an acyclic graph G′ = (V ′,E ′,D′) where V ′ and
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E ′ are the set of logical associated nodes and directed links in the network, respectively. D′

is the set of random variables corresponding to the erasure process associated with each
communication link according to some order. We consider random packet erasure model
where each link i is modelled as a memoryless channel erased with probability δi.

Even if the problem of routing can clearly be linked to the problem of enabling network
coded reliable paths for network flows, we do not consider the routing problem. This is
because we foresee a first stage of operation of converged cloud-satellite networks leveraging
existing efficient routing protocols. In principle, multi-path transmission between the source
and the destination could bring out many advantages for the network such as fault tolerance
and higher throughput [60]. However, in MANETs, multi-path transmission may have
many disadvantages if compared to single-path transmission. For instance, the complexity
and overhead of route discovery in multi-path transmission is much more than that of the
single-path case. Moreover, interference may cause significant degradation of quality of
neighboring transmission using shared wireless channel [60]. Therefore, single-path routing
protocols would be sufficient to enable efficient transmission of single flows between the
network nodes. Consequently, we assume that efficient routing protocols are operating (see
e.g. AODV, OSPF [14]). Hence, we consider that every optimized path between the source
and the final destination is given to our NCF as a multihop line network G = (V,E ,D)⊂ G′

where V ⊂ V ′, E ⊂ E ′, and D ⊂D′ denote the corresponding set of logical nodes, directed
links and the vector of per-link erasure rates in G, respectively. We denote δi ∈ D as the i-th
link erasure rate, 1 ≤ i ≤ |E|. If all the erasure processes are equal, we use a unique value δ .

We assume that a packet stream is produced at the source node where the network
traffic could be video or images. For Galois field of size q = 2m, we use L symbols as the
packet length including M symbols for information field and L−M symbols for all header
information.

In the following, we focus on a particular information flow as a sequence of transmitted
packets along a line network G with N nodes and L links (path length). We note that any
node in the path can also be receivers. We will be interested to compare the performance of
our network coded flows with the case of routing. Some useful definitions are as follows:

Definition 2. Coding rate, ρ , is the ratio between the number of information packets and
the number of packets sent by the source node.

Definition 3. Achievable rate at the n-th node in G with NC, Rn
NC(D,ρ), is defined as

Rn
NC(D,ρ) = ρ

(
1−Pn

e (D,ρ)
)
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Fig. 5.1 Logical representation of a line network with N = 5 nodes and L= 4 links. The
satellite is assumed to be regenerative with recoding functionalities. Black arrows repre-
sent information data flows and red arrows represent control data flow to assist MANET
communication as designed by the service operator using the NCF.

with Pn
e (D,ρ) the packet loss rate (PLR) at the n-th node with NC after decoding,

1< n ≤N .

Definition 4. Achievable rate at the n-th node in G with routing, Rn
R(D), is defined as

Rn
R(D) = ∏

n−1
i=1

(
1−δi

)
with δi the per-link erasure rate.

Definition 5. Achievable rate gain at the n-th node in G: is defined as ∆Rn(D,ρ) =
Rn

NC(D,ρ)−Rn
R(D)

Rn
R(D) (in %) for some coding rate ρ .

Definition 6. Computational complexity: the amount of computational resources needed
for coding operations at the n-th node in G (1 ≤ n ≤N ) denoted by β n(D,ρ). Constraint on
computational resources of the n-th node and the vector of per-node computational resources
is denoted by β n

0 and B, respectively.

5.3 Network Coding Functionality

In this section, we present our design of a packet-level NCF for the use case following the
NC functional design in Chapter 3.

As justified above, our design is independent of routing policy and therefore every NCF
instantiation is in one-to-one correspondence with an (aggregated or single) information flow.
Hence, it is enough to focus on the design of a NCF for a line network G with N nodes and
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L links. An example of logical representation of one such line network with N = 5 nodes
and L = 4 links is showed in Figure 5.1. Black arrows represent information data flows
and red arrows represent control data flow to assist MANET communication as designed
by the service operator using the NCF. Note that when the satellite repeater is assumed to
be regenerative, then it can run re-encoding functionalities. Given the definition of NCF
proposed in Section 3.4, we provide the functional design of NCF as follows.

5.3.1 Inputs and Output

We assume our NCF has the following inputs from the MANETs:

• Vector of per-link erasure rates, D. We assume per-link erasure rates are updated to
the NCF periodically.

• Vector of per-node computational resources, B. We assume this information can be
pulled from the nodes to the NCF.

Computational resources at the nodes are considered as the total number of logic gates
required for implementing multiplication and addition operations over GF(2m). We also
assume the following inputs from the Service Operator:

• Target achievable rate, R0. This is the quality target for the throughput of information
flow set by the service operator.

• Target PLR, Pe0. This is the quality target for the PLR of information flow set by the
service operator.

• In-order packet delay constraint, T0. We assume a network service (video or images)
is produced at the source.

Given the above inputs, the NCF optimizes the achievable rate at a particular receiver in
G while balancing the use of computational resources and the resulting coverage taking into
account delay constraints. The output is the per-path optimal coding rate, which is signaled
from the NCF to all nodes.

We then define connected nodes and connectivity over a line path G with NCF and with
routing as follows.
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Definition 7. Connected node. A n-th node in G (1< n ≤N ) is said to be connected to the
source node if

Rn
NC(D,ρ)≥ R0 or Rn

R(D)≥ R0

s.t. Pn
e (D,ρ)≤ Pe0, s.t. 1−∏

n
i=1

(
1−δi

)
≤ Pe0,

β
v(D,ρ)≤ β

v
0 ,∀v ∈ [1,n]

T n
NC(D,ρ)≤ T0,

where T n
NC(D,ρ) denotes average in-order packet delay at the n-th node.

We call λNC(R0,Pe0) and λR(R0,Pe0) the number of connected nodes in G w.r.t. NCF
and routing, respectively. Then, we define connectivity over a line path G as follows.

Definition 8. Connectivity over a line path G: is defined as γNC(R0,Pe0) = λNC(R0,Pe0)/L
and γR(R0,Pe0) = λR(R0,Pe0)/L (in %) with NCF and routing, respectively.

5.3.2 Network Coding Schemes for NCF

Our proposed NCF can operate with any NC scheme, which we assume roughly classified
into two broad classes: structured and random NC schemes. The coding performance of
representative structured and random network codes has been evaluated in Chapter 4. In
this chapter, we assume random NC schemes to reduce average packet delay. However, our
methodology is equally applicable for any other type of NC schemes.

We note that for different practical uses of NC, the different design constraints e.g., packet
delay and/or computational resources, may require different coding block-length [61, 59].
We thus study the performance of our NCF design with different random codes with finite-
length coding rate. Specifically, we consider random linear capacity-achieving schemes:
non-systematic (RLNC) and systematic (SNC) and non-capacity achieving schemes: SNC
with packet scheduling (SNC-S) or sliding window (SWNC). The model for the encoding,
re-encoding, and decoding process of the different random NC schemes in matrix notation
and corresponding PLRs have been presented in Chapter 4.

5.3.3 Average In-order Packet Delay

Recall we are considering multi-hop line paths of a MANET with N nodes and L links. We
assume that each node transmits a packet in a timeslot with slot duration τs (miliseconds)
which is the same for all timeslots used by all nodes. Each packet is incurred transmission
delay along the links in line path G including D2D links and satellite links. We assume that
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transmission delay along D2D links is negligible. Then, overall transmission delay is equal
to the transmission delay along satellite links and is denoted by τp (miliseconds).

Due to the lack of analytical models, we use extensive simulations to evaluate the average
in-order packet delay at the n-th node. Specifically, for a stream of |S| information packets,
let τ j (in timeslots) denote the difference between the time a packet j ∈S is transmitted by the
source and the time that it is delivered in-order at the destination. For the set S∗ ⊂ S packets
delivered successfully, average in-order packet delay at the n-th node in G (1< n ≤N ) is

given as τn
nc(D,ρ) =

∑
|S∗|
j=1 τ j

|S∗| (in timeslots).
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Fig. 5.2 Average in-order packet delay over 2-hop (blue) and 5-hop (red) line networks with
δ = 0.05 and δ = 0.1 for a range of N with target Pe0 = 10−2 in timeslots (first row) and in
miliseconds (second row).

For comparison, we use the packet delay bounds for random linear NC over line networks
derived in [59] as a baseline packet delay model. We can infer that the average in-order
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packet delay increases linearly with block-length N and path length L (a justification has
been provided in Section 4.6.4). Finally, the average in-order packet delay (in miliseconds)
at the n-th node in G is given as T n

NC(D,ρ) = τn
nc(D,ρ)τs + τp.

For illustration, in Figure 5.2, we show the average in-order packet delay for different
NC schemes on 2-hop and 5-hop line networks with different erasure rates and block-length.
We consider that the line network G includes L−2 D2D links and two satellite links in order.
We assume the flow bit-rate is 2.5 Mbps with packet length L = 1500 bytes (q = 28). Hence,
the slot duration is τs =

L∗8
2500 = 4.8 ms and the transmission delay along satellite links is

τp = 250 ms [62]. The packet delay for different NC schemes is averaged over multiple
simulations where coding rate is optimally identified by a searching algorithm e.g., Algorithm
1 in Chapter 4, that the target Pe0 = 10−2 representing delay-constrained applications [57] is
satisfied. The figure also plots the bound of average packet delay with random linear NC to
deliver the K information packets to the destination node in G [59]. The substantially low
in-order packet delay with SNC-S is due to the fast loss determination and recovery of erased
packets after the first half of each block. As for SWNC, notably low packet delay is because
of short delay for recovering erased packets with the next coded packets [48].

5.3.4 Computational Complexity Model

We consider computational complexity in terms of the total number of logic gates required
for implementing multiplication and addition operations over GF(2m) which can be approx-
imated by m-bit arithmetic operations as 2m2 + 2m and m logic gates, respectively [61].
We note that computational resources could be directly mapped to the energy consumption
required at the nodes to perform coding operations, which largely depends on the specific
platform and software implementation [61, 52].

Computational complexity for RLNC, SNC, SNC-S encoding in terms of logic gates can
be obtained as

Proposition 3. The computational complexity for RLNC/SNC/SNC-S encoding in terms of
logic gates is

βenc(ρ) = NM
enc(2m2 +2m)+NA

encm,

where NM
enc =

K2M
ρ

is the number of multiplications and NA
enc =

K(K−1)M
ρ

is the number of
additions required for encoding process.

Proof. We denote N packets generated by the encoder by matrix X ′
1×N = X1×KGK×N where

X1×K is K information packets and GK×N is the generator matrix in matrix notation. It is
needed K multiplications and K −1 additions to generate a packet. Hence, for N packets,



5.3 Network Coding Functionality 55

we need NK multiplications and N(K −1) additions. By applying the results in [61] with M
symbols per packet and denoting NM

enc and NA
enc in terms of ρ = K

N , we obtain the equation of
βenc.

Computational complexity of finite-length decoding based on Gauss-Jordan elimination
algorithm is given as [63]:

Proposition 4. The computational complexity for RLNC/SNC/SNC-S decoding in terms of
logic gates can be obtained as β n

dec(D,ρ) = NM
dec(2m2 +2m)+NA

decm,

NM
dec =

δ 3
n−1K3

3ρ3 +
δ 2

n−1MK2

ρ2 − δn−1K
3ρ

,

NA
dec =

δ 3
n−1K3

3ρ3 +
δ 2

n−1
(
M− 1

2

)
K2

ρ2 +
δn−1

(1
6 −M

)
K

ρ
,

with δn−1 the erasure rate of packets received from the incoming link of the n-th node
(1< n ≤N ).

As for SWNC, it has been showed in [48] that the computational complexity for encoding
and for processing a sequence of wd = we consecutive packets in the decoder is equivalent
to the computational complexity for the SNC/SNC-S encoder and decoder as showed in
Proposition 3 and 4 with K = we and K = wd , respectively.

In general, computational resources required at a re-encoding node is upper bounded as

β
n
rec(D,ρ)≤ β

n
dec(D,ρ)+βenc(ρ), 1< n<N .

Computational resources required at the source node and the destination node in G are
given as β 1(ρ) = βenc(ρ) and βN (D,ρ) = βN

dec(D,ρ), respectively.
From the above expressions we observe that, as expected, the lower the coding rate,

the higher the required computational resources. Hence, computation-limited nodes will
not be able to process NC schemes requiring low coding rates, which would be needed for
bad channel conditions. We assume representative values for the available computational
resources at the nodes e.g., β

phone
0 = 50×106, β

laptop
0 = 100×106, and β server

0 = 500×106

logic gates, according to different platforms such as smartphones, laptops, and powerful
computers or servers, respectively [52].
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5.3.5 Network Coding Rate Optimization

The objective of the NCF is to identify the optimal coding rate ρ∗ w.r.t. a particular receiver
n in G (1 < n ≤N ) that maximizes the corresponding achievable rate, Rn

NC(D,ρ∗), while
satisfying the target PLR, Pe0, and the constraint of in-order packet delivery delay, T0, given
the vector of computational resources at the nodes, B. Therefore, we define the following
NC optimization problem that balances the number of nodes that attain the target PLR with
optimized achievable rate and the required computational resources.

Proposition 5. NC optimization problem. The optimal coding rate ρ∗ is identified by the
following optimization problem:

ρ
∗ = argmax

ρ

Rn
NC(D,ρ)

s.t. Pn
e (D,ρ)≤ Pe0,

β
v(D,ρ)≤ β

v
0 ,

T n
NC(D,ρ)≤ T0,

(5.1)

with 1< n ≤N , β v
0 ∈ B, ∀v ∈ [1,n]. The average in-order packet delay at the n-th node

with a particular NC scheme, T n
NC(D,ρ), is evaluated via simulations.

The identification of the optimal coding rate in Problem (5.1) can be facilitated by the
following proposition.

Proposition 6. A searching algorithm is sufficient to identify an optimal coding rate ρ∗
N w.r.t.

a receiver n in G which is the largest coding rate given N such that all constraints in Problem
(5.1) hold. Then, for a range of N, there exists a region of exponential optimal coding rate
(ρ∗

N) increase.

Proof. See Section 4.5.

From Proposition 6, we observe that as Pn
e (D,ρ∗

N(N))≈Pe0, Rn
NC(D,ρ∗

N(N))≈ ρ∗
N(N)

(
1−

Pe0
)

given Pe0. Hence, when ρ∗
N(N) increases with N , Rn

NC(D,ρ∗
N(N)) increases accord-

ingly. Thus, the maximum achievable rate corresponds the largest ρ∗
N(N) that all constraints

in Problem (5.1) are satisfied for a range of N. Hence, ρ∗ = max
N

ρ∗
N(N).

Therefore, we propose Algorithms 2 and 3 based on our proposed Algorithm 1 (in Chapter
4) to identify ρ∗ and the corresponding optimal achievable rate Rn

NC(D,ρ∗). Algorithm 2
identifies an optimal coding rate according to a specific N, ρ∗

N , and Rn
NC(D,ρ∗

N) given Pe0

and the constraints of computational resources and average in-order packet delay while
Algorithm 3, which covers Algorithm 2, identifies ρ∗ and Rn

NC(D,ρ∗) for a given range of N.
More specifically, in Algorithm 2, by assuming K = ⌈Nρ⌉ (or we = ⌈Nρ⌉ in SWNC) given
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Algorithm 2 Identification of the optimal coding rate for a specific N, ρ∗
N , and Rn

NC(D,ρ∗
N).

1: Initialize
2: Set L, D, N, n, Pe0, K = ⌈Nρ⌉ (or we = ⌈Nρ⌉)
3: For a set ΨN of coding rate, ρ[i] ∈ ΨN , 1 ≤ i ≤ |ΨN |
4: f irst = 1, last = |ΨN |, ρ∗

N = /0, Rn
NC(D,ρ∗

N) = /0
5: while ( f irst < last) {
6: mid = ⌊ f irst+last

2 ⌋
7: Compute Pn

e (D,ρ[mid]), β n(D,ρ[mid]), T n
NC(D,ρ[mid]) (expressions or simulation)

8: if mid = f irst
9: if Pn

e (D,ρ[mid])≤ Pe0 & β n(D,ρ[mid])≤ β n
0 & T n

NC(D,ρ[mid])≤ T0
10: ρ∗

N = ρ[mid]
11: Rn

NC(D,ρ∗
N) = Rn

NC(D,ρ[mid])
12: break
13: else if Pn

e (D,ρ[mid])≤ Pe0
14: f irst = mid
15: if β n(D,ρ[mid])≤ β n

0 & T n
NC(D,ρ[mid])≤ T0

16: ρ∗
N = ρ[mid]

17: Rn
NC(D,ρ∗

N) = Rn
NC(D,ρ[mid])

18: else
19: if β n(D,ρ[mid])≤ β n

0 & T n
NC(D,ρ[mid])≤ T0

20: last = mid
21: else break }
22: Return ρ∗

N and Rn
NC(D,ρ∗

N)

Algorithm 3 Identification of the optimal coding rate for a range of N, ρ∗, and Rn
NC(D,ρ∗).

1: Initialize
2: Set L, D, n, Pe0
3: For a set Θ of N, N[i] ∈ Θ, 1 ≤ i ≤ |Θ|
4: f irst = 1, last = |Θ|, ρ∗ = /0, Rn

NC(D,ρ∗) = /0
5: while ( f irst < last) {
6: mid = ⌊ f irst+last

2 ⌋
7: Run Algorithm 2

(
input N = N[mid], output ρ∗

N and Rn
NC(D,ρ∗

N)
)

8: if mid = f irst
9: ρ∗ = ρ∗

N
10: Rn

NC(D,ρ∗) = Rn
NC(D,ρ∗

N)
11: break
12: else if ρ∗

N ̸= /0
13: f irst = mid
14: ρ∗ = ρ∗

N
15: Rn

NC(D,ρ∗) = Rn
NC(D,ρ∗

N)
16: else last = mid }
17: Return ρ∗, Rn

NC(D,ρ∗)



58
Network Coding Functionality to Enhance Connectivity over Converged Satellite-Cloud

Networks

N, PLR for a specific NC scheme is considered as a function of ρ and L. We denote ΨN

as the set of coding rates available for searching with regard to a particular N. Moreover,
we denote Θ as the set of N available for Algorithm 3 to identify ρ∗. Hence, in overall the
complexity of Algorithm 3 is O(log2|Ψm

N |log2|Θ|) with |Ψm
N |= max

N∈Θ

|ΨN | [55, 64].

5.4 Performance Evaluation

In this section, we provide simulation results in Matlab to evaluate the performance of our
designed NCF according to different random NC schemes with regard to the impact of link
statistics and design constraints. We show how the NCF could adapt itself at the optimal
coding rate ρ∗ to attain the optimal achievable rate gain and balance the connectivity over a
line path G and required computational resources.

5.4.1 Simulation Settings

We consider an emergency scenario as showed in Section 5.2 where satellite is employed
to support the connectivity between a source-destination pair. We assume that a single-path
routing protocol is available so that NCF can be implemented at all nodes. Then, we evaluate
the optimal achievable rate and connectivity over a line path G. Coding rate is optimized
according to the NC optimization problem proposed in Proposition 5, which is then solved by
Algorithms 2 and 3. The block-length range is given according to the region of exponential
optimal coding rate increase, 10 ≤ N ≤ 100 (see Chapter 4).

We assume a path G with N nodes and L links as illustrated in Figure 5.1, including
(L−2) D2D communication links and 2 satellite links in order. We assume low and high per-
link erasure rates. Specifically, all D2D links undergo the same erasure rate e.g., δD2D = 0.05
or 0.1 representing 802.11 wireless links [58]. We assume realistic GEO satellite transmission
with links affected by light rainfall e.g., δSAT = 0.1 or 0.2 [47, 65]. Packet length is L = 1500
bytes with information length M = 1400 bytes (m = 8, q = 28) with a flow bit-rate of 2.5
Mbps [66]. Transmission delay over satellite is τp = 250 ms [62]. We consider two types of
network traffic:

• For video, the target PLR is Pe0 = 10−2 representing delay-constrained applications
while packet delay constraint over satellite is T0 = 1000 ms [57, 62].

• For images, it is generally expected that there is zero errors and delay requirements are
low e.g., Pe0 = 10−6 and T0 = 2000 ms [62].
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However, we note that the proposed algorithms can operate with any target PLR and
erasure rate. In Fig. 5.3, we illustrate a line network with the values we consider in the
simulations. For illustration, we also assume the same computational resource constraints
for all nodes, β n

0 = β0 (∀n ∈ [1,N ]). Each node has either low, moderate, or high computa-
tional resources representing different platforms such as smartphones, laptops, and servers,
respectively, as mentioned in Section 5.3.4.

Enc Rec Rec Rec Dec Internet Dest

Fig. 5.3 An illustration of a line network with N = 5 nodes and L= 4 links with the settings
we consider in the simulations for video traffic where the links are modeled as erasure
channels with erasure rates δD2D = 0.05 (D2D links) and δSAT = 0.1 (satellite links).

5.4.2 Achievable Rate

Optimal Achievable Rate

In Figure 5.4, we show the optimal achievable rate with our NCF w.r.t. different NC schemes
and with routing at the destination node in G as a function of path length L for different
representative devices. We note that the capacity of the topology is the min-cut of the
networks which is given by min

1≤i≤L

(
1−δi

)
.

Major conclusions can be inferred as follows:

• For the same per-link erasure rates and representative devices, the longer the path
length L i.e., the more the re-encoding times, the lower the optimal achievable rate.
This is because as observed from Eq. (4.6) (in Section 4.5), for any ρ , PN

e (.) is an
increasing function of L. Thus, the higher the L, the lower the optimal coding rate is
needed [23].

• Without NCF, achievable rate with routing dramatically decreases and could reach to
zero when L is sufficiently large. Also importantly, routing might not guarantee low
target PLR for video services [57, 62] at any node beyond the source node.
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Fig. 5.4 Optimal achievable rate with our designed NCF according to different NC schemes
and achievable rate with routing at the destination in G, RN

NC(D,ρ∗) and RN
R (D), respectively,

versus path length L for video and images with representative devices: smartphones (first
row), laptops (second row), servers (third row), erasure rates {δD2D = 0.05,δSAT = 0.1}.
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• For the same network service, the higher the available computational resources, the
higher the optimal achievable rate due to the higher optimal coding rate. This indicates
the impact of available computational resources at nodes in G on the performance of
NCF. The reason is that since the optimal coding rate increases with N, K increases
accordingly. Consequently, as showed in Propositions 3 and 4, the higher the K, the
higher the computational resources required for the implementation of NC.

• For the same type of representative devices, the optimal achievable rate for the case
of video is higher than that of the case of images since the latter requires strictly low
PLR.

• Figure 5.4 also shows the intrinsic tradeoff between achievable rate and packet delay
since capacity-achieving schemes (RLNC and SNC) present highest achievable rate,
which decreases with packet scheduling techniques (SNC-S and SWNC) to reduce
packet delay.

Achievable Rate Gain

From the results showed in Figure 5.4, Figure 5.5 plots the optimal achievable rate gain at the
destination in G with SNC for NCF compared to routing. As expected, the achievable rate
gain increases with number of links, available computational resources, and erasure rates.
Further, for video, we can obtain higher achievable rate gain than that of the case of images.
For instance, with smartphones, the achievable rate gain could reach approximately 80%
and 300% for video and 60% and 240% for images at L= 20 links according to {δD2D =

0.05,δSAT = 0.1} and {δD2D = 0.1,δSAT = 0.2}, respectively. Moreover, as observed from
Figure 5.4, the significant increase of the achievable rate gain with L is because of the higher
slope of the (decreasing) achievable rate with routing compared to that of NCF.

Optimal versus Non-optimal Achievable Rate

The main target of the designed NCF is to identify the optimal coding rate that maximizes
the achievable rate at the receiver in G while satisfying the design constraints. However, it
can also work in a non-optimal mode where the NCF could involve a heuristic algorithm that
utilizes the end-to-end PLR from the receiver feedback to choose a coding rate e.g. [67, 68].
Specifically, given a specific block-length N the heuristic algorithm would adjust adaptively
the coding rate until all design constraints in Problem (5.1) are satisfied. Yet, the design of
such a heuristic algorithm is beyond the scope of this thesis.
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Fig. 5.5 Optimal achievable rate gain compared to routing at the destination node in G
with SNC for NCF, ∆RN (D,ρ∗) (in %), versus path length L with different representative
devices and erasure rates, for illustrative traffic: VIDEO (Figs. 5.5a-5.5b) and IMAGES
(Figs. 5.5c-5.5d).
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We define achievable rate gain at the n-th node in G in response to the use of NCF with
and without optimization as

ψRn(D,ρ∗) =
Rn

NC(D,ρ∗)−Rn
NC(D,ρ

′
)

Rn
NC(D,ρ

′
)

(in%)

with ρ∗ and ρ
′
the coding rate obtained from Problem (5.1) and from a heuristic algorithm

e.g. [67], respectively.
In Figure 5.6, we show the achievable rate gain ψRN (D,ρ∗) at the destination node

in G. For the non-optimal mode, a fixed block-length is given e.g. N = 30 while for the
optimization mode, the range of block-length is 10 ≤ N ≤ 100. Figure 5.6 shows that
NCF with optimization outperforms that of the non-optimal case. The higher the available
computational resources and path length, the higher the achievable rate gain. This is because
our proposed optimization algorithms can identify the optimal coding rate w.r.t. the maximum
N depending on computational resources. The higher the available computational resources,
the higher the N, and thus the higher the optimal coding rate.

5.4.3 Connectivity over a line path

We now evaluate how the computational resources at the nodes would impact the connectivity
over a line path G when NCF is used. It is noted that with low target PLR for video and
images [57], without NCF the connectivity over the path G could be zero with routing.

The results in Section 5.4.2 reveal that when a node n-th in G (1< n ≤N ) is connected
to the source node given target R0, all intermediate nodes between the source and the n-th
node are also connected. Hence, the connectivity over a particular G with L links is the
ratio of nmax −1 and L, with nmax −1 the maximum number of hops beyond the source node
where the corresponding receiver, the nmax-th node (1< nmax ≤N ), is still connected with
coding rate optimized according to the nmax-th node.

In Figures 5.7 and 5.8, we show the connectivity over path G obtained with the use of
NCF according to SNC with different target achievable rates e.g., R0 = 0.5, 0.6, 0.7 [57], for
video and images as illustrative traffic, respectively. The figures indicate that

• For the same D and representative devices, the connectivity reduces with path length
L due to the decreasing achievable rate with number of links (see Figure 5.4).

• The connectivity over G goes down when the target R0, erasure rate, and/or Pe0 changes
from low to high.
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Fig. 5.6 Achievable rate gain at the destination node in G according to the use of NCF w.r.t.
SNC with optimal and non-optimal coding rate, ψRN (D,ρ∗) (in %), versus path length L
with different representative devices and erasure rates, for illustrative traffic: VIDEO (Figs.
5.6a-5.6b) and IMAGES (Figs. 5.6c-5.6d).
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• For the same per-link erasure rates and number of links, the higher the computational
resources, the higher the connectivity over the path. Further, the connectivity with
video is higher than that of images due to the higher achievable rate for the case of
video. For instance, for R0 = 0.5 with L = 20 links and {δD2D = 0.1,δSAT = 0.2},
with video, the connectivity over the path G could reach up to some 75% and 90% with
smartphones and laptops (Figure 5.7c), respectively, while with images the connectivity
could only obtain approximately 50% and 80% with smartphones and laptops (Figure
5.8c), respectively.

• The figures show the tradeoff between the connectivity over a line network G with the
use of NCF and the available computational resources which could be further mapped
as energy cost of the nodes [61].

5.5 Conclusions

In this chapter, we have presented a NCF design to tackle the problem of enhancing the
MANETs coverage for emergency scenarios. The NCF takes as inputs the service quality
targets, the per-node computational resource constraints, and per-link per path erasure
statistics. The function outputs the per-path optimal finite-length coding rates balancing
computational resources required at the nodes and resulting connectivity. Simulation results
show that the proposed NCF obtains significant gains in achievable rate and connectivity
over the line path with different values of computational resources representing various types
of commercial platforms.

Finally, the work in this chapter leads to the following publications.
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Fig. 5.7 Connectivity over path G (%) obtained with the use of NCF according to SNC as a
function of L with different representative devices for VIDEO with {δD2D = 0.05,δSAT =
0.1} (Figs. 5.7a-5.7b) and {δD2D = 0.1,δSAT = 0.2} (Figs. 5.7c-5.7d).
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Fig. 5.8 Connectivity over path G (%) obtained with the use of NCF according to SNC as a
function of L with different representative devices for IMAGES with {δD2D = 0.05,δSAT =
0.1} (Figs. 5.8a-5.8b) and {δD2D = 0.1,δSAT = 0.2} (Figs. 5.8c-5.8d).
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Chapter 6

Overall Conclusions and Future Lines of
Research

In this chapter, we conclude the thesis by summarizing our main contributions and presenting
the future lines of research related to the contributions of this thesis.

6.1 Overall Conclusions

In this thesis, we studied the design and performance evaluation of a packet-level NCF
working as a NF to facilitate the control of network throughput and reliability over 5G
wireless networks. Based on the work done to achieve the main objectives, the overall
conclusions of this thesis are summarized as follows:

• First, we developed a NC architectural design that could work as a traditional NF or be
easily integrated in current proposals of virtualized network architectures. A toolbox
of NC design domains has been identified so that NC can be designed as a NF that
provides flow engineering functionalities to the network.

• Second, we presented a generic matricial model that allows us to analyze the corre-
sponding error probabilities of different network codes over multi-hop line networks.
The models can be used to analyze the performance of different packet-level NC
schemes over line networks.

• Third, we proposed a methodology to characterize the finite-length coding performance
in terms of achievable rate, average in-order packet delay, and coding overhead for
different NC schemes which could be selected as the operational NC scheme for
the proposed NCF with several design requirements. The performance evaluation
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is done using both theoretical analysis and simulation results. Extensive simulation
results show the throughput/delay trade-off between capacity-achieving vs non-capacity
achieving random linear NC schemes and between capacity-achieving random linear
NC schemes and structured codes using Pascal matrix with scheduling in the finite-
length regime. The analysis done in this part provides a guide to the network designer in
order to identify the best choice of practical codes and optimal coding rates depending
on the user-case.

• Finally, we validated the performance of the proposed NCF design by working out a
complete use case in 5G networks for controlled achievable rate and connectivity of
MANET devices over converged satellite-cloud networks in emergency applications.
Our results showed that with the proposed solution, line network connectivity can be
guaranteed for target number of nodes even for power-limited devices e.g., smartphones,
while in starkly contrast, the connectivity is not feasible at all without our solution. We
also showed how this implies gains of orders of magnitude with respect to currently
used routing mechanisms with PLR and delay below some thresholds according to
video and images as illustrative traffic.

6.2 Future Lines of Research

We believe that the main contributions of our work can be extended to further work that
allows to fully exploit the NC benefits in practical applications. This subsection presents the
list of future directions to be considered in relation to the contributions of this thesis.

• Extension to more complex network topologies: this thesis only focuses on a line
topology, a simple but common in practice network model. Yet, the analysis could
be further extended to more complex network topologies such as a single-source
multicasting/broadcasting or multi-source multi-destination network model. Modeling
and evaluating the finite-length performance of different network codes in all these
network models would provide the network designers with a guide to identify the
optimal choice of network codes in order to attain a better performance of current
communication networks.

• Our proposed NCF can be tailored for different designs and accommodate ad-
ditional functionalities: this thesis focuses on a specific use case of our proposed
NCF to enhance MANETs connectivity over converged satellite-cloud networks. How-
ever, the NC functional design and the NC optimization functionality can be adjusted
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according to different use cases over wired and/or wireless networks (e.g., point-to-
point/point-to-multipoint networks, heterogeneous networks, etc) with various service
operational intents and network resources (e.g., computational resources, energy).
Further, our NCF design can be used with packets at any higher layer in the OSI model.

• Practical implementation of NCF: the work in this thesis only investigates the func-
tional design and performance validation of NCF through a complete use case. How-
ever, the NCF design can be implemented as a traditional NF or be easily integrated
into the existing virtualized network architectures, leading to practical implementation
and deployment in 5G networked systems.
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