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Abstract

We are not to tell nature what she’s
gotta be. She’s always got better

imagination than we have.

R. Feynmaan

This thesis is focused on particle transport in the context of high
computing performance (HPC) in its widest range, from the numerical
modeling to the physics involved, including its parallelization and post-
process. The main goal is to obtain a general framework that enables
understanding all the requirements and characteristics of particle transport
using the Lagrangian frame of reference.

Although the idea is to provide a suitable model for any engineering
application that involves particle transport simulation, this thesis uses the
respiratory system framework. This means that all the simulations are
focused on this topic, including the benchmarks for testing, verifying and
optimizing the results. Other applications, such as combustion, ocean
residuals, automotive or aeronautics have also been simulated by other
researchers using the same numerical model proposed here. However, they
have not been included here in the interest of allowing the project to advance
in a specific direction, and facilitate the structure and comprehension of this
work.

Human airways and respiratory system simulations are of special
interest for medical purposes. Indeed, human airways can be significantly
different in every individual. This complicates the study of drug delivery
efficiency, deposition of polluted particles, etc., using classic in-vivo or in-
vitro techniques. In other words, flow and deposition results may vary
depending on the geometry of the patient and simulations allow customized
studies using specific geometries. With the help of the new computational
techniques, in the near future it may be possible to optimize nasal drugs
delivery, surgery or other medical studies for each individual patient though
a more personalized medicine.

In summary, this thesis prioritizes numerical modeling, wide usability,
performance, parallelization, and the study of the physics that affects particle
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transport. In addition, the simulation of the respiratory system should carry
out interesting biological and medical results. However, the interpretation
of these results will be only done from a pure numerical point of view.
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Chapter 1

Introduction

The average introduction to almost any
book is somewhat of a bore.

B. Karloff

Summary: The main motivations of this thesis may be split in two
topics. First, its medical application of particle transport simulations
in respiratory system airways. Second, the numerical challenges to
build a robust code capable of simulating particle transport (section
1.1).

Most of the particle transport applications are considered
computationally intensive tasks. This thesis has been carried out in
a supercomputation center, guaranteeing access to high performance
computing (section 1.3). However, the capacity to access this
computational muscle does not exempt this work from the need to
adopt some compromises as far as respiratory system simulation is a
complex multi-physics problem (section 1.4). Therefore, the goals of
this thesis are limited to simulating the part of the respiratory system
that corresponds to particle transport (section 1.5).

1.1 Motivation

Particle transport simulations require the use of computers to convert
numerical models into a code capable of describing particle transport
behavior. Particle transport modelling can involve a large amount of different
applications, such as icing on aircraft (Myers, 2001), combustion (Dziugys y
Peters, 2001), ash propagation (Folch et al., 2009), car engines, respiratory
system (Bates et al., 2014; Inthavong et al., 2011) or particle fusion in a
Tokamak (Sovinec et al., 2004), among others.

1
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The external field in charge of transportation can vary in every
application. Some of the typical fields are:

• Electromagnetic (EM) field.

• Gravitational field.

• Fluid flow. Here it can be the air flow, water...

For example, in fusion application, the transport is due to the EM field
through the Lorentz force. However, in other applications (e.g., icing, ash
propagation or respiratory system simulations) the transport is due to the
fluid flow, mainly because of the drag force. But even with the same external
field such as a fluid flow and similar agents in charge of transport (e.g.,
involved forces), a different physical model may be required, depending on
the application, for taking into account possible events (e.g., collisions, phase
transitions, etc.). By way of example, on the one hand, combustion may
require interaction between particles and particle–fluid two–way coupling,
as a particle momentum may affect the flow. On the other hand, an icing
application may require a model of the transition phase from liquid to solid.
Finally, in the respiratory system any of these processes are neglectable,
although while studying the physics in charge of deposition they may also
become fundamental.

In many of the aforesaid examples, this thesis focuses on the respiratory
system. There is a large amount of medical applications in this area. Particle
transport simulation can be used to study drug delivery, tumor fighting or
surgery (after modeling the optimal geometry for the patient), among others.
These multiple applications make this topic something particularly cheerful
to study.

Airflow is the main external field in charge of transport in the respiratory
system airways. Therefore, being able to properly model the air behavior
is fundamental before taking on the particle transport problem. Moreover,
a deep analysis of the physics involving particle deposition is required after
studying particle transport in the respiratory system.

For drug delivery, inhaled dust or sniffed drugs, the diameter of the
particles may vary from micrometers to nanometers. In this range of
values, the most dominating physics may also vary. Therefore, this thesis
has also performed the study on the most important physics concerning
microparticles and nanoparticles transport. In addition, reproducing its
complicated geometries also becomes a challenge. In this case, human
respiratory system airways may vary in every person and a good replication
of each-individual geometry is essential for properly studying any issue of a
specific patient.

Modelling the respiratory system is a computationally intensive task, and
for this reason, high computing capacity is required.
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Respiratory system simulations require High Performance Computing
(HPC). HPC simulations may open a new window to this field, where a better
comprehension of respiratory system behavior, or even a path to personalized
medicine, can become a reality.

This thesis has been carried out in the Barcelona Supercomputing Center
(BSC-CNS) which hosts MareNostrum (MN), one of the most powerful
supercomputer in Europe at the time of writing this thesis. This has
guaranteed accessing to HPC.

The algorithm presented in this thesis has been implemented in Alya.
Alya software is a multi-physics code developed and maintained at BSC-CNS
that is in charge of simulating particle transport, because it is an optimized
code for supercomputers, such as MN but also for any other supercomputers.
In fact, it has also been feasible to use Alya in other supercomputers, such
as Blue Waters (Illinois) or Occigen (CINES, Montpellier), where particle
transport was computed.

Finally, this thesis can be split in two main fields. On the one hand, there
is the physics involving particle transport and how to process it in a HPC
context. On the other hand, there are the applications focusing on current
medical research on the respiratory system.

1.2 Computational, numerical and medical
challenges of the thesis

Of great potential is improving the actual medicine techniques by including
computational simulations. In the particular case of the respiratory system,
the drug-aerosol delivery is considered as a real option for vaccines, insulin
and medication. Herein, using Computational Fluid-Particle Dynamics
(CF-PD), has shown many advantages including repeatability and regional
deposition resolution (Kolanjiyil y Kleinstreuer, 2016). In order to simulate
drug-aerosol delivery, particle transport equations must be solved. For this
purpose, modelling particle transport requires taking the following steps.
First, a deep study of the physics affecting particles must be carried out.
Next, determining how to solve the physics equations over time is needed,
which implies the requirement of an integration scheme. Finally, this
integration scheme suitable to HPC must be implemented.

1.2.1 Medical applications of respiratory system simulations

Nowadays, in-vivo or in-vitro experimentation of the respiratory system
is still a challenge because of the complexity and variability of the
specific geometries in each patient. Recent techniques such as Magnetic
Resonance Imaging (MRI) and Computer Tomography (CT) have helped in
reconstructing physiologically realistic models.
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Simultaneously, the advancements in computer hardware and simulation
software technology to obtain detailed, accurate and realistic visualization
of the flow field and particle transport and deposition have opened a new
way for studying such subject-specific geometries (Kleinstreuer et al., 2014).

Using nasal drug delivery (introducing medicine via nasal spray) has
become one of the preferred medical options due to its advantages. As
(Djupesland, 2013) says, nasal delivery is the logical choice for topical
treatment of local diseases in the nose and paranasal sinuses such as allergic
and non-allergic rhinitis and sinusitis. The pulmonary route for direct drug-
aerosol delivery is also an engaging approach to combat brain or lung diseases
or to reach systemic regions (Kleinstreuer et al., 2014). Intranasal direct drug
delivery is being considered as a preference to deliver vaccines, insulin, and
medication for treating various diseases and disorders affecting the central
nervous system (Illum, 2003).

A more detailed explanation of the medical applications of particle
transport is given in chapter 2.

1.2.2 Physics affecting particles

In the respiratory system, particles are transported by the air, mainly
because of the drag force, but many other different forces may affect particles.
These forces may or may not depend on the fluid. But only the dominant
ones should be taken into account among the physics and the large number
of forces existing in nature. For example, apart from drag force, another
typical fluid-dependent force is buoyancy (it depends on the fluid density).
However, buoyancy also depends on a fluid-independent force like gravity. If
the particle is light enough to neglect the gravity effects and the difference
of density between air and particle are small enough, the buoyancy will be
negligible too. Other fluid-dependent forces may also become important in
function of the size of the particle. Brownian diffusion can become absolutely
necessary if the particles are small enough. But lift force will only be
necessary for larger particles, instead (Li y Ahmadi, 1992). Deciding which
forces are necessary to calculate, or which ones to neglect, is an interesting
topic that requires a high comprehension of the literature.

1.2.3 Numerical method

To solve the fluid in a certain geometry, this must be discretized. In the case
of this thesis, the Finite Elements Method FEM was used. Likewise, particles
are tracked in the space individually, by using a Lagrangian frame of reference
and a time integration scheme. General frameworks are available for the
construction of time-step integration algorithms applied to particle transport
in the particular case of time discretization methods. Some examples are
Runge–Kutta methods, weighted residual methods, Taylor series collocation
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methods, Hamilton’s principle, Hamilton’s law, or least–squares methods
(Fung, 2003). Every method has its pros and cons, frequently not being
feasible for a large range of applications. Hence, the difficulty of the choice
can be found in balancing its versatility and convergence behavior, without
losing accuracy. In this thesis, the particle transport in respiratory system
application is solved using a semi-implicit Newmark-β with an inner Newton-
Rapshon (NR), as proposed in chapter 6.

1.3 High performance computing environment

This thesis was developed in a supercomputer center, Barcelona
Supercomputer Center BSC-CNS. Here, the department of Computer
Applications in Science & Engineering (CASE) aims at applying
computational models to science and engineering by means of HPC.

BSC-CNS hosts a supercomputer called MareNostrum MN, shown in
figure 1.1. Supercomputers are an extremely useful tool for complex
simulations, such as biomechanics or engineering devices. In this context,
CASE department is in charge of simulating the physics affecting biological
or engineering processes.

Figure 1.1: Picture of the MareNostrum (MN) supercomputer, hosted inside
a chapel.

For this purpose, a multi-physics and multi-scale software optimized for
HPC, called Alya, was initially created in 2005. Nowadays, Alya is still being
constantly developed and growing. Among the physics solved by Alya it can
be mentioned: Incompressible/compressible flow, non-linear solid mechanics,
chemistry, particle transport, heat transfer, turbulence modelling, electrical
propagation, radiation, etc.

1.3.1 Hardware: MareNostrum and other supercomputers

A supercomputer is a computer with a high level of computing performance
compared to a general-purpose computer (e.g., a laptop, a desktop
computer or even compared to a regular cluster). The performance of a
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supercomputer is measured in floating-point operations per second FLOPS.
This measurement makes it easy to compare the power of a computer. As
will be shown next, a supercomputer like MN has a performance of about
petaFLOPS, whereas a regular laptop has about gigaFLOPS, and some of
the most powerful desktop computers, teraFLOPS.

Supercomputers play an important role in the field of computational
science (a multidisciplinary field that uses advanced computing capabilities
for understanding and solving complex problems), and are used to solve
computationally intensive tasks in a wide range of fields in physics and
engineering. The first supercomputers are considered to have appeared in the
1960s with the Atlas at the University of Manchester, the IBM 7030 Stretch,
and a series of computers at Control Data Corporation (CDC) designed by
Seymour Cray.

In the case of MN, the first was built in 2004. This first supercomputer
was called MareNostrum I (MN I) and its computing capacity was 42.35
Teraflops. In 2006 its capacity was increased to 94.21 Teraflops (from 4.812
processors to 10.240) and it was called MN II. Next, with the MN III upgrade
during 2012-2013, it achieved a peak performance of 1.1 Petaflops. Finally,
at the end of June of 2017 began operating MN IV (shown on figure 1.2)
reaching a peak performance of 13.7 Petaflops. At the time of writing of this
thesis, it was the most powerful supercomputer in Spain and third one in
Europe.

Figure 1.2: Lastest upgrade of MareNostrum is called MareNostrum IV.

In total, MN has 384.75 Terabytes (TB) of main memory and 3456 nodes
divided in:

• 2x Intel Xeon Platinum 8160 24C at 2.1 GHz,

• 216 nodes with 12x32 GB DDR4-2667 DIMMS (8GB/core),

• 3240 nodes with 12x8 GB DDR4-2667 DIMMS (2GB/core).

Each node has a certain number of cores. The communication between cores
in the same node is faster than between different nodes, but the capacity of
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a node is delimited by its Random-Access Memory (RAM). Communication
within nodes is done within next interconnection networks:

• 100Gb Intel Omni-Path Full-Fat Tree,

• 10Gb Ethernet.

Finally, the MN operating system is SUSE Linux Enterprise Server 12 SP2.

1.3.2 Software: Alya, a multi-physics code optimized for
high performance computing

Capable of working in MN and also in any other distributed memory
supercomputer, Alya emerges as a multi-physics code capable of distributing
the computation in a hybrid way.

Hybrid parallelism means that Alya can distribute the work using
distributed or shared memory at the same time:

• Distributed memory: The message passing interface (MPI) library
distributes computation between different nodes or cores. The
computation division by MPI is called a MPI process.

• Shared memory: At the node level, threads using OpenMP or tasks
using OmpSs, can also be generated to achieve shared memory
parallelism.

Even so, at the node level Dynamic load balance (DLB) techniques have also
been introduced to take advantage of computational resources. Accelerators
like GPU can also be included to further enhance the performance of the
code.

The Alya structure is split into different modules (which are shown in
figure 1.3) and a kernel. The kernel contains the common functions for any
module, whereas each module contains the specific equations to solve its
particular physics. The PARTIS module has been specifically developed for
particle transport simulations, and is aimed to be suitable for any application
that may need particle transport, as mentioned above. Depending on the
type of simulation, other modules will be required.

During this thesis, the PARTIS module became the principal actor. Since
the time of writing this thesis, although many applications may require this
module, Partis has mainly been focused on simulating human respiratory
system airways. Currently, simulating it typically requires two different
modules from Alya: The PARTIS and NASTIN. PARTIS module, for solving
particle transport equations. The NASTIN module solves an incompressible
flow, in this case the air.
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Figure 1.3: Alya modules. This thesis is focused on the PARTIS module.

Figure 1.4: Alya strong scalability in different tested supercomputers.

1.3.3 High Performance Computing context in biological
simulations

Biological systems, and in particular, physiological systems are very complex
with a very hierarchical structure that presents complexity at every level,
from organs to cells. Numerical models are key for a better description and
comprehension of these systems. Even though numerical models can simulate
specific physiological systems (e.g, the cardiovascular system, respiratory
system, etc.), we are far from being able to describe it as a whole and
with precision. Physics and biological behaviors are hierarchical and only
the dominant processes should be taken into account. Thus, smaller or
bigger compromises are assumed, depending on the computational cost and
accessibility to computational power.
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The respiratory system is not an exception in complexity. Many of
the simulations require an elevated computational cost, where an HPC
environment becomes necessary to minimize the number of compromises.
In the particular case of this thesis, the main sources of an elevated
computational cost are:

• The level of resolution of the geometry to compute turbulent scales.

• The mathematical model in charge of solving the fluid.

• The number of particles involved.

• The number of time steps required to solve the simulation.

Different ways of coupling. Another potential problem is that the air
velocity and pressure must be solved before starting to solve the physics of
particle transport, which may depend on these variables. Hence, air and
particle transport models need to be coupled, by first solving the air and
next the transport. There are three typical solutions for coupling fluid and
particles:

• Writing the solution of the fluid on the disk and then using this solution
to solve particles. This method is extremely slow and unaffordable for
large meshes and lots of time steps.

• Single code: Solves the fluid equation for time n + 1; and then
transports the particles from n to n + 1 using the fluid velocities
obtained at n and n+ 1

• Multi-code: The fluid and particle equations are solved using two
different codes or instances of the same code, one dedicated to the
fluid and the other to the particles. The coupling is then realized once
the velocities of the fluid are obtained at time n + 1, using MPI as
a message passing interface between the fluid and particle processes.
Once the MPI messages have been sent, the fluid process can proceed
to the next time step, thus enabling overlap of the computation of the
fluid at n+ 2 and particle transport between n and n+ 1.

This thesis is mainly focused on the remaining two items approach.
Another issue that this thesis addresses in terms of computational

efficiency is that fluid and particle ideal discretization, or even parallelization,
are extremely different. Thus, the coupling of the air (NASTIN module in
Alya) and particles (PARTIS module in Alya), can run into some of the
difficulties when:

• Transferring values from NASTIN to PARTIS: The fluid variables (e.g.,
fluid velocity) are solved in the computational domain, which has to
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be discretized. At the same time, particles require some of these fluid
variables, but they are located at a certain point of the computational
domain where a numerical method must be adopted. In the case of
this thesis, the Finite Element Method (FEM) enables working from
the discrete space to the approximate results in the continuum, in order
to obtain the variable value in the exact location of a given particle.

• Communicating between each module: At a higher level than the
previous item, the three above solutions were presented for sending
the fluid variables of particle calculation (i.e., writing a solution
in the disk, using a synchronous mono-code approach, or an
asynchronous/synchronous multi–code one). The most suitable option
may depend on the computational cost and the amount of data stored
of each simulation.

• Balancing: However, as fluid occupies the entire computational
domain, its calculation can be split into subdomains, while particles
can be anisotropically distributed across the domain (Houzeaux et al.,
2016).

1.4 Hypothesis and limitations of the model

Computing hierarchical and complex systems like biological models require
a specific scope, which delimits the area or physics that must be modelled.
This implies adopting compromises, limitations and hypothesis that enable
removing the most negligible physics affecting our system. Otherwise,
the computational cost would increase dramatically until becoming an
unaffordable simulation.

The main hypothesis adopted in this thesis, together with the limitations
that each hypothesis implies, are:

Biological hypothesis. Biological systems are very complex and taking
into account all the processes involved may become unaffordable. For this
reason, some approximations of its behaviour are considered.

• Hypothesis: The geometry is rigid. Thus, the mesh forming the domain
(or the geometry) is static and fixed.

Limitation: During a respiration cycle the system contracts and
expands, this is not taken into account because of the rigid geometry
hypothesis (Kleinstreuer y Zhang, 2010).

• Hypothesis: No mucous layer is considered near walls.

Limitation: Adding a mucous layer changes the properties of the wall or
its shape, which could affect deposition statistics in the nasal vestibule.
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• Hypothesis: The temperature of the flow remains constant.

Limitation: The temperature of the flow may have an effect on its
behavior or on brownian diffusion (higher temperature means higher
diffusion). However, inside the respiratory system air temperature
typically remains very stable in a healthy patient even under extreme
conditions (McCutchan y Taylor, 1951).

Numerical hypothesis. Numerical approaches can find its own limits as
an approximation of the reality. In simulations, equations are discretized in
time and space which is an approximation by itself. But apart from it, extra
numerical approximations may be done because of performance reasons.

• Hypothesis: Only nodal fluid velocities in the elements are taken into
account and linearly interpolated to particle position without using a
subgrid scale.

• Limitation: To improve the precision limited by FEM and its
interpolation in a point inside an element, in the literature are found
some techniques like using subgrid scales, but in this thesis it is
considered that the mesh is fine enough to be able to interpolate
linearly.

• Hypothesis: Particles are small enough compared to the mesh to
consider them as a point.

Limitation: Particles do not occupy a real volume in the domain, and
all the forces must be considered to be active in the center of the
particle, so these forces cannot cause a rotation in the particle due to
off-center forces, for example. This hypothesis is commonly used for
micro and nanoparticles.

• Hypothesis: The fluid is an incompressible flow.

Limitation: While all flows are compressible, flows are usually treated
as being incompressible when the Mach number (the ratio of the speed
of the flow to the speed of sound) is less than 0.3.

• Hypothesis: When a particle hits a wall, no bouncing is considered and
it is directly deposited.

Limitation: Depending on the type of wall, particle, or type of collision,
particles could bounce, but this factor could not be taken into account
during this thesis.

• Hypothesis: The fluid interacts with particles, but particles do not with
the fluid (which is called one-way coupling).

Limitation: Large particles or a given high concentration of particles
with large velocity (e.g., combustion) could affect the fluid.
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• Hypothesis: The density of particles is small enough to neglect any
type of mutual interaction like collisions.

Limitation: As in the case of the one-way coupling limitations, the
validity of this hypothesis depends on the concentration of particles
and its size (Loth, 2000).

Some more specific hypothesis can be adopted during this thesis, as they
are exposed in their specific sections.

1.5 Objectives

The aim of this thesis is to develop a versatile method for particle transport
in a fluid flow that is functional in a distributed memory computational
environment. This main goal can be split into more specific topics such as:

• Studying the forces affecting particles in every simulation case and
developing their implementation.

• Studying the integration scheme with its convergence and accuracy. It
is desirable to be able to find a suitable one for the most likely scenarios
and applications.

• Discretizing the calculus within a FEM environment and in an efficient
and accurate way.

• Coupling the fluid with the particles. This requires testing different
methodologies and comparing them with different computational
configurations (e.g., number of particles, level of resolution of the fluid,
etc.).

• Developing the code for a distributed memory environment in an HPC
context. This is mandatory to be able to work in parallel and for
balancing fluid and particles resources.

• Applying the code to real cases and experiments. In order to validate
the results obtained, they must be compared to other ones from the
literature, experimental data, and benchmarks.

• Studying the results in the respiratory system airways and applying
them to medical necessities.

1.6 Structure of this thesis

After the introduction this thesis leads to chapter 2, a biological and
engineering context chapter with the goal of providing a general idea of
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the organs that form the respiratory system and their respective biological
functions. In this same chapter 2, the medical and engineering applications,
and the main challenges of simulating the respiratory system airways, are
exposed.

Once the reader goes in depth into the application context, most of the
mathematics of this thesis can be developed. First, what is a computational
domain and the whole life cycle of particles are explained in chapter 3. To
solve Lagrangian particle transport, it is first necessary to obtain the fluid
unknowns by solving the Navier-Stokes (NS) equations (chapter 4) and then
the physics affecting the particles (chapter 5). However, external forces act
over time and depend on the position of the particle, which also varies in
time because of the same forces. For this reason, in chapter 6 an integration
scheme is proposed for obtaining the position, velocity and acceleration of
each particle in the function of time. The time is discretized and goes forward
in chunks of time steps. That chapter also proposes an adaptive time step
strategy for particles which are independent of fluid time steps.

As explained during this introduction, Alya code is adapted to HPC.
For this reason, in chapter 7 the parallelization of the code and particle
transport requirements are exposed and solutions proposed. Being able
to computationally balance the fluid and particle resources turns out to
be particularly challenging. Also in this chapter, a dedicated section to
Brownian diffusion parallelization comes afterwards due to the fact that
Brownian is considered to behave as a stochastic process. Because of this,
specific parallelization peculiarities show up when parallel pseudorandom
number generators are addressed.

Finally, benchmarks and results of simulating respiratory system
depositions are shown in chapter 8, followed by final conclusions in chapter
9.





Chapter 2

Biological and engineering
context

“Yes, they are elves” Legolas said. “and
they say that you breathe so loud they

could shoot you in the dark” Sam hastily
covered his mouth.

J.R.R. Tolkien

Summary: Modelling particle transport in an HPC environment
and applying it to respiratory system airways simulations involves
knowledge and information in different fields. The goal of this section
is to contextualize the respiratory system and its medical applications
by using computational and mathematical tools. For this reason, a
brief biological approach to the respiratory system is firstly exposed
within the medical advantages of simulating it (section 2.1). The most
relevant and significant numbers of respiratory system modelling are
addressed next in section 2.2.

2.1 Respiratory system context

The main goal of this section is to understand the function of the organs
forming the whole respiratory system, to provide a better comprehension
of its behavior and the medical applications for simulating it. Also, this
section aims to show how simulations can be of a great help for the study of
pathologies that can occur in the system.

The function of the respiratory system is clearly known. It is obvious
that respiration is in charge of breathing (inhaling and expiring through the

15
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nose or the mouth). The whole system is formed by different organs, and
each one has a specific function to ensure proper breathing.

As regards the medical context of the respiratory system, drug delivery
via nasal sprays is one of the most studied applications. The respiratory
system can also be studied to treat allergies, contaminated breathing or
airways surgery. This is a very new concept in a computational environment,
and at present there is not much research on the topic, for example, when
compared to the cardiovascular system, which has been more deeply studied
in a computational simulation environment as shown on figure 2.1.

Figure 2.1: Number of entrances in google scholar looking up “respiratory
system” + “computational simulations” and “cardiovascular system” +
“computational simulations”

2.1.1 Biological overview of the respiratory system

The respiratory system consists of a group of organs and structures (e.g.,
nasal valve, larynx, trachea, bronchi branch, etc., as shown in figure 2.2)
involved in the process of respiration. The global purpose is to draw oxygen
into the body and expel carbon dioxide. Cells demand oxygen to obtain
energy, whereas the carbon dioxide is the waste product of the metabolism.

The respiratory tract is divided into the upper airways and lower airways.

Upper airways division The upper airways or upper respiratory tract
includes the nose and nasal passages, paranasal sinuses, the pharynx, and
the portion of the larynx above the vocal folds (cords).
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Figure 2.2: Different parts forming the respiratory system

• Nose and mouth to breath. Humans are the only mammal that not
only breathe with the nose, but also with the mouth. The nose and the
mouth are separated by a bone called the palate. In normal conditions,
the nose is the preferential option for breathing, making it possible to
chew food and breathe at the same time. Moreover, the nose is more
efficient at filtering undesirable rubbish. For this purpose, each nostril
(one of the two channels of the nose) contains hairs with the function
of trapping the biggest dust particles. Sneezing is the mechanism for
removing these trapped particles from the nostrils.

• Nasal cavity. There are two nasal cavities for each nostril, which are
formed by the nasal vestibule at the entrance, followed by the nasal
valve, and surrounded by paranasal sinuses.

The nasal vestibule is the most anterior part of the nasal cavity. It is
enclosed by the cartilage of the nose and lined by the same epithelium
(one of the four basic types of animal tissue) of the skin. This type of
skin is keratinized, meaning that it contains a resistant protein called
keratin that waterproofs the epithelium. There are small hairs called
vibrissae inside the vestibule to filter dust. The epithelium loses its
keratinized nature inside the vestibule and undergoes a transition into
a typical respiratory epithelium before entering the nasal valve.

The function of the nasal cavity is to condition the air that will be
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received by other areas of the respiratory track, cooling or warming
it to within 1 degree of body temperature, and also humidifying and
cleaning it by removing dust particles.

• Pharynx. The pharynx is the part of the throat behind the mouth and
the nasal cavity (where both are joined). In humans it is part of the
respiratory and digestive system, and is important for vocalization.

• Larynx above vocal folds. The larynx is involved in breathing,
producing sound with vocal cords and protecting the trachea against
food aspiration. The larynx is considered a division of the upper
airways above the vocal folds or above the cricoid cartilage.

Lower airways division The lower airways or lower respiratory tract
includes the portion of the larynx below the vocal folds, trachea, bronchi
and bronchioles. The lungs can be included in the lower respiratory tract
or as separate entity and include the respiratory bronchioles, alveolar ducts,
alveolar sacs, and alveoli.

• Larynx below vocal folds. The part of the larynx below the cricoid
cartilage houses the recurrent laryngeal nerve, which innervates the
only muscle capable of opening the vocal cords.

• Trachea. The trachea is a cartilaginous tube that connects the pharynx
and larynx to the lungs, allowing the passage of air. It is present in
almost any air-breathing animal with lungs.

The trachea of an adult has an inner diameter of about 1.5 to 2
centimeters and a length of about 10 to 11 centimeters.

The trachea is surrounded by uncompleted C–shaped rings, although
the cricoid cartilage at the top of the trachea attached to the larynx is
the only complete ring.

• Bronchus. A bronchus is the passage of airway that conducts air into
the lungs. The first bronchi to branch from the trachea are the right
and left main bronchi, which are the widest ones. At each hilum (the
root of the lung) they branch into a higher bronchi order. When the
bronchi are too narrow to be supported by cartilage, they become
bronchioles.

No gas exchange takes place in the bronchi.

2.1.2 Why does modelling particle transport in respiratory
system have medical interest?

Simulating the respiratory system using particle transport has evolved in the
last few years due to its pharmaceutical and medical interest. Most of the
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information exposed in this subsection can be found in a coauthored paper
(Calmet et al., 2018),

The anatomy of the respiratory system is complex and variable, and
each person has his/her own characteristics. Therefore, the ideal geometry
used for simulation should be patient-specific, including the details of the
person. Recent developments in Magnetic Resonance Imaging (MRI) and
Computer Tomography (CT) techniques have helped in the reconstructing
of physiologically realistic models. Such subject-specific geometries can
be coupled with the advances in simulation technology to obtain detailed,
accurate and realistic visualization of the flow field and particle transport
and deposition (Kleinstreuer et al., 2014). Some examples of studies of direct
drug delivery numerical analysis concerning nasal airway models that have
been able to reveal this include:

• Detailed nasal airflow fields (Kimbell et al., 2007; Garcia et al., 2007).

• Particle dynamics (Schroeter et al., 2006; Garcia et al., 2015; Zhang y
Kleinstreuer, 2011).

• Dosimetry of inhaled vapors (Asgharian et al., 2012; Schroeter et al.,
2008)

• Odorant delivery (Keyhani et al., 1997).

• Nasal surgery (Rhee et al., 2011).

• Trachea diseases (Bates et al., 2016).

• Intranasal drug delivery (Kimbell et al., 2007; Inthavong et al., 2008;
Gambaruto et al., 2014).

This thesis uses these case studies to focus on particle dynamics, which
is directly related to another cited application for intranasal drug delivery.

Intranasal drug delivery and sniffs. The pulmonary route for direct
drug-aerosol delivery is an engaging approach for fighting brain or lung
diseases or for reaching systemic regions. This approach has great
potential for optimal targeting solid tumors or severely inflamed areas with
multifunctional particles, while provoking fewer side-effects and at lower
costs than other treatment options, such as chemotherapy or radiation
(Kleinstreuer et al., 2014; Kolanjiyil y Kleinstreuer, 2016; Kolanjiyil et
al., 2017). By way of example, intranasal direct drug delivery is being
considered as a possible and effective route for delivering vaccines, insulin,
and medication to treat various diseases and disorders affecting the central
nervous system (Illum, 2003; Mistry et al., 2009). At this point, intranasal
drug delivery it is especially challenging for the inhaled drugs to reach the



20 Chapter 2. Biological and engineering context

olfactory region and once there obtain the chance of overpassing the blood–
brain barrier, which can be an opportunity to reduce or eliminate brain
tumors or to maximize the affect on the central nervous system (Dhuria
et al., 2010; Thorne et al., 1995). Even so, intranasal delivery presents
greater advantages: The drug-amount actually reaching the brain is quite
low, but probably higher than intravenous administration (Thorne et al.,
2004; Schroeter et al., 2006; Garcia et al., 2015).

In view of this, intranasal targeted drug delivery to a specific location
could boost delivery efficiency (Inthavong et al., 2008; Shi et al., 2008a,
2007a). We can generalize that high particle deposition at any predetermined
site will depend on the airway geometry and on the fluid-particle inlet
conditions. This last point includes the breathing mode and the type
of inhaler employed (Keeler et al., 2016; Segal et al., 2008). Moreover,
the complex geometrical structure of the nasal cavity makes it difficult
to predict the airflow and aerosol transport (Schroeter et al., 2010), while
the geometrical variability among individuals raises important challenges in
producing efficient drug delivery devices (Inthavong et al., 2008; Garcia et
al., 2009a; Kimbell et al., 2007).

Limitations of experimental studies. Apart
from computer simulations, deposition of inhaled aerosols in the human nasal
cavity has been extensively studied using in vivo experiments (Kesavanathan
y Swift, 1998; Kesavan et al., 2000; Rasmussen et al., 2000; Cheng et al., 1991,
1996), in vitro experiments (Garcia et al., 2009a; Cheng et al., 2001; Kelly
et al., 2004a,b) and in silico ones (Schroeter et al., 2010; Garcia et al., 2015;
Inthavong et al., 2006, 2008; Zhang y Kleinstreuer, 2011). The deposition
results from these studies indicate that there are significant variations in
human nasal aerosol deposition (i.e., fraction of the total inhaled particles
deposited in the nasal area). The major reason for these variations is due
to anatomical variations, but differences in experimental techniques can also
affect the reported nasal aerosol deposition outcome (Shi et al., 2007a; Kelly
et al., 2004a,b; Schroeter et al., 2011). Even though an in vivo deposition
measurement on human subjects is the most physiologically realistic method,
there are many limitations. These experiments are restricted due to possible
side effects, especially when using radioactive aerosols, and hence are limited
in the number of trials. Equally important, in vivo measurements cannot
easily yield detailed regional deposition measurements or the existence
of subject variability limits by comparative analyses without geometrical
correlations (Rasmussen et al., 2000; Cheng et al., 1996). These limitations
can be overcome with in vitro experiments, but in such case, and even small
differences in the in vitro model geometry can significantly alter aerosol
deposition. Recently, investigations have shown that surface irregularities
(surface roughness vs. surface smoothness) due to the differences in the
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fabrication process and/or due to the low resolution of the scanned images
have resulted in significant variations in aerosol deposition (Shi et al., 2007a;
Kelly et al., 2004a,b; Schroeter et al., 2011). Therefore, as an alternative to
these experimental techniques, numerical analysis, i.e., using Computational
Fluid-Particle Dynamics (CF-PD), has shown many advantages including
repeatability and regional deposition resolution (Kolanjiyil y Kleinstreuer,
2016).

2.1.3 Particle types and sizes in respiratory system

Particle size is crucial for determining its penetration. Smaller particles will
penetrate more deeply than larger ones. This can be good news for drug
delivery, but bad for non-desirable particles, such as smog or tobacco, which
have a considerably smaller size that makes them dangerous and harmful. In
figure 2.3, some of the most typical inhaled particles are presented with their
size for a better comprehension of their respective penetration capability. In
the particular case of the nasal sprays, the commercial ones generate particles
that fall approximately within a range of dp = 1µm to dp = 20µm. However,
there are studies in process to find out how they can be made to penetrate
further (reaching alveoli regions) by using bolus inhalation (Heyder, 2004;
Sturm, 2017) or smaller particle size such as nanoparticles (Buckley et al.,
2016).

Figure 2.3: Examples of different typical inhaled particles and its size
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2.1.4 Nasal aerosol deposition in accordance with particle
types

Nasal deposition studies have shown that the nasal aerosol deposition
is a function of inhalation conditions and particle properties, including
size, shape and density (Shi et al., 2007a; Schroeter et al., 2015). These
studies suggest that the nasal passage acts as a filtering mechanism for
the incoming particles, which leads to large deposition in the anterior part,
thereby reducing the amount of drug aerosols that reach their predetermined
areas (Garcia et al., 2009a). In the inertial regime, considering a particle
diameter equal to dp = 1µm, the nasal aerosol deposition increases with
the particle size and air flow rate, following a sigmoidal curve with very
low deposition of lower micron particles (Shi et al., 2007a). Conversely,
when a particle diameter (dp) varies from 1nm to 100nm (which are
considered nanoparticles), nasal aerosol deposition decreases in diameter
due to the higher diffusivity of smaller particles leading to higher nasal
aerosol deposition (Garcia et al., 2015; Shi et al., 2008a). Although this topic
has been investigated for different inhalation conditions and particle sizes,
only a limited number of studies have focused on estimating the regional
distribution of the deposited particles (Schroeter et al., 2006; Garcia et al.,
2015; Shi et al., 2007a), leaving the dependence of regional distribution of
subject variability unknown.

2.1.5 Particle size and affecting forces in respiratory system
airways

As previously explained, the size of the particle is a crucial characteristic
in the study of particle deposition. Smaller particles penetrate deeper than
larger ones. The first filters in the respiratory system are the mouth and
the nose, which do not permit particles with a larger diameter than tens
micrometers to penetrate, as represented on figure 2.4.

The size of the particle also implies which are the predominant forces in
particle transport and which are negligible. In general, they can be roughly
differentiated between microparticles and nanoparticles.

2.1.5.1 Most relevant forces in microparticle transport

Big particles are also heavier (assuming the same density). Thus, the bigger
a particle is, the more its trajectory will differ towards the air pathlines.
The force exerted by the fluid to try to make particles follow their pathlines
is called drag force. Another force due to the flow that can also affect
microparticles is the lift force (Li y Ahmadi, 1992) (in this case a force
perpendicular to the oncoming fluid and particle relative direction), which is
the same force that sustain planes in the air. Finally, gravity and buoyancy
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Mouth > 15μm removed 

Nose > 10μm removed 

Figure 2.4: Preferential aerosol particle size deposition

can still have some effect on the transport of microparticles.

2.1.5.2 Most relevant forces in nanoparticle transport

The smallest particles resistance to the fluid is close to null. Thus, particles
tend to follow the flow pathlines exactly. Lift force (except near wall
(Zheng y Silber-Li, 2009)), gravity and buoyancy can be neglected (Li y
Ahmadi, 1992). However, nanoparticles are light enough to notice constant
air molecule collisions. This external force is assumed to behave as a random
pattern, so it is characterized by stochastic techniques (A.Einstein, 1903).

2.2 Significant numbers in respiratory system
simulations context

This is a good place to give some significant and general numbers of the
air and the particles in the respiratory system that will help make the
comprehension of this thesis easier.

2.2.1 Typical hypothesis of air properties in respiratory
system simulations

The air in the respiratory system airways, as shown on figure 2.5, has the
highest energy flux in the larynge and by generalizing, it can be considered
to behave like a fluid with relatively low velocity fields (Calmet et al., 2016).
This is an important property for deciding what method is used to solve the
flow, as shown next in next section 4.
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Air density ρf and viscosity µf are considered to be constant. The air
at room temperature has a density ρf = 1.18415 kg/m3 and and viscosity
µf = 1.85505 · 10−5 kg

ms .

Figure 2.5: Energy flux computed at different sections along the airways.

In the final results, it is important to carefully study the inlet conditions
for the flow. The entrance volume per time is called the flow rate. A higher
flow rate means a more transient flow (or higher Reynolds number, as will
be explained next in section 4). This flow rate varies if a sniff or a spray
injection is simulated.

2.2.1.1 Flow rate profile in a sniff

In the case of a sniff the flow rate profile used in this thesis is shown in figure
2.6. The profile shown in the figure is obtained by a 10th order polynomial
function describing the temporal evolution of the flow rate. (Rennie et al.,
2011).

2.2.1.2 Flow rate profile in a spray particle injection

Flow rate in a spray delivery has a value between 20-40 L/min (Inthavong et
al., 2011). The initial conditions of the particles are important too. However,
there is still a lack of experimental data on these conditions (Inthavong
et al., 2006). Some authors use analytical functions to model the initial
particle conditions (Inthavong et al., 2006), and others use independent
initial velocities (Basu et al., 2017).
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Figure 2.6: Flow rate profile during time in a sniff.





Chapter 3

Particle transport cycle

Life is like riding a bicycle. To keep your
balance, you must keep moving.

A. Einstein

Summary: A computational simulation can be split into three main
steps: pre-processing, processing and post-processing.

The particle transport models presented in this thesis are based on
discretization methods and the use of meshes to define the geometrical
domain (section 3.1). Obviously, this mesh must be generated before
starting the calculation and when preparing for its parallelization, i.e.,
dividing it into subdomains. This process is called pre–processing
(section 3.2).

The process is the part where the main calculations, according
to the physics involved in the problem, are done. This process
is the muscle of this thesis and many chapters are dedicated to
it. In this section, in particular, we will explain how particles are
injected, removed and located in the domain (section 3.3). Therefore,
remarkable attention is given to the point (or particle) test inclusion
technique by highlighting an innovative proposed method for high order
elements.

Finally, post-processing involves any extra-calculus or visualization
done once the simulation is over (section 3.4).

3.1 Introduction to discretization methods

A computational mesh is defined by a group of elements which approximates
the geometry of a computational domain. Hence, meshing means discretizing
the representation of the geometry involved in the problem. The elements
forming the mesh make it possible to approximate the equations that define
the physics of the problem in the space.

27
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There are different types of meshes and discretization methods to
approximate equations involved in the problem. There are also mesh-free
methods which can obtain good solutions in cases where the geometry moves
around or large deformations occur (e.g., if the expansion/contraction of the
trachea is going to be taken into account). However, that approach is not
considered in this thesis.

3.1.1 Types of meshes

The geometry defining the problem is discretized with a mesh. In some
way, the points of this mesh will store the information needed to solve our
equations in the space. These points form elements, and the set of elements
consists in the computational domain.

Meshes can be structured or unstructured.

• Structured meshes:

Structured meshes have regular connectivity, which implies direct data
addressing. Due to this fact, constructing high order schemes is simpler
than unstructured meshes. They are usually used for the simplest
geometries, as shown in figure 3.1(a).

• Unstructured meshes:

Unstructured meshes have irregular connectivity, making them a more
complex numerical option than structured meshes (e.g., interpolation
inside the elements), but at the same time they enable generating more
complicated geometries more accurately; thus avoiding approximate
boundary conditions. In this thesis they will be used in respiratory
system geometries as shown in figure 3.1(b).

Unstructured meshes can be composed of different types of elements. In
the context of this thesis, hybrid meshes with different types of elements
(tetrahedra, pyramids, prisms or hexahedra) are considered. Specifically,
tetrahedra are used in respiratory system simulations, to define the inner
part of the geometry, whereas the boundary layer (which refers to the layer
of fluid in the immediate vicinity of a bounding surface where the effects of
viscosity are significant) is built by prisms to improve the interpretation of
the limits of the domain. In addition, pyramids are often required to connect
prisms and tetrahedra.

It is important to emphasize that using unstructured meshes makes it
much harder to calculate the exact position inside an element (this process
is straightforward for structured meshes with linear elements). Indeed, this
is one of the biggest computational processes of this thesis because it must
be repeated for each particle and iteration, as will be deeply explained in
section 3.3.2.
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(a) (b)

Figure 3.1: (a) Simple 3D geometry with a structured mesh. Although
elements may have different sizes, its conectivity remains regular. (b)
Complicated 3D geometry (respiratory system) with unstructured mesh and
different type of elements near walls.

3.1.2 Discretization methods

There are many different discretization techniques. Because of the complex
geometries, one the most commonly used in respiratory system simulations
is the Finite Elements Method (FEM), which right now is the most popular
as shown on figure 3.2. In this figure, we compare the use of FEM against
the Finite Volumes Method (FVM) and Lattice Boltzmann Method (LBM).
FVM is the less popoular method, although in the 90s this was more common
than LBM, that is becoming quite popular in recent years. It is important
to emphasize that LBM rquires strucutred meshed and hence more elements
for forming the geometry. FEM will be used in the particular case of this
thesis.

Finite Element Method. The FEM was firstly developed for structural
mechanics in the 1940s; but later adopted in Computer Fluid Dynamics
(CFD). This method yields to approximate values of the unknowns at
discrete number of points over the domain.

The FEM is based on the Galerking method. We are going to briefly
describe the principles of the method. Let us consider the following partial
differential equation

Lu = f in Ω, (3.1)

where L is a second order operator, f is a forcing term, and Ω the
spatial domain of interest. This equation is referred to as the strong
formulation of the problem to be solved. Such an equation is typically an
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Figure 3.2: Number of entrances in google scholar searching “respiratory
system” + one these three options: “finite elements”, “finite volumes” or
“lattice Boltzman”

advection-diffusion-reaction equation which models conservation principles,
like conservation of energy, momentum, mass, etc. of the form

Lu := a · ∇u− k∆u+ su, (3.2)

where a is the advection (velocity) field, k the diffusion coefficient, s the
reaction and ∆ ≡ ∇2 the Laplacian. Formally, equation 3.1 must be supplied
by boundary conditions on the domain boundary Γ := ∂Ω.

If it exists, a solution to this equation is referred to as a strong solution
but this is in general impossible to obtain analytically. One way around is to
seek an approximate solution in a finite dimensional space, namely a discrete
weak solution. The obtain such a solution, the first step consists in obtaining
the weak formulation of the strong form 3.1. Let us define the residual of
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the equation as
Ru := f − Lu. (3.3)

Instead of requiring this strong residual to be zero, we can formulate a
weighted residual equation by multiplying equation 3.3 by a weight function
v, and integrate it over Ω. Then, the problem can be reformulated as: Find
u in an appropriate space such that∫

Ω
(f − Lu)vdΩ = 0 ∀v in an appropriate space. (3.4)

The choice of the space depends on the regularity of the sought solution,
the boundary conditions and the specific differential operators present in the
equation. The operator L may have high order derivatives, thus imposing
strong regularity requirements on the solution. In order to relax these
requirements, we derive the weak form of equation 3.4.

To this end, we need the Gauss’s theorem (also referred to as divergence
theorem), which states that∫

Ω
∇udΩ =

∫
Γ
unΓ, (3.5)

where n being the outward normal to Γ. By applying this to the diffusion
term of equation 3.4, we obtain∫

Ω
∇uvdΩ = −

∫
Ω
∇u · ∇vdΩ +

∫
Γ
v∇u · nΓ. (3.6)

By doing this, we have reduced the regularity requirement on the sought
solution u (by reducing the highest order derivative). The chosen space
should therefore be such that this integral is bounded so that the problem
makes sense.

Then, the weak formulation of the problem reads: find u in an appropriate
space such that

a(u, v) = f(v), ∀v in an appropriate space, (3.7)

where the bilinear and linear forms a and f read:

a(u, v) :=

∫
Ω

(a · ∇u)vdΩ +

∫
Ω
k∇u · ∇vdΩ +

∫
Ω
suvdΩ, (3.8)

f(v) :=

∫
Ω
fvdΩ. (3.9)

The next step consists in choosing an appropriate discrete subspace of
our original continuous space. The first choice consists in selecting the same
spaces for u and v. This is the Galerkin method. In the finite element
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method, the spaces are constructed from a meshing (e.g., triangulation in 2D)
of the computational domain. This mesh should be formed by disjoint and
conforming finite elements. By defining some shape functions Ni associated
to each node i of the N nodes of the mesh, we approximate the solution uh
as

uh(x) =
N∑
i=1

Ni(x)ui. (3.10)

In order to recover the nodal solution at each node of the mesh, that is
uh(xi) = ui, the shape functions are such that

Ni(xj) = δij , (3.11)

where δij is the Kronecker delta such that

δij =

{
1, if i = j,

0, if i 6= j.
(3.12)

In addition, such functions are constructed so that they have compact
supports, that is Ni is non-zero only in the elements node i belongs to.

To set up the discrete weak form, we then require that uh(x) satisfies the
continuous weak formulation 3.7, and the weight function is selected such
that N equations are generated. The discrete weak form then reads:

n∑
i=1

∫
Ω

(a·∇Ni)NjdΩ+

∫
Ω
k∇Ni·∇NjdΩ+

∫
Ω
sNiNjdΩ =

∫
Ω
fNjdΩ, for j = 1, 2, . . . , N.

(3.13)
We thus generate N equations for the N unknowns of the problem, leading
to an algebraic system of equations.

Let us finish with a practical implementation comment. As shape
functions have a compact support consisting of the neighboring elements
of the nodes of the mesh, they are never stored as global functions. Instead,
they are defined element-wise. Then, when interpolating a variable at any
point x of the computational domain, we just need to identify the element e
it belongs to, referred to as the host element, and then interpolate the value
as

uh(x) =

Ne∑
i=1

N e
i (x)ui, (3.14)

where Ne is the number of nodes of the element e.
This point is important as this is one of the main operations we will

carry out when transporting particles through the finite element mesh used
to solve the fluid equations.
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3.2 Pre-process: generating a computational
domain

The first step in any simulation consists in choosing the geometry that is
required to be simulated. Using the respiratory system as example, it is
obvious that if only deposition in the upper airways needs to be studied
(e.g., drug delivery), it will be only necessary to build the upper respiratory
system computational domain; otherwise, if deposition in bronchus needs to
be studied (e.g., contamination respiration), upper and lower airways will be
necessary to be included in the computational domain.

Once a computational geometry is chosen and generated, we are ready
to discretize the computational domain into a mesh.

3.3 Process: Life circle of particles in the domain

Particle life during a simulation starts when they are injected. From the
first moment particle coordinates and host element must be computed.
During the simulation particles will move inside the domain, changing of
host element and its coordinates until they finish their life cycle.

3.3.1 Beginning and end of a particle

A particle starts to exist once it is injected and it is removed when gets
deposited, leave the domain or simulation is over. Next, how they get injected
and removed is explained.

3.3.1.1 Particle injection

The first step to transport particles is injecting them in the domain. The
injection can be done at the beginning of the simulation or during the
simulation. For example, in the case the fluid must evolve before, the
injection will be done after some time steps. In addition, particles can also
be injected in a single injection, distributed in different injections or injected
periodically (e.g., to guarantee a continuous particle flow, replacing removed
particles).

Particles are injected using different 1D, 2D or 3D geometries. Next, are
detailed the different patterns of injection implemented in Alya: Particles
may be homogeneously distributed or randomly injected around the whole
geometry. More than one geometry can be used in a single injection, likewise
more than one type of particle can be injected in the same geometry.

1D Geometry:
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• Pointwise: Coordinates of the point are demanded, xi. Where i goes
from 1 to the dimension of the problem.

• Segment: Coordinates of two points (both sides) are demanded, xi0
and xif .

2D Geometry:

• Square: Coordinates of two points, the maximum and the minimum
are required, ximin x

i
max

• Rectangle: Coordinate of three points are demanded, xi1, xi2, xi3.

• Circle: Coordinates of the center, xic, radius r and normal ni are
demanded.

3D Geometry:

• Sphere: Coordinates of the center, xic and radius are demanded.

• Semi-sphere: Coordinates of the center, xic, radius r and normal ni

are demanded.

• Cone: Coordinates of the center of the base, xic, radius r, height h
and normal ni are demanded.

During the development of this thesis, aforesaid geometries have been
necessary for different simulations. In general, 1D and 2D injections have
been uses for test–cases. In the case of 3D, the sphere and semi-sphere are
typically used for a respiration cycle where inhaled particles belong to the
environment. The cone, otherwise, can be used to simulate spray injections.

In the case a new geometry is needed, this can be quite easily developed.
As future work, it is also proposed to implement an injection option by
selecting a boundary.

3.3.1.2 Particle outlet

Once particles have been injected, there exist three factors which provoke a
particle to be removed from simulation:

A particle gets deposited when it touches a boundary considered
as a wall. Wall boundaries can have three different behaviors. First, it can
get deposited if radius of particles is larger than distance to wall. This way,
a particle is removed from the simulation and written in post-process file as
will be explained in 3.4. Second, particle bounces back. Particles moment
and kinetic energy is conserved, considering it elastic. Third and final, wall’s
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boundary can have slip conditions. In this case, projection of velocity in the
direction of the wall is maintained and keeps moving at this velocity sliding
through the wall.

A particle gets out of the domain through a boundary considered
outlet. A particle is removed and time, coordinates and particles ID (i.e.,
a global number which is different for each particle which allow to identify
them) are written in an output file.

Simulation is over. The simulation can finish because the final time is
reached or because all particles are out of the domain. In this last case, it
can be a problem if few particles remain indefinitely in the domain. This
can happen, for example, when a particle is very close to a wall, being fluid
velocity almost null. If so, the simulation can have a problem, becoming a too
long simulation, only becauase few statiscal irrelevant number of particles.

3.3.2 Particle inclusion test

To find the location of a particle, the so-called point-location problem needs
to be solved. This problem consists in finding which element a particle
belongs to (what it is called host element). For this purpose a particle
inclusion test algorithm is built. The algorithm is composed of four main
steps: three consecutive filters are applied, followed by the evaluation of the
iso-parametric coordinates of the point within the hosting element.

• Filter 1: A bin or oct–tree or first negihbour elements. A list of host
element candidates is created using a bin or oct–tree strategy Houzeaux
y Codina (2003).

Because of computational and numerical restrictions (deeper explained
in section 6), a particle can only cross one element at each step.
It means, at the initial injection of a particle it is necessary to use
bounding boxes as explained in next subsection 3.3.2.1. After this, the
list of candidates is only formed by direct neighbours of the previous
host element.

• Filter 2: Bounding box of the element. The list of candidate elements
is looped. Only if the point belongs to the element bounding box, next
filter is applied.

• Filter 3: The inclusion test. An inclusion test method based on ray
casting Ramsey et al. (2004) is used to check if the candidate element
is the host element. This method is based on counting ray intersections
with edges or nodes and apply the odd/even parity rule (if the number
of intersections is odd, the point belongs to the element).
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• Calculation: Iso-parametric coordinates. Once the host element is
known, the iso-parametric coordinates of the point inside the element
can be calculated using a Newton-Raphson (NR) iterator (explained
in subsection 3.3.3.2).

In figure 3.3, a flowchart is shown outlining the aforesaid steps.

Figure 3.3: Flowchart of the inclusion test steps.

Next subsections are not ordered in the same order these filters and
the calculus ara applied, as far as previous knowledge about iso-parametric
coordinates is necessary (section 3.3.3) before detailing the ray intersection
test.

3.3.2.1 The element search strategy

For a faster search of an element inside the computational domain (meshes
can be formed by tens of millions of elements), elements are grouped in larger
boxes called bounding box.

Therefore, the element search strategy (ESS) is based on a bin or an oct-
tree strategy (Houzeaux y Codina, 2003).This is decomposed in two steps,
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the pre-process (constructing the tree–like structure) and the process (range
searching, which is explained in section 3.3.2).

During the pre-process, the computational domain is embedded in a box.
The algorithm recursively partition each box into smaller boxes, until the
box contains less than a prescribed number of elements. The bin strategy
equally divides each box into a prescribed number of smaller boxes; the oct-
tree strategy, otherwise, divides each box into different sizes smaller boxes
(in 3D each box is typically divided into 8 smaller boxes). Oct–tree strategy
in in general preferred for anisotropic meshes because we don’t impose a
maximum number of elements per box that limit the number of elements to
test.

3.3.3 Natural coordinate system and shape functions

The finite element method considered in this thesis uses Lagrange functions
to construct the element-wise interpolation shape functions. As mentioned
earlier, the shape function of a node is equal to one on the node and
0 on the others, thus providing exact interpolated value on the nodes.
In two-dimensional analysis, the simplest elements the triangle and the
quadrilateral, which provide linear or bilinear interpolations, respectively.
The three-dimensional elements which provide such interpolations, are the
tetrahedra and hexahedra, respectively. Higher order elements can be
constructed as well by introducing additional degrees of freedom (on the
edges and interior of the elements, as well as on faces for 3D elements). Such
elements will be introduced in 3.3.4.

The mesh is, in general, described in the Cartesian coordinate system,
referred to as the global coordinate system. However, in the finite element
method, a coordinate transformation is usually carried out to express
quantities in a reference element, called the iso-parametric element. The
natural coordinate system attached to this iso-parametric element is defined
in such a way that local coordinates have values not exceeding unity. In
addition, Lagrange shape functions are constructed on such elements, and
thus the shape functions are never explicitly defined in the global coordinate
system.

Figure 3.4 shows the most typical elements in natural coordinates.
If we work with natural coordinates, shape functions will allow us to

carry out two type of transformations:

• Interpolate the velocity field from the nodes to any point inside the
element.

• Convert global to natural coordinates and vice–versa.

If this is so, the element is of a type called iso-parametric. This elections
facilitates to calculate integrals. In table 3.1 it is shown the limits of natural
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Figure 3.4: Iso-parametric elements coordinates: triangle, quadrilateral,
tetrahedron, hexahedron and pentahedron.

Table 3.1: Limits of natural coordinates inside iso-parametric elements.

Topology Parametric Domain
Triangle ξ1, ξ2 ∈ [0, 1], ξ1 + ξ2 ≤ 1

Quadrilateral ξ1, ξ2 ∈ [−1, 1]

Tetrahedron ξ1, ξ2, ξ3 ∈ [0, 1], ξ1 + ξ2 + ξ3 ≤ 1

Hexahedron ξ1, ξ2, ξ3 ∈ [−1, 1]

Pentahedron ξ1, ξ2, ξ3 ∈ [0, 1], ξ1 + ξ2 + ξ3 = 1, ξ4 ∈ [−1, 1]

Pyramid ξ2 ∈ [−1, 1], −(1−ξ2)
2 ≤ ξ1, ξ3 ≤ 1−ξ2

2

coordinate inside the most typical iso-parametric elements.
Let ξ be the vector representing the iso-parametric coordinates defined in

an element. Given the shape functions of iso-parametric coordinates Nk(ξ),
shown in table 3.1, iso-parametric ξ coordinates can be transformed to global
coordinates and vice-versa solving

ξ =

Ne∑
k=1

Nk(ξ)x, (3.15)

where indexes k and Ne mean the node of the element and the total number
of nodes respectively.

3.3.3.1 Transforming global coordinate system to natural
coordinate system in linear elements

For linear elements (e.g., linear triangles o tetrahedron), the transformation
from ξ to x is straight forward by isolating x. For example, in 3D (the
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procedure is the same for any dimension) the shape function reads

Nk = akξ
1 + bkξ

2 + ckξ
3 + dk, (3.16)

where ak, bk, ck and dk are the derivative of the shape functions in function
of ξ such that

(ak, bk, ck) =
∂Nk

dξi
∀i ∈ 1, 2, 3. , (3.17)

while dk is the independent constant. In the particular case of the linear
elements, these values (ak, bk, ck) are constants. According to equation 3.15,
we can write

x =
∑
k

(akξ
1 + bkξ

2 + ckξ
3 + dk)xk, (3.18)

so

x =
(∑

k

akxk

)
ξ1 +

(∑
k

bkxk

)
ξ2 +

(∑
k

ckxk

)
ξ3 +

(∑
k

dkxk

)
. (3.19)

Writing this using compact notation, we finally obtain

Jξ = x−
∑
k

dkxk (3.20)

where J represents the Jacobian matrix in function of ak, bk, ck and
xk. In the case of the tetrahedron with coordinates in the 4–nodes
(x1, y1, z1), ..., (x4, y4, z4), the Jacobian reads

J tetrahedron =

−x1 + x2 −x1 + x3 −x1 + x4

−y1 + x2 −y1 + y3 −y1 + y4

−z1 + z2 −z1 + z3 −z1 + z4

 , (3.21)

and while these nodes form a 3D tetrahedron (i.e., nodes are not coplanar),
this is always invertible. Hence, doing the opposite transformation (from x
to ξ) only requires to invert the matrix J ,

ξ = J−1(x− x1), (3.22)

which can be done analytically.

3.3.3.2 Newton-Raphson to transform global coordinate system
to natural coordinate system in non–linear elements

In the case the element is not linear, the Jacobian matrix will depend on
ξ. Even though the transformation from natural to global coordinates keeps
being trivial, inverting the transformation matrix (to compute the other way
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transformation) is not anymore. For this reason, a Newton–Raphson (NR)
is considered to solve the system f = 0, such that

f =

Ne∑
k=1

Nk(ξ)xk − x, (3.23)

where x is the exact position of the particle. Thus, applying the NR and
using ∆ξ = ξj+1 − ξj we can write

f j+1(ξ) = f j(ξ) + J∆ξ, (3.24)

where
J = ∇ξf j(ξ), (3.25)

being J the Jacobian matrix. Then, requiring that f j+1(ξ) = 0, we obtain

ξj+1 = ξj − J−1f j . (3.26)

As mentioned above, equation 3.24 is required to be iterated until reaching
the zero. We can highlight that the proceadure explained for linear elements
in previous subsection 3.3.3.1 could be considered as a NR with only one
iteration.

This transformation is required after executing the ray cast intersection
algorithm explained in next subsection 3.3.3.3, which allows us to find out
the host element. But even with this information, we initially only have
the global coordinates and herein the aforesaid conversion is required. Only
after ξi is obtained with the NR, we are able to interpolate our unknowns,
such as uf (stored at the vertices) to the exact point where the particle is
located. This process will be deeply explained in subsection 5.5.1.

NR makes sense only if |J | 6= 0. This is always the case whenever
x is inisde the element. This is why we perform the ray tracing strategy
mentioned above. A particular case is the apex of the pyramid.

Pyramid apex issue with Newton-Raphson. Given the Jacobian
calculated on equation 3.25, as mentioned above, it is not desired |J | = 0,
in which case J would not be invertible. It is common to include into the
code a tolerance to avoid this kind of problems (e.g., if J < toler then
remove this particle, or use a prescribed small Jacobian or in the worst of
the case, stop the simulation within an error message which can facilitate
future debugging). This tolerance is commonly a really small number such
as the interval 10−8 ≥ toler ≥ 10−12. The election of this tolerance is often
arbitrary. Typically, it is just chosen a small enough tolerance which does
not alter the final result.

In the specific case of the pyramid three-dimensional element, close to
the apex a very small Jacobian (defined in equation 3.25) is obtained. In
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picture 3.5 is represented how the value of the Jacabian of a regular pyramid
varies in fuction of its height, from its base to its appex. As shown, the
minimum of the Jacobian is obtained at the appex, being there J = 0 and,
as a consequence, non–invertible.

Figure 3.5: Values of J in a regular pyramid from base to appex.

Herein, the solution (using the iterative NR defined in equation 3.24)
converges in just two iteration, plotted on graph 3.6. But even in the first
iteration the Jacobian value is smaller than 10−12 which is the smallest
tolerance proposed in the aforesaid interval of possible tolerance election.
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Figure 3.6: Value of J close to the pyramid appex in function of the
iterations.

Hence, a wrong election of the tolerance can cause computational lost of
particle or even stop the whole simulation. Before finding out this error, if
the Jacobian was too small a prescribed diagonal small Jacobian was used
instead. That caused a particle in the apex never being able to find its
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host element, entering into an infinite loop. An infinite loop causes the
whole simulation paralyzing, thus it is preferable to remove this particle
instead. Although this problem was fixed and in the moment of writing this
thesis, no particle was removed because of computational reasons, in section
6.2.1 it is explained how a particle is prefereable to be removed instead of
conditionating the whole simulation as a security measure.

3.3.3.3 Ray intersection strategy for non-linear elements

Once a reduced number of candidate elements to host the particle is obtained,
because of the bounding box or because the particle can only move one
element through, a ray casting strategy is used (but for linear elements,
which only require to obey conditions from previous table 3.1).

This strategy consists in casting a ray which length is much larger than
element characteristic length (l � L). The origin of this ray is in the point
(or particle) location of the feasible host element we want to check. The
formula of this parametric line is given by

x(λ) = x0 + λr. (3.27)

Any point x along the ray can be expressed by a specific λ value which
corresponds to the parametric distance along the direction vector r with
origin x0. Specifically in Lagrangian particle transport: x0 = xp.

If the ray crosses once a face of the element, this particle is inside,
otherwise if it crosses two faces, it is outside. Generalizing we can use
the parity rule: odd number of intersections mean inside, even number of
intersection outside. However, we must be careful if the ray intersects a
vertex. A vertex has more than a face, so this rule would be faked. For this
reason, if the ray intersects a vertex, a new ray with a different direction is
casted until vertex intersection does not occur.

Checking if the ray is intersecting a face is done using different procedures
in function of the geometry of the face. Sorting these procedures from
cheaper to most expensive:

Triangle faces. If the face is a triangle, we can check if the point is
coplanar with simple algebraic manipulations.

Quadrilateral faces. If, otherwise, the face is a parallelogram, as far as
it is formed by 4 points, there exist more than an unique plane, so the
previous strategy is no longer valid. When points are not coplanar, this
is not considered a parallelogram, only a bilinear face. For this form, an
algorithm called ray bilinear patch intersection described by (Ramsey et al.,
2004) is used. Briefly, this algorithm generates bilinear patches formed as a
combination of four possible non-coplanar points (x00,x01,x10,x11) which
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fulfill equation 3.27 for λ ≥ 0. These points can generate a bilinear patch
equation by wighting them with two parameter (u, v) ∈ [0, 1]2. Finally, the
interaction must be calculated, being u, v and λ the unknowns.

3.3.4 High order methods

One of the main features of using higher order methods is that in the case
the exact solution of a partial differential equation (PDE) is smooth and has
no singularities in the domain, then the approximation calculated converges
exponentially with the order of the approximating polynomial (Babuska et
al., 1981; Szabo y Babuska, 1991). As a consequence, it has been shown that
high-order methods provide better accuracy with lower computational cost
than low-order methods in a wide range of applications (Vos et al., 2010;
Cantwell et al., 2011; Löhner, 2011; Huerta et al., 2012; Wang et al., 2013).

This assumption so that the convergence rate for high order methods is
obtained is that also the geometry is represented with high order accuracy.
Hence, the boundary faces must be curved to match the domain boundaries
with the accuracy determined by the order of the solution approximation
(Gargallo Peiró, 2014).

Therefore, if a quadratic order method is required, also quadratic
elements will become necessary.

3.3.5 Quadratic elements

When quadratic elements are used (examples of quadratic elements are
shown of figure 3.7), the aforesaid intersection strategy from section 3.3.3.3
becomes insufficient, requiring a new methodology.

Figure 3.7: Two examples of quadratic elements: on the left, a 20-node brick,
on the right a 10-node tetrahedron.

The use of higher order methods and elements is still pretty novel and not
very common in the literature yet (Gargallo Peiró, 2014). Quadratic elements
can be used to describe specially complex and curved geometries, like
biological structures, e.g. respiratory system airways. Higher order elements
allow to adopt a curved surface using fewer elements than with first order
elements. However, quadratic elements also imply more algebraic complexity,
as far as shape functions Nk(ξ

i) have crossed and second order terms. Until
now, it was probably computationally cheaper generating finer meshes using
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first order elements, than coarser meshes with higher order elements. But
with new architectures where loading can be more computationally expensive
than processing, this may change. Another possible advantage of quadratic
elements is decreasing the truncation error of Navier-Stokes equations 4.1
and 4.2 when the fluid is solved by DNS, getting closer to the resolution we
theoretically should obtain given the Kolmogorov scale defined further by
equation 4.9.

To check the intersection between a ray and a curved plane, no coplanar
technique can be used as above. For this reason, we propose a innovative
proceeding using a NR to find intersection by solving the root of the norm
of the element’s face and ray. This procedure will allow us to work in a one
dimension space <ndime → <.

Given the equation of the ray 3.27, we apply a NR to find the intersection
between this ray and the quadratic plane formed by Nk(ξ

i).

∥∥∥ Ne∑
k=1

Nk(ξ
i)xik − (λr + x0)

∥∥∥ = 0. (3.28)

Herein we are obtaining the natural coordinates position of the intersection
with each face. Likewise with first order elements, we can check if ξi obey
the natural coordinates value conditions to belong to the crossing face. If
it does, it means the ray is crossing that face. It is important to highlight
that tangent intersections must not be counted; otherwise, the parity rule is
broken.

A quick test to check the algorithm consists in injecting particles
randomly in a box a larger enough to bound a mesh formed by only one
element, a quadratic tetrahedron (10 nodes). Thousands of particles are
injected using a Monte–Carlo (MC) stochastic procedure, as a result we can
graphically draw the element with particles accepted as shown in 3.8.

3.3.6 Future work with high order elements

As future work, this new technique should be more deeply tested using
complex geometries and studying this double NR convergence, as this is
still found in a very early development state.

By way of example, a quick test with a quadratic triangle to check the
convergence of the first NR (the one in charge of obtaining iso-parametric
coordinates) can be generating a grid of points that cover the whole element
such as shown in figure 3.9. Here, a convex quadratic triangle is shown and we
prove that the NR converges very quick because of its quadratic convergence
(much more than other tested algorithms such as gradient descent method,
which can require even more than 1000 iterations).

However, if we repeat the same test with a quadratic concave triangle, as
shown in figure 3.10, the convergence in this case depends on the initial guess
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Figure 3.8: Quadratic tetrahedron element test inclusion using MC
stochastic injection.

(a) (b)

Figure 3.9: (a) Green points mean that the point converged inside the
element. Red points that converged outside the element. (b) The maximum
number of iterations using a NR is 6.

of the NR. If the first guess is (ξ1, ξ2) = (0, 0), as shown in 3.10(a), many
points theoretically inside of the element are obtained as if they were outside.
Othertwise, if the first guess is (ξ1, ξ2) = (1/3, 1/3), as shown in 3.10(b), the
result is much more close to the reality. In both cases, outside the element,
there can be found black points, which mean that NR did not converge after
1000 iterations. Obviously, the dependence on the initial guess is not a good
news for the method, so further work must be done here.

As a conclusion, we have presented a still very early-state algorithm
based on two iterative methods (i.e., two consecutive NR). Although the
NR tends to converge very quick it can strongly depend on the initial guess.
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(a) (b)

Figure 3.10: (a) Starting from one of the nodes of the triangle (dark blue
square) many of inside points are found as outside. (b) Starting from the
center (dark blue square) it converges to an accurate result.

In addition, it is possible that using two consecutive iterative methods for
computing the point–location problem millions of times does not allow to
obtain a better performance using quadratic elements if particle transport is
involved.

If a better performance could be proven, any high order level can be reach
with this methodology.

3.4 Post-process: studying the obtained results

Once simulation is over, it’s time post-process its results and obtain
conclusions. Accurate results or a brilliant HPC performance have non-sense
if after the simulation it gets complicated to extract information, visualize
results or compare data. Smart post-process outputs can be as important as
the rest of the simulation.

3.4.1 Particles trajectory

Describing particle trajectories may not be as trivial as it could be at first
look. The trajectory of every particle is kept every global time step with
particle’s ID, coordinates and velocity in a .csv format file and it also kept
the number of particles crossing an element every global time step in its
nodes. Both formats have its pros and cons.

On the one hand, .csv format allows to draw individual trajectories,
which results very visual. On the other hand, when millions of particles are
simulated and hundred of thousands steps are computed, file can weigh the
order of terabytes TB. This complicates its visualization because the high
amount of memory required. The simplest solution is to visualize only a
representative sample (e.g. taking only a percentage of the total particles
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randomly). A more complex one, is to build a distributed system for post-
process and visualization. For example, using Paraview, an open-source
visualization tool, a Hadoop system was built inside in order to be able to
use map/reduce technique with the csv file (Artigues et al., 2015).

Another way of analyzing the particle distribution consists in using
classical postprocess programs to visualize nodal values. For example, to
compute the nodal density of particles, particles are accumulated in elements,
and then the values on the elements is projected on the nodes, using a L2

projection.

3.4.1.1 Deposition

Studying the deposition is of great interest in the respiratory system
simulations. Being able to check where drugs (e.g. nasal spray) get deposited
and filtrate to blood, how breathed polluted particles affect, sampling
deposited particles in function of its diameter or the deposition efficiency
of the system are some of the examples which make this statistic crucial.

When a particle touches a wall (diameter smaller than distance to
wall) with deposition boundary condition, this particles is removed from
simulation and time, coordinates and ID are written as a csv file.

3.4.1.2 Residence time

Some topics like combustion or ventilation focus its interest in the study of
the total time particles stay in a certain region, this is called the residence
time. To compute it and in order to computationally simplify it, the time is
kept in the nodes and accumulated for every particle. When a particle crosses
an element, in order to simplify the calculus, half of the time is added to the
previous element, and the other half to the new one.

3.4.1.3 Aditional statitstics

Some additional statistics are written as an output in order to understand
and study the behaviour of our algorithm or how fluid complexity can affect
the convergence. These are:

• Accumulative number of NR iterations in element’s node to find out
which regions have a bigger complexity to converge.

• Number of adaptive time steps (sub-steps) necessary to reach the global
time step.

• Mean time of the sub-steps.





Chapter 4

Fluid Solver

Science is a differential equation.
Religion is a boundary condition.

A. Turing

Summary: This chapter describes how the fluid, which is one of
the main elements of particle transport, is solved. Modeling the fluid
implies solving Navier-Stokes (NS) equations (section 4.1). These
equations arise from applying Newton’s second law to fluid motion,
making the assumption that the stress in the fluid is the sum of a
diffusing viscous term and a pressure term.

It has not yet been proven that in three dimensions, there are
always solutions, or in the case they do exist, then they are smooth.
As NS equations almost never have an analytical solution, this means
that discretizing the space and the time is necessary for its resolution,
and only approximate solutions can be sought. Here, there are different
approaches in the literature (section 4.2).

4.1 Governing equations in respiratory system air
simulation

In the case of the respiratory system, the fluid in the airways is air and it is
considered as an incompressible flow.

The air in the respiratory system airways, as shown in previous section
2.2, can be considered to behave as a fluid with relatively low velocity and
incompressible fields. Thus, a flow with constant density ρf and viscosity µf
is considered. In the specific case of air at room temperature (T ' 300K),
these values are ρf = 1.18415kg/m3 and µf = 1.85505 · 10−5Pa · s, whereas

49
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the flow unknowns are obtained by solving the incompressible NS equations

ρf
∂uf
∂t

+ ρf (uf · ∇)uf −∇ · [2µfε(uf )] +∇p = 0, (4.1)

∇ · uf = 0, (4.2)

where uf and p are the fluid velocity and pressure, whereas the velocity
strain rate ε(uf ) is defined as

ε(uf ) =
1

2
[∇uf + (∇uf )t], (4.3)

which is a symmetric tensor, super-index t meaning the transposition.
In fluid mechanics, in order to characterize the flow patterns in fluid flow

simulations, a dimensionless quantity called the Reynolds number is defined
(or in our case we will specify it as Reynolds number of the fluid as Ref ,
this way we can differentiate it from other future Reynolds numbers applied
to particles)

Ref =
ufL

νf
, (4.4)

where uf , L and νf mean fluid velocity, the characteristic length and
kinematic viscosity, which is defined as νf =

µf
ρf
. Reynolds number of the

flow quantifies the importance of inertial forces with respect to viscous forces.
The Reynolds number of the fluid in the respiratory system has values

characterized in the transition between laminar and turbulent flow as
detailed in depth in (Calmet et al., 2016). The biggest Reynolds numbers
are found in the larynge, where the energy spectrum of stream-wise
velocity fluctuations at different locations behave as shown in figure 4.2.
As represented in figure 4.1 in the zone of highest stream-wise velocity
fluctuations (point 7), Ref is occasionally large enough to need the inclusion
of some kind of turbulence model, as we will see later in subsection 4.2.
Specifically, in points 7, 8 and 9, Ref is valued as:

• Point 7: 2.2 · 105,

• Point 8: 1.0 · 105,

• Point 9: 0.5 · 105.

4.1.1 Numerical model to solve Navier-Stokes equations

Spacial numerical discretization. The numerical model for solving
these equations is based on a FEM (which is explained in more detail in
the chapter 3) stabilized by a Variational Multi-Scale (VMS) method first
proposed by (Hughes, 1995). The formulation is obtained by splitting the
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Figure 4.1: The laryngeal jet and the location of the three points.
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Figure 4.2: Normalized energy spectrum of stream-wise velocity fluctuations
at three different locations (shown in the previous figure) downstream of the
jet.
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unknowns uf and p into the grid and subgrid scale (SGS) components, such
that

uf = uhf + u′f , (4.5)

p = ph + p′. (4.6)

Here, the Galerkin method is applied to uf and p and the subgrid scales
are approximated using an algebraic model. The SGS velocity is, in addition,
tracked in time and in space, thereby giving more accuracy and more stability
to the numerical model. The VMS formulation is thoroughly described in
(Pozorski y Apte, 2009), and the solution of the corresponding algebraic
system is presented in (Houzeaux et al., 2011a) and its parallelization in
(Vázquez et al., 2016).

Time numerical discretization. Time discretization from step n to
n+ 1, n+ 2..., given a time step δtf is carried out using the implicit method
called a backward differentiation formula with order 2 (BDF2).

In BDF2 scheme the time derivative of the velocity is approximated as

ρf
∂uf
∂t
'

ρf
2δtf

(3un+1
f − 4unf + un−1

f ), (4.7)

where the time step δtf can either be prescribed or computed automatically
from the critical time step (Houzeaux et al., 2009).

4.1.2 Solution strategy

A fractional step scheme is used to solve the incompressible Navier-Stokes
equations. This scheme is implemented at the algebraic level and converges
to the monolithic solution. It is equivalent to using a fractional step scheme
or an iterative method for the Schur pressure complement system (Houzeaux
et al., 2011b). Next follows an Orthomin(1) iteration that minimizes
the Schur complement residual at each solver iteration by dynamically
computing a factor when the updating step is introduced.

Algebraic system. After space and time discretization, the following
algebraic system must be solved at each time step:[

Auu Aup
Apu App

] [
uf
p

]
=

[
bu
bp

]
, (4.8)

where

• Auu: Galerkin momentum, pressure subgrid scale, velocity subgrid
scale (SUPG like term);
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• Aup: Galerkin pressure gradient, velocity subgrid scale;

• Apu: Galerkin velocity divergence, velocity subgrid scale;

• App: pressure stabilization: for that reason, no additional stabilization
properties are sought by splitting.

This system has to be solved at each non-linear iteration of each time
step, until convergence. There are two main options for solving system
4.8. Resolving it monolithically or by fractional scheme, by splitting the
momentum and continuity.

Algebraic split strategy. In this thesis, an algebraic split strategy will
be considered. First, the Schur complement pressure equation is extracted:

• i) Extract pressure Schur complement

1-. Sp = bs,

2-. S := App − ApuA
−1
uuAup,

3-. bs := bp − ApuA
−1
uubu.

• ii) Solve with Orthomin(1)

1-. Solve momentum equation Auuu
k+1
f = bu − Auppk,

2-. Compute Schur complement residual rk = [bp −Apuuk+1]−Apppk,

3-. Solve continuity equation Qz = rk,

4-. Solve momentum equation Auuv = Aupz,

5-. Compute x = Appz− Apuv,

6-. Compute α =< rk, x > / < x, x >,

7-. Update velocity and pressure:

pk+1 = pk + αz,

uk+2
f = uk+1

f − αv.

This converges into the same solution as the monolithic system.
The algorithm described above is an Orthomin(1), required for solving

the momentum equation twice and the continuity equation once. This is
called the momentum preserving Orthomin(1) method, because after one
shot of this algorithm the momentum is preserved. Another option could be
building a continuity preserving version. In this case, the continuity equation
would be solved twice, and a correction step would be needed to enforce the
continuity of convergence properties. The algorithm and its performance are
extensively described in (Houzeaux et al., 2011b).



54 Chapter 4. Fluid Solver

4.2 Turbulence modeling

According to Bradshaw: turbulence is a three dimensional time-dependent
motion in which vortex stretching causes velocity fluctuation to spread to
all wavelengths (Bradshaw, 2013). Mathematically, the non-linear terms of
equations 4.1 and 4.2 are responsible of this process. The importance of these
non-linear terms are directly dependent on the Reynolds number of the flow
Ref . A higher Ref implies more non-linearities, and as a consequence a
more turbulent flow.

Different solutions are proposed in order to be able to describe accurately
the chaotic changes in pressure and flow velocity (in other words, the
turbulence) at different levels and computational costs. In the literature
there are three main approaches to turbulence modelling.

• Direct numerical simulation (DNS):

NS equations are numerically solved without any turbulence model.
This means that the whole range of spatial and temporal turbulence
scales is resolved. Therefore it is the most precise approach in terms
of resolution of equations. However, it is extremely computationally
expensive to solve the smallest length scales, due to the large number
of points required for this purpose, it requires extremely fine meshes.
Let us define Kolmogorov scale η determined by

η =

(
ν3
f

εk

)1/4

, (4.9)

where νf and εk are the kinematic viscosity and the rate of kinetic
energy dissipation. In order to satisfy the resolution requirements, the
number of points N along a given mesh direction with increments h,
must be Nh > L. If so, the integral scale is contained within the
computational domain and also h ≤ η, so that the Kolmogorov scale
can be resolved.

• Large eddy simulation (LES):

Initially proposed by (Smagorinsky, 1963) to simulate atmospheric air
currents, and later developed deeper by (Deardorff, 1970), LES is
nowadays applied to a wide variety of engineering applications. It
resolves a very wide range of time and length scales, all of which
affect the flow field. Such a resolution can be achieved with DNS
but in the case of LES, with a cheaper computational cost ignoring the
smallest length scales using low-pass filtering. The filtering operation
removes scales associated with high frequencies, and the operation can
be interpreted in Fourier space. Given a scalar spatial and temporal
field φ(x, t), its Fourier transformation is ˆφ(k, ω) where k and ω mean
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wave number and temporal frequency. Thus, the resolved sub-filter
scales represent the scales with wave number larger than the cutoff
wave number kc.

• Reynolds-averaged Navier-Stokes (RANS):

This is a time-averaged solution to the Navier-Stokes equations.
Instantaneous quantity is decomposed into its time-averaged and
fluctuating quantities. This idea was first proposed by Osborne
Reynolds (Reynolds, 1895).

To summarize, the main differences between DNS, LES and RANS are
graphically represented in charts 4.3.

(a) (b)

Figure 4.3: (a) LES computes above kc and models beyond it. RANS models
the whole range whereas DNS computes the whole range of wave numbers.
(b) RANS averages over time.

In our particular case, the VMS method, which will be the most common
way to solve the fluid in this thesis, can be considered, somehow, an implicit
large eddy simulation (iLES), as described in (Grinstein et al., 2007). iLES
methods capture the energy-containing and inertial ranges of turbulent flows,
while their own intrinsic dissipation acts as a subgrid model (Aspden et al.,
2009).

A discussion can be found in the literature about the limits of iLES
achieving to behave as a DNS method (Aspden et al., 2009). If moderate
Reynolds numbers are considered and meshes result fine enough to resolve
all the Kolmogorov scales, as explained in more detail in a coauthored
paper (Calmet et al., 2018) (which hypothesis is applied to respiratory
system simulations), iLES can be considered in the same range as a
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wavenumber than DNS. This hypothesis relays on wide importance because
of the assumption particles transport will not require a diffusion model, as
explained in section 5.5.1.



Chapter 5

Particles transport physics

If I could remember the names of these
particles, I would have been a botanist.

E. Fermi

Summary: After solving the air unknowns, the moment has come to
solve particle transport. There are many different approaches to solve
particle transport, and these may depend on the application. Our goal
is to simulate the respiratory system airways, but with the possibility
of quickly being able to adapt it to any other purpose that may require
particle transport. In this chapter, first the main compromises taken
for a better performance of the code will be exposed (section 5.1).
Next, the Lagrangian frame of reference chosen in this thesis will be
compared to the Eulerian one (section 5.2). Finally, the required forces
affecting particles in respiratory system simulations will be analyzed
(section 5.3) within the importance of the relaxation time value (section
5.4) and the particles diffusion model used (section 5.5).

5.1 Particle transport approaches

The physics involved in particle transport can be split in two main instances:
resolution of the fluid on the one hand and physics affecting particles on the
other, always after the fluid is solved and variables such as its velocity and
pressure (or temperature in more specific cases) are obtained.

In order to be efficient in the particle transport modelling some
compromises must be adopted. The application of the model and a proper
understanding of the literature and physics involving this application will
mark which approach is ideal in each case. In this section, the main
hypotheses assumed are briefly exposed.

57
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• Point particles. Although radius, volume, or even shape, are taken into
account for some calculus, point particles don’t differentiate which part
of them is submitted to the forces (e.g. an off-center force which might
cause a pair force difference generating rotation). This hypothesis is
valid when sufficiently small particles are computed compared to the
flow streamlines isotropy at particle scale (Udwadia y Kalaba, 2007).
External forces behavior are detailed in section 5.3.

• Transient flows. Transient flow allows facing a wider range of problems,
including turbulent flows with very short time scales. Subgrid scales
(SGS) are not taken into account for transporting particles as explained
in subsection 5.5.1.

• One-way coupling. One-way coupling means that the fluid interacts
with the particles, but the particles have sufficiently small momentum
that does not interact with the fluid. This assumption makes some
simulations, like combustion, unreliable when the fraction of particles
is about the same order or superior than the fraction of liquid (Doisneau
et al., 2013).

• No mutual interactions. Particles don’t interact with each other,
meaning they don’t collide or present interaction forces. When
collisions can be neglected is explained in section 5.5.2.

5.2 Frame of reference

There are two frames of reference in the literature to describe the particles
transport: Eulerian and Lagrangian (Zhang y Cheng, 2007).

On the one hand, the first one solves a Partial Differential Equation
(PDE), obtaining the concentration and velocity of particles. For “light”
particles following the fluid velocity, this approach involves a PDE’s per
particle type to solve for the concentration. For “heavy” particles, the number
of PDEs is then four, as one has to account for the particle velocity as well.
On the other hand, the Lagrangian approach solves an Ordinary Differential
Equation (ODE) for each individual particle.

The Eulerian approach is suitable and convenient to estimate detailed
spatial and temporal distributions of particle concentrations and the particle
residence time. Most recent numerical works of the Eulerian approach use
the advection-diffusion equation with the gravitational settling to calculate
particle concentrations (Zhao et al., 2004) and the particle residence time
(Danckwerts, 1953; Ghirelli y Leckner, 2004).

An example of an application, without an optimal frame of reference
selection, is icing on wings. Both frameworks, Lagrangian (Villedieu et
al., 2012) and Eulerian (Habashi et al., 2006) are used in the literature to
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Table 5.1: Differences between Lagrangian and Eulerian frameworks

Eulerian Lagrangian

Equations

Partial differential equations (PDEs).
If pure transport: One PDE is solved.
If external forces: Four PDEs are solved.
Each type of particles (e.g. different diameters)
require to solve PDEs separately.

Ordinary differential equations (ODEs).
No difference in the number of equations
for pure transport or external forces.
Each particle is solved separately.

Injection Global
Boundary conditions

Local
Individual for each particle

Parallelization PDEs regular way parallelization Load balance problem
Migration between subdomains domain

simulate this. However, one of the studies of general interest is the shadow
zone on the back of the wing, where there is a very low circulation of particles.
Eulerian framework becomes the common option for this concentration
purpose (Kim et al., 2013).

The Lagrangian approach considers a finite number of particles and track
trajectories. This option enables representing dynamic characteristics of
particles such as external forces, and accurately provide detailed spatial and
temporal information of single particle trajectories and dispersion history (Li
y Ahmadi, 1992). But at the same time, it makes it difficult to estimate the
particle residence time. The major complication is that particles released
at different locations and times inside a given domain would depart this
domain at different times. This results in different residence times for
individual particles (Chang et al., 2013). In addition, as explained for the
icing example, in the cases where spatial statistics are important, injection
must be done using many particles and many injections around the domain,
highly increasing the computational cost.

Particles injections are solved in a different way. In the Eulerian approach
it is done using the boundary conditions, which make more suitable global
injections. However, the Lagrangian approach allows injecting locally using
spatial coordinates.

The parallelization techniques for Eulerian and Lagrangian methods
are completely different. The Eulerian approach parallelization is done in
the regular way PDEs are parallelized, whereas the Lagrangian approach
can become more critical because of the migration of particles between
subdomains and load balance issues, when they are concentrated in specific
regions (Houzeaux et al., 2016).

Finally, the Eulerian approach can take into account more easily sub–
grid scales (SGS) calculated in the Gauss points of the element (Guerra et
al., 2013). More detailed information about SGS will be given in subsection
5.5.1

To sum up, table 5.1 shows the main differences between both
frameworks.
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5.3 Forces involved

The predominant forces exerted by the fluid on the particles strongly depend
on the problem to be solved. As we consider point particles and one-way
coupling, an accurate force balance cannot be established and therefore the
only option is to combine a series of forces devised ad-hoc into a total force
F p.

Figure 5.1: Picture of external forces affecting a single particle

A non-exhaustive list, considered in this thesis, is: drag force, lift force,
gravity, buoyancy or Brownian diffusion.

The aforesaid forces will be considered in this thesis, but other forces,
like the Van der Waals force or Magnus force, just to cite a few, could be
necessary in other scenarios.

Here, let ap, up, xp and mp be the acceleration, velocity, position and
mass of particle p. According to Newton’s second law:

F p = mpap = mp
d2xp
dt2

. (5.1)

We are now going to describe the different forces considered in this thesis.

5.3.1 Drag force

This force represents the viscous and pressure forces exerted by the fluid and
acts in the opposite direction of the relative velocity of the particle with the
fluid. This force is defined as

|FD| =
1

2
ρfCDAp‖uf − up‖2, (5.2)
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where CD and Ap are the drag coefficient and projection area of the particle
in the direction of the motion. In the case of a sphere

Ap =
πd2

p

4
, (5.3)

being dp the particle’s diameter.

Dimensional analysis. Equation 5.2 can be rewritten as

FD = |FD|
uf − up
‖uf − up‖

. (5.4)

Herein, the drag force variables involved are relative speed norm ‖uf −up‖,
fluid density ρf , viscosity of the fluid µf , size of the body in function of
its frontal area Ap and drag force |FD|. According to the algorithm of
the Buckingham π theorem (Buckingham, 1914), these 5 parameters can be
reduced to two dimensionless parameters:

• Drag coefficient CD and

• Particle Reynolds number Rep
For this purpose, we will consider a yet-unknown function fa such as

fa(|FD| , ‖uf − up‖, Ap, ρf , µf ) = 0. (5.5)

The right-hand side is zero in any system of units. So it should be possible
to express the relationship described by fa in terms of only dimensionless
groups.

First, Rep reads

Rep =
‖uf − up‖dp

νf
, (5.6)

where νf =
µf
ρf

and is known as kinematic viscosity.
Next, CD reads

CD =
|FD|

1
2ρfAp‖uf − up‖2

. (5.7)

Now, fa can be replaced by fb such as

fb

(
|FD|

1
2ρfAp‖uf − up‖2

,
ρf‖uf − up‖

√
Ap

µf

)
= 0. (5.8)

Herein, the only unknown is FD, it is possible to express it as

|FD|
1
2ρfAp‖uf − up‖2

= fc

(
ρf‖uf − up‖

√
Ap

µf

)
, (5.9)

or
|FD| =

1

2
ρfAp‖uf − up‖2fc(Rep), (5.10)

and with
CD = fc(Rep). (5.11)
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5.3.1.1 Drag coefficient

From the previous dimensional analysis, we know that the drag coefficient
CD must depend on the particle Reynolds number Rep. For the motion of
a smooth sphere in the Stokes regime, which can be described as a type of
fluid flow where advective inertial forces are small compared to viscous forces
and Rep � 1, the drag coefficient can be easily formulated, by neglecting
the effects of the inertia terms of Navier-Stokes equations 4.1-4.2 (Yang et
al., 2015), as

CD =
24

Rep
, (5.12)

which is valid for most of the particle transport simulations in respiratory
system simulations as far as particles tend to align with fluid. Obviously,
when particles follow the flow stream lines, its relativity velocity norm
‖uf − up‖ becomes small and consequently particles Reynolds too.

However, this is not valid for higher Reynolds numbers. Literature
usually differentiates four different regions for the type of fluid flow: the
aforesaid Stokes regime where drag force decreases inversely proportional
to Reynolds number as shown in equation 5.12, Newton’s law regime
(103 < Rep < 105), where drag coefficient is independent of Reynolds
number (CD ' 0.44), the intermediate region between Stokes and Newton
regions and the boundary layer separation at a very high Reynolds number
(Rep > 105) (Norouzi et al., 2016). Different drag coefficients are proposed
in the literature (Ganser, 1993; Cheng y Nguyen, 2010; Turton y Levenspiel,
1986; Wilson y Huang, 1979; Arastoopour et al., 1982) as shown in figure 5.2
in order to be able to evaluate the drag coefficient throughout the main three
regions where this thesis models particles transport. Allow us to note that
figure 5.2 does not show the drag crisis that is found in a Reyndols number
between 105 and 106, but in the respiratory system such a large Reynolds
number is not found.

In this thesis, Ganser’s formulation will be the chosen one. Based on the
equation 5.6 in (Ganser, 1993), the author defines drag coefficient as

CD =
24

RepK1
[1 + 0.1118(RepK1K2)0.65657] +

0.4305K2

1 + 3305
RepK1K2

, (5.13)

where K1 and K2 are the shape functions that define how spherical the
particle is, and are defined as

K1 =
1

3
+

2

3
√
φ
, (5.14)

and
K2 = 101.8148(−logφ)0.5743 , (5.15)

being φ the spherification value. If particles are spheres, then φ = 1 →
K1 = K2 = 1. In figure 5.3 can be appreciated how CD varies in function
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Figure 5.2: Comparison of different drag coefficients proposed in the
literature (Ganser, 1993; Cheng y Nguyen, 2010; Turton y Levenspiel, 1986;
Wilson y Huang, 1979; Arastoopour et al., 1982)

of particles shape showing that, at a fixed Reyndols number, drag increases
with decreasing φ.

It is important to remark that equation 5.13 is valid for

RepK1K2 ≤ 105. (5.16)

Figure 5.3: Ganser’s drag coefficient in function of shapes values
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5.3.1.2 Cunningham slip correction factor

Inside the drag formula, 5.2, can also be added as a correction for
noncontinuum effects on small particles, with the Cunningham slip correction
factor Cslip,

Cslip = 1 +
2λMFP

dp
(1.142 + 0.558e−0.999

dp
2λ ), (5.17)

where λMFP is the mean free path of the air, at room temperature 6.64·10−8.
The Cunningham slip correction factor allows predicting the drag force

on a particle moving inside a fluid with Knudsen number (Kn) between the
continuum regime and free molecular flow. The Knudsen number is defined
as

Kn =
λMFP

L
, (5.18)

where L is the representative physical length scale (typically the diameter
dp in the case of particles transport).

Particle Knudsen number Kn estimates the slip effect and classifies the
different regimes as (Neumann y Rohrmann, 2012):

• Continuum: Kn < 0.015,

• Slip flow: 0.015 < Kn < 0.15,

• Transitional: 0.15 < Kn < 4.5,

• Free molecule: Kn > 4.5.

The mathematical reason why this correction factor becomes necessary
is that the derivation of Stokes Law assumes a nonslip condition which is no
longer correct at high Kn.

In this thesis we will find our simulations between slip flow
(microparticles) and a free molecule (nanoparticles) regime.

5.3.1.3 Drag force overview

It is possible to rewrite the drag force equation 5.2 in function of dp and Rep,
which are commonly significative variables in the simulations in this thesis,
and also including Cslip correction. Finally obtaining

FD =
1

8
πµfdpCslipCDRep(uf − up). (5.19)
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5.3.2 Lift force

The lift force is normal to the drag force and represents non-symmetric effects
not accounted by the drag force: non-uniform flow, non-spherical particles,
particle rotation, etc. According to (Drew y Lahey, 1993) for a low Reynolds
number flow past a spherical particle, the lift coefficient can be defined as

F lift = −Clρfαp(uf − up)× (∇× up), (5.20)

where Cl means lift coefficient and the secondary phase volume fraction is

αp =
γ̇dp

2‖uf − up‖
, (5.21)

whereas the shear rate is
γ̇ =

duf
dt

. (5.22)

Furthermore, the lift coefficient can be defined in function of vorticity
Reynolds number Reω, similarly to drag coefficient in previous subsection
5.3.1 as Cl(Reω). In this case, the dimensionless number is given by

Reω =
‖∇ × uf‖d2

p

νf
, (5.23)

In general, the lift force remains small for nanoparticles, being possible
to neglect it in this case, but becomes significant for microparticles (Li y
Ahmadi, 1992).

Saffman lift coefficient. According to (Saffman, 1965), for low Reynolds
number flow past a spherical particle, the lift coefficient can be defined as

Cl =
3

2π
√
Reω

C, (5.24)

for 0 ≤ Rep ≤ Reω ≤ 1 and C = 6.46.

Mei lift coefficient. In (Mei et al., 1994), the authors extended the model
to a higher range of particle Reynolds numbers. The Saffman-Mei model is
empirically represented as

C =


6.46f(Rep, Reω) if Rep ≤ 40
,

6.46 · 0.0524
√
βRep if 40 < Rep < 100,

(5.25)

where
β =

Reω
2Rep

, (5.26)

and

f(Rep, Reω) = (1− 0.3314
√
β)e−0.1Rep + 0.3314

√
β. (5.27)
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Lift force near wall. When a particle is placed close enough to a wall,
it is strongly influenced by lift force due to near wall shear. According to
(Zheng y Silber-Li, 2009), the lift force is dominant at a range of 2 < z+ < 6,
where the dimensionless distances z+ are defined as

z+ = z/dp, (5.28)

Here, z represents the distance from the wall. This force can strongly
affect the deposition, underestimating it if it is not taken into account (Li y
Ahmadi, 1992).

5.3.3 Gravity and buoyancy

These forces act together as soon as there exist a density difference between
the fluid and the particle, which can be represented as

F g + F b = ρfgVp(1−
ρf
ρp

), (5.29)

where g is the gravity vector where the norm is 9.81m/s, whereas Vp is the
volume of the particle.

5.3.4 Brownian motion

Molecules of the fluid constantly collide against particles. When particles are
small enough, the dispersion provoked by this phenomenon may be noticeable
and it is known as Brownian motion. From the Eulerian point of view, this
force would appear as a diffusion term in the equation. In the Lagrangian
framework it can be applied as a random displacement or as a random force.

This phenomena was first observed in 1827 by botanist Robert Brown
and explained by Albert Einstein (A.Einstein, 1903), calculating the diffusion
by using a normal distribution with the mean µ = 0 and variance σ2 = 2Dt,
where D and t are diffusivity and time. Hence, the expression of the diffusion
over time can be described as

ρ(x, t) =
N√

4πDt
e−

x2

4Dt , (5.30)

where ρ, x, t, N and D are density of particles, position, time, number of
particles and diffusivity respectively.

The generation of non-correlated random numbers with mean zero is
crucial in order to simulate Brownian motion correctly. This is why,
Brownian motion implementation using Parallel Pseudo Random Numbers
Generator (PPRNG) will be expanded in an extended section 7.4 about
Brownian motion, to the extent this topic requires special attention.
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5.4 Particles relaxation time and Stokes number

5.4.0.1 Relaxation time

Particle relaxation time τp is a measure of the return time of a perturbed
system to equilibrium. Hence, in the case of transported particles, it means
the time each particle needs to react to flow until equilibrium between both
is reached. Thus, assuming particle transport is mainly caused by drag force,
and given

ap =
dup
dt

=
FD

mp
, (5.31)

where
mp = ρpVp, (5.32)

while Vp = 1
6πd

3
p using equation 5.19. Now, acceleration can be rewritten as

dup
dt

=
uf − up

τp
, (5.33)

where
τp =

αD
CDRep

, (5.34)

and

αD =
4

3

ρpd
2
pCslip

µf
. (5.35)

However, it is common to find in the literature τp described in the
approximation of considering a Stokes flow (Rep � 1) for which CD = 24

Rep
,

in that case, Stokes relaxation time reads

τStp =
Cslipρpd

2
p

18µf
. (5.36)

A small example for checking particle behavior in function of its own τp
is proposed. In order to simplify, we will consider on the one hand uf = 0.
Given that equation 5.33 is written in function of time such as

up(t) = u0
pe
− t
τp , (5.37)

where u0
p is the initial particle velocity.

On the other hand, we consider three representative types of particles in
this thesis: a nanoparticle, a microparticle and a tennis ball size particle, just
to give an idea of human-scale behavior. Particles have water density ρp =
103kg/m3, while tennis ball has an approximately density of ρp = 450kg/m3

and its diameter is about dtennisball = 6.8cm. Thus, these relaxation times
are:
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• Nanoparticles: τp = 1 · 10−9s.

• Microparticles: τp = 4 · 10−6s.

• Tennis ball: τp = 6300s.

Whereas initial particle velocity is set to
∣∣u0
p

∣∣ = 1m/s and fluid remains
in rest. It is important to notice the importance of the Cunningham
correction factor in nanoparticles. While in micropartciles the factor is close
to Cslip ' 1, in the nanoparticle case Cslip ' 225.

This way, as shown in figure 5.4, for smaller particles, there is a quicker
particle velocity decay until reaching fluid velocity, in this case zero. On
a more human scale like the tennis ball the decay time is of thousands of
seconds, but for nanoscale it is extremely quick. In other words, the smaller
the particle becomes, smaller time steps will be required in the simulation
in order to capture all the physics affecting them.

Figure 5.4: Comparison of decay time with different τp. Vertical
discontinuous lines represent the particular relaxation time.

In future section 6.3.2 a real case simulation will be presented. Here,
being able to capture the decay time becomes absolutely necessary in order
to obtain accurate results.
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5.4.0.2 Stokes number

Use of the dimensionless Stokes number St is often found in literature to
characterize the behavior of particles suspended in a fluid flow. For example,
it is used to describe the deposition in a bend in function of St in (Pui et
al., 1987), a benchmark this thesis uses to validate our results in chapters 6
and 8. A particle with a low Stokes number follows fluid streamlines (perfect
advection), while a particle with a large Stokes number is dominated by its
inertia and tends to continue along its initial trajectory.

The Stokes number is defined as the ratio of the characteristic time of
a particle (or droplet) to a characteristic time of the flow or of an obstacle.
In other words, it is the ratio of particle relaxation time to fluid time scale
(Kulick et al., 1994). Again, defining the characteristic dimension of the
obstacle L, we can describe St as

St =
τp‖uf‖
L

. (5.38)

For a better understanding of what the Stokes number means, let us
consider a constant fluid velocity ‖ûf‖. Now, a time scale can be described
used as a characteristic length particle diameter such as t̂ =

dp
‖ûf‖ . Next, let

us consider all the variables involved in a drag differential equation 5.33 as
‖up‖ = ‖ûf‖‖u∗p‖, ‖uf‖ = ‖ûf‖‖u∗f‖, t = t̂t∗ and τ = τ̂ τ∗, where τ̂ can
be considered the relaxation time in a Stokes regime as shown on equation
5.36. Hence,

ûf

t̂

du∗p
dt∗

=
ûf
τ̂ τ∗

(u∗f − u∗p), (5.39)

du∗p
dt∗

=
1

St

u∗f − u∗p
τ∗

, (5.40)

where St =
dp
‖ûf‖τ̂ , which finally can be defined as

St =
Cslipρpdp‖uf‖

18µf
, (5.41)

which is the same result we would obtain mixing equation 5.36 and 5.38
using L = dp. Checking equation 5.40, it can be noticed that for small
Stokes numbers (e.g. small diameter or low fluid velocity) the variation of
u∗p will become important, whereas for large Stokes numbers, it will tend to
zero, meaning we are not in the Stokes regime and thus this is not valid.

5.5 Particles diffusion modeling

When LES or RANS models are used, literature proposes different
approximations to simulate particle diffusion due to turbulence employing
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stochastic methodologies. From the least computationally intensive to the
most computationally intensive, according to (Loth, 2000), these models
can be arranged as: Discontinuous random walk DRW models, continuous
random walk CRW models, and Langevin stochastic differential equation
SDE models.

On the one hand, DRW and CRW models both require a drift correction
in non-homogenous flows. On the other, SDE models do not need such a
correction because their first-moment is equal to the Eulerian momentum
equation (MacInnes y Bracco, 1992). However, the SDE model demands
the Reynolds-stress transport description of the turbulence and according
to (Shirolkar et al., 1996; Loth, 2000), it probably has not been tested as
extensively as the other models.

For the DRW Lagrangian simulations, the turbulence is assumed to be
isotropic and the fluctuation a Gaussian probability distribution (Gosman
y Loannides, 1983). It means the eddy is assumed to have a constant
velocity perturbation for as long as the particle is interacting with it. This
perturbation is formed in the subgrid scale by using a randomly chosen
velocity perturbation u′f combined with the local mean (or resolved) velocity
immediately surrounding the fluid point location ūf . Considering equation
4.5, it is carried out

uDRWf = u′f + ūf . (5.42)

DRW has been widely used in engineering problems (Elghobashi, 1994;
Crowe et al., 2011) with a good performance for complex flows. Nevertheless,
one of the main problems with the DRW model is that it employs step-
function type perturbations yielding infinite continuous-fluid accelerations
(Loth, 2000). In addition, as mentioned above, we must assume isotropic
turbulence. The CRW model avoids these problems by correlating the
turbulence statistics in time with stochastic sampling for obtaining finite
fluid accelerations (MacInnes y Bracco, 1992).

The eddy lifetime τΛ and the particle-eddy interaction time τint, which
can be calculated as shown in equation 5.43, defined in (Csanady, 1963) for
turbulent flows.

1

τint
=

1

τΛ
+

1

τtra
. (5.43)

Where τtra means the time particles need to traverse the eddy. Hence,
the continuous-fluid acceleration along the fluid path can be approximated
by CRW model as

duCRWf

dt
' τint

τΛ

u′f (t+ δt)− u′f (t)

δt
+
ūf [xp(t+ δt)]− ūf [xp(δt)]

δt
. (5.44)

When particle density is similar to the fluid density (e.g. bubbles),
CRW enebles computing vorticity fluctuations, which can be used for lift
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formulation. DRW, however, is often used under the opposite condition,
when particles density is much greater than a fluid one ρp

ρf
� 1.

Applying DRW and CRW models will remain as a future work. During
this thesis it will be assumed that iLES can be assimilated to a DNS
solution (as explained in previous section 4.2), not requiring as a consequence
any dissipation model. The inclusion of CRW models in iLES applied to
particles transport can be of special interest for studying how it can affect
the calculation of the vorticity on particles and, consequently, the behavior
of lift force.

5.5.1 Element interpolation at particle position

The fluid velocity is interpolated element-wise, once the element and the
associated shape functions are obtained at any particle location. In this
thesis, the sub-grid scale SGS velocity is not considered in the drag law. In
VMS methods, the SGS is generally discontinuous and tracked at the element
integration points, which makes its interpolation difficult at any location
inside an element. Figure 5.5 illustrates the different locations where the
unknowns are obtained.

Figure 5.5: Linear interpolation of velocity at particle p position using nodal
velocity uhf . Subgrid scale velocity u′f computed at the Gauss point is
neglected.

Several options are possible. On the one hand, to obtain a continuous
SGS, the SGS is first projected on the finite element space and then
interpolated at the particle position. On the other hand, to maintain the
discontinuous character of the SGS, this one can be extrapolated from the
Gauss points to the nodes and then interpolated at the particle position.
When considering an Eulerian approach however, the SGS velocity can easily
be accounted for in the advection term, as described in (Guerra et al., 2013).
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5.5.2 Negligible collision criteria

During this thesis the collision between particles will be neglected and it
will remain for future work to implement it. The criteria to neglect them
must depend on the concentration of particles np = #particles

V , the size of
particles dp, the particle velocity up and the turbulence of the fluid or its
time scale τΛ, or the equivalent to the particle transition inside the eddy.
In the previous subsection 5.5, the particle-eddy interaction time τint was
described (check equation 5.43) for the case of turbulent flow. In the case of
laminar flow, this can be replaced by a macroscopic time scale τL based on
a characteristic length L. Deeper discussion about the characteristic length
will be discussed in the next section 6 for applying it to an adaptive time
step scheme.

According to (Loth, 2000), the number of collisions per unit time and
per particle can be approximated by three main factors:

• 1) The product of np.

• 2) The inter-particle relative velocity

• 3) The area swept out by a single particle.

The inter-particle relative velocity in turbulence far from initial conditions
can be upper-bounded by the particle terminal velocity (Vterm), while the
swept area, to which particle to particle interactions are limited, can be
estimated by the value πd2

p.
According to these mentioned factors, the criteria for negligible particle

collision in turbulence can be written as

np‖uterp ‖πd2
p �

1

max(τint, τp)
, (5.45)

where the terminal velocity of the particle reads

uterp =

√
2mpg

ρpACD
, (5.46)

thus, for a sphere particle

uterp =

√
4dp
3CD

. (5.47)

In a Lagrangian approach, np is determined by the number of particles
injected, which can vary depending on the requirements of the problem.
More particles imply more computational cost, so frequently the number
of particles injected are in a balance between being significative for the
statistics but with an affordable computational cost. To include some
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typical numbers in our simulations, allow us to suppose an initial injection
of 100000 microparticles in a sphere of 0.03m3 evolving a human nose, we
have np ' 3000000 particles per m3. As mentioned on subsection 5.4.0.1,
microparticles have a τp = 4 · 10−6s, thus 1

τp
= 250000 while npπd2

p ' 10−5,
so a very large ‖uterp ‖ would be need in order not to obey criteria 5.45, which
is extremely unlikely in respiratory system simulations.





Chapter 6

Particles transport numerical
model

To those who ask what the infinitely
small quantity in mathematics is, we
answer that it is actually zero. Hence

there are not so many mysteries hidden
in this concept as they are usually

believed to be.

L. Euler

Summary: In previous chapter 5, the physics affecting particle
transport was exposed, defining the external forces. However, these
forces act along time, making necessary the integration of the position,
velocity and acceleration over time to obtain the particle trajectory at
every moment. In this chapter we discuss what types of integration
schemes exist in the literature and which is the most suitable for our
application (section 6.1). In addition, an adaptive time step strategy
is included to help to control the error and reach convergence 6.2. To
conclude, results are first presented with simple mathematical cases
and later using physical benchmarks.

6.1 Time integration schemes

There is a large variety of integration schemes for solving the particle
transport. Some examples, starting with single step methods, are Euler’s
method or the midpoint rule, both compared with a particle tracking
application in (Teitzel et al., 1997). However, these kinds of methods are
not very accurate and are difficult to converge when the particles that have

75
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accelerations that are too large. One of the most common schemes found in
the literature are Runge–Kutta methods (RKp), where p denotes the order of
the integration scheme. Authors like (Boozer y Kuo-Petravic, 1981; Press et
al., 1992) use this method for particle transport and others like (Darquenne y
Paiva, 1994) use it, more particularly, for aerosol transport in human lungs.
But some problems are also reported when RKp are used for small particles
(e.g. nanoparticles), as shown by (Longest y Xi, 2007). These same authors
use a Runge–Kutta, except for particles with dp < 400nm, in which case
an analytic integration scheme is employed. This is why we opt for a more
adaptable integration scheme: A Newmark-β integration scheme.

6.1.1 Newmark-β time integration scheme

The Newmark-β is a semi-implicit integration method primarily developed
for the numerical evaluation of the dynamic response of structure in finite
element analysis Newmark (1959); Hilber et al. (1977); Wood et al. (1981);
Chung y Hulbert (1993). Later, these methods have also been applied to
first order differential equations Jansen et al. (2000), Schweizerhof et al.
(2004b). We consider a Newton-Raphson NR iterator for solving the implicit
dependence, first proposed by Park (1975).

In the Newmark-β scheme, the actualizations of the velocity un+1
p and

position xn+1
p of the next time step are given by two equations:

un+1
p = unp + [(1− γ)anp + γan+1

p ]δt, (6.1)

xn+1
p = xnp + unpδt+

δt2

2
[(1− 2β)anp + 2βan+1

p ], (6.2)

where β and γ are constants which determine if the method is implicit or
explicit, its accuracy and its stability. For γ = 1

2 , the method is at least
second-order accurate. While β = 1

4 yields the constant average acceleration
method.

6.1.1.1 Linearization

Some forces depend on the particle and fluid velocities (e.g. drag force or lift
force) and thus the position. Equation (6.1) is therefore strongly non-linear.
In this work, an inner Newton-Raphson (NR) iterator is used to converge
the particle velocity equation. Once the velocity is obtained, the position
is then updated using Equation (6.2). The NR method can be defined as
a root-finding algorithm that uses the first term of the Taylor series of a
function in the vicinity of a suspected root.

Let f(un+1
p ) be the function whose root is desired using equation (6.1)

f(un+1
p ) = −un+1

p + unp + [(1− γ)anp + γan+1
p ]δt, (6.3)
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and the Jacobian J defined as

J = ∇upf(un+1
p ) = −I + γ

dap
dup

∣∣∣∣
n+1

δt, (6.4)

where I is the identity matrix.
Finally, the Newton-Raphson is described in this case by

un+1,k+1
p = un+1,k

p −w(un+1,k
p ), (6.5)

where the subindex k means the k-iteration of the NR and

w(un+1,k
p ) = J−1f(un+1,k

p ). (6.6)

6.1.1.2 Convergence criterion

Next convergence criterion defined as

‖w(un+1,k
p )‖

‖un+1,k
p ‖

< εc, (6.7)

is imposed. εc is defined as the tolerance residual norm, or in other words,
the desired precision in the convergence.

The integration scheme can be summarized in algorithm 1.

Algorithm 1 Integration scheme algorithm.
1: for each particle p do
2: Interpolate from nodes uf (xnp )
3: εc = 106; k = 0; maxiter = 10
4: while (‖w‖‖u‖ > εc) and (k ≤ maxiter) do
5: Sum all forces
6: Second Newton’s law: an+1,k

p = F n+1,k
p /mp

7: Compute un+1,k
p using Newmark-β + Newton-Rapshon

8: Calculate εc
9: k = k + 1

10: end while
11: Update position xn+1

p

12: end for

Algorithm 1 includes the heaviest computational cost of the Lagrangian
particle transport calculation and it is easily parallelizable splitting it into
threads and processes in a more global way as shown in co-authored paper
(Houzeaux et al., 2016) and in more detail in section 7.2.1.
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6.1.1.3 Jacobian calculus

It is important to study the behavior of our Jacobian J , as far as in the
case of its determinant is equal to zero, the Jacobian will not be invertible
and hence the NR method is not applicable. Apart from this, inverting the
Jacobian can have a high computational cost when many different forces are
involved. This is why first we are going to calculate the exact Jacobian if
only drag force is taken into account JD. Next, we will explain our Jacobian
approximation Ĵ for more costly cases.

Drag force exact Jacobian. We will consider the acceleration ap depends
uniquely on drag force, previously defined by equation 5.2 in section 5. In
that section, the acceleration of a particle was also defined when drag force
was the only external force in function of relaxation time τp as

ap =
(uf − up)

τp
, (6.8)

where τp depends on Rep and CD, as described by equations 5.34 and 5.35.
According to this, the Jacobian components JDij (only using drag force)

can be calculated. In order to simplify the formulation, superindex indicating
the time step n and n + 1 will be removed in this calculus, as far, as n-
time step variables are removed when we derivate respect un+1

p . Thus, the
components are

JDij =
∂fi
∂up,j

=
∂

∂up,j
[−up,i + γ(uf,i − up,i)

δt

τp
], (6.9)

and applying derivative’s chain rule, we obtain

JDij = −(1+γα−1
D CDRepδt)δij +γα−1

D δt
∂(RepCD)

∂Rep

∂Rep
∂up,j

(uf,i−up,i), (6.10)

where

δij =


1, if i = j,

0, if i 6= j.
(6.11)

In order to remove some constants found in equation 6.10, let us define
κ as

κ = γ
δt

τp
, (6.12)

where κ > 0 and ideally κ ≤ 1 as far as δt is expected to be lower than τp if
the reaction of the particle requires to be measured.

Next, derivatives are developed, such as

∂Rep
∂up,j

= − ∆uj
‖∆u‖2

Rep, (6.13)
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where ∆u = uf −up, while ∆uj means the difference only in the component
j. The ∂(RepCD)

∂Rep
derivative, on the other hand, depends on the different

possible formulas available in the literature, as explained in detail in section
5.3.1. In aforesaid section, it is shown in figure 5.2 that CD is always a
decreasing function (except in (Wilson y Huang, 1979) formula for very high
Reynolds numbers). Again, for simplicity reasons, let us define φ as

φ =
1

CD

∂(RepCD)

∂Rep
, (6.14)

or if preferred

φ = Rep
∂

∂Rep
ln(RepCD), (6.15)

which shows that φ is a function containing the derivative of ln which can
never become zero.

Figure 6.1: Behavior of φ

As shown in figure 6.1, where φ is plotted using Ganser’s drag coefficient
(Ganser, 1993), this function is always positive and increasing.

Finally, a shorter expression of the Jacobian can be written as

JDij = −(1 + κ)δij − κφ
∆ui∆uj
‖∆u‖2

. (6.16)

If the determinant of the Jacobian is different from zero det(JD) 6= 0, it
is invertible. In order to check its behavior, let us consider a 2D problem.
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In this case, the diagonal is defined by

JD1,1 = −(1 + κ)− κφ ∆u2
1

‖∆u‖2
, (6.17)

JD2,2 = −(1 + κ)− κφ ∆u2
2

‖∆u‖2
, (6.18)

whereas the extra-diagonal is given by

JD1,2 = JD2,1 = −κφ∆u1∆u2

‖∆u‖2
. (6.19)

The Jacobian is thus symmetric, as will happen in the 3D case.
Keeping on the 2D problem, the determinant of the Jacobian can be

calculated as

det(JD) = (1 + κ)2 + (1 + κ)κφ
∆u2

1 + ∆u2
2

‖∆u‖2

+κ2φ2 ∆u2
1∆u2

2

‖∆u‖4
− κ2φ2 ∆u2

1∆u2
2

‖∆u‖4
,

(6.20)

so after simplifications are applied, the determinant is finally given by

det(JD) = (1 + κ)2 + (1 + κ)κφ, (6.21)

and generalizing it for nd-dimension, the determinant reads

det(JD) = (−1)nd(1 + κ)nd−1(1 + κ+ κφ). (6.22)

As far as all the constants are positive in equation 6.22, the Jacobian,
independently of its dimension, may not be equal to zero

det(JD) 6= 0, (6.23)

so to summarize, it will be always positive or negative depending on its
dimension

δij =


det(JD) > 0, if 2D,

det(JD) < 0, if 3D.

(6.24)

It is therefore always invertible.
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Jacobian approximation discussion. In this work, we approximate the
Jacobian by its diagonal J ∼ diag(J), considering only the drag force terms.
The rest of the forces like lift, gravity, buoyancy or Brownian force are
included in the acceleration term an+1

p from equation 6.3.
This assumption could be considered a good solution for computational

performance if the number of iterations needed to converge are not too many.
This point is proven using some mathematical cases, shown in subsection
6.3.1, in figures 6.6 or 6.12.

Nevertheless, an interesting topic for discussion may be if it is really
necessary to adopt the diagonal terms approximation, especially when lift
force is involved. Hence, a future work comparing computational times and
error ratio using both configurations (diagonal and full matrix) is proposed.

In addition, studying the convergence of the NR can also be an interesting
topic.

6.2 Adaptive Time Step (ATS)

Let us define δtf as the fluid time step. The straightest way to solve particle
transport is using the same time interval for fluid and particles δtf = δtp,
where δtp is the time step of the particles. On the contrary, an independent
δtp is desired, some assumptions must be considered. In our case, a linear
variation of the fluid solution during δtf . If so, intermediate solutions can
be interpolated, allowing smaller intervals δtp < δtf . The only restriction
about the new time steps is that particle final time must be the same than
fluid, as the example of figure 6.2 shows. There are three reasons to have a
smaller particle time step than a fluid time:

ti tf

δtp1 δtp2 δtp3

Figure 6.2: Scheme of adaptive time step. Particles can adopt a smaller time
step than the fluid.

One element per time step. Particles cannot cross more than one
element from one time step to another, because only the first neighborhood
list of elements is looped (for accuracy and parallelizing reasons as further
detailed in section 7). Otherwise, time step is automatically decreased.
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There is also a mathematical reason to allow a particle to cross only one
element each time step. We must compute the right linear variation fo the
velocity from one element ot another.

Reaching convergence of the integration scheme. Time step is
decreased when convergence in Newmark-β is not reached. The convergence
factor can be controlled before the simulation starts, previously choosing the
value of the residual norm εc defined in equation (6.7).

Control the error time of the integration scheme. Before the
simulation starts, the user must define the maximum acceptable error due to
the discretization εerr � 1 . This error is normalized using a characteristic
length L. The election of L is in some way arbitrary and may vary depending
on the properties of the problem. The discussion will be deeper developed
during next subsection 6.2.1. But, at the same time, in some problems a
good choice can become key, as will be shown in the examples below. Some
of the proposed characteristic lengths are the diameter of the particle dp, the
length of the element h or the instant velocity of the particle |up| multiplied
by a characteristic time τ .

In order to estimate the new time step δterr, let xn+1
p,exa be the exact

solution found by applying Taylor series:

xn+1
p,exa = xnp + unpδt+

1

2
anpδt

2 +
1

6

danp
dt

δt3 +O(δt4). (6.25)

Subtracting the equation (6.25) and (6.2) and neglecting O(δt4), one obtains

xn+1
p,exa − xn+1

p = β(an+1
p − anp )δt2 − 1

6

danp
dt

δt3. (6.26)

We consider the following approximation for danp
dt ,

danp
dt
'
an+1
p − anp
δt

, (6.27)

we require the difference xn+1
p,exa−xn+1

p to be lower than a given characteristic
length, as mentioned earlier. Thus we have that

max|xn+1
p,exa − xn+1

p | = εerrL, (6.28)

where max|xn+1
p,exa − xn+1

p | means the maximum difference in absolute value
of any of the dimensions. Isolating δt, it is finally obtained

δterr =

√
εerrL

(β − 1/6)max|an+1
p − anp |

. (6.29)
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Obviously, equation (6.29) is only reasonable for the choice β 6= 1/6. It is
interesting to take a look at the limiting behavior of this formula: dap

dt → 0

or dap

dt → ∞. Furthermore, notice that if ap = ct., the exact solution is
obtained regardless of the time step (e.g. parabolic movement when ap = g,
as shown on figure 6.3). Some researchers like Schweizerhof et al. (2004a)
or Schweizerhof et al. (2004b) arrive to a similar discretization error formula
for a Newmark-β integration scheme.

Figure 6.3: A particle with initial velocity u0
p = (1, 0)m/s is only affected by

gravity. Independently of the time step, the simulated particle follows the
exact trajectory line. However, deposition is not reached at the same time
because of its fixed time step. Interpolation is thus necessary to recover the
right time.

Finally, let us define the accuracy α as

α =
δterr
δt

. (6.30)

The new time interval is only accepted if α > 0.9. Otherwise, the process
is repeated using δtnew = δt. Contrarily, a relaxation variable s > 1 is
responsible of smoothly incrementing the δt of the next time step if possible,
in order to optimize the number of steps computed:

δtn+1 = sδt. (6.31)
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6.2.1 Discussion of discretization error and characteristic
length

Figure 6.4: Which is the right characteristic length?

The time step of a particle δt will directly depend on two factors (more
or less arbitrary). First, the error the user is willing to assume, in other
words, the selection of the value of discretization error εerr. Second, the
characteristic length L the user considers more suitable for the problem.

As shown in figure 6.4, there may be different eligible L in the same
problem. In the respiratory system, for instance, this could be the diameter
of the particle dp, the characteristic length of the element or the characteristic
length of the obstacle such as the airway diameter.

The first option, dp, has the main advantage that the response time
or characteristic time of the particle τp (previously defined in section 5.4
by equation 5.36) depends on the square of its diameter. It means, smaller
particles will react quicker to the fluid, so smaller time steps will be necessary
to correctly track them. However, we typically simulate particles whith
diameters that can be on the order of nanometers. According to equation
6.29, the time of the particles is proportional to δtp ∝ L1/2. Hence, the
smallest particles will have a really small time step and lots of sub-iterations
will be required before reaching global time step.

If, otherwise, the chosen L is the characteristic length of the element,
it means the result, somehow, depends on the mesh twice. The first one,
because of the restrictions of the adaptive time step was one element per
element as we previously explained; the second one because of the chosen L.
Nevertheless, in the respiratory system, meshes are usually finer close to the
wall in order to obtain better deposition results, which are of much interest
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for medical purposes. Therefore, this option can become an extra-help.
Finally, choosing the option of the characteristic length of the obstacle

brings a high computational cost if it must be calculated for every particle,
every step. On the other hand, it is clear that in small channels, fluid velocity
fields can be higher and deposition more recurrent, so smaller time steps can
be helpful.

Security measure to avoid possible bugs or infinite loops. It is also
important to remark that, for computational reasons, there are a maximum
number of iterations a particle can do before reaching the global time step.
This way, it is ensured that a single particle can not be able to consume too
much computational resources requiring too many steps to reach it (next time
step can not start until all particles are over) or even entering into an infinite
loop because of a bad numerical behavior, which would paralyze the whole
simulation because of a single particle. This maximum number of iterations
can be chosen as a prescribed number before starting the simulation or using

maximumnumber iterations = int

(
δtf
δtmin

)
, (6.32)

where intmeans converting the result into an integer and δtmin the minimum
time step allowed to a particle (set before starting the simulation). If a
particle needs more iterations it means there must be an error and that a
particle entered into an infinite loop. In the unlikely case it could occur, this
particle is preferred to be removed instead of parallelize the simulation. At
the end of the simulation a statistic of lost particles because of the numerical
reasons is shown, so it can be checked if the number of lost particles is
relevant.

In section 3.3.3.2, we explained a source of problems that made the
code enter into an infinite loop without the maximum number of iterations
measure set. At the time of writing this thesis, no particle had been lost for
computational or numerical reasons. However, this limit of total iterations
can be considered as a necessary security measure.

6.3 Results with adaptive time step (ATS)

In order to test the complete algorithm, it means a Newmark-β with an
inner NR plus and ATS, two types of studies will be done. First, some
mathematical cases will evaluate the algorithm in a ground level behavior.
Next, a real case will be proposed and benchmarked.



86 Chapter 6. Particles transport numerical model

6.3.1 Mathematical cases

Different mathematical cases in 1D and 2D have been created. The main
goals of these study cases are:

i) Analyzing the convergence of the integration scheme.
ii) Comparing the behavior of non-adaptive and adaptive time steps.
These examples will be simplified as much as possible for a better

understanding of the proposed scheme. Only one small particle with
ρp = 1000kg/m3, dp = 10−9m transported in a fluid by drag force Fd,
which will be the only force affecting the particle, will be simulated. As
the particle is extremely small, drag force will quickly accelerate the particle
until reaching the fluid velocity uf , so the particle will approximately follow
the same path as the fluid. In this way, we will be able to approximate the
fluid pathlines as valid for the same particles path. In addition, characteristic
length will always be particles diameter L = dp.

• Case I: Gaussian function

Let us define a 1D domain, where a particle is at rest until it is submitted
to an abrupt acceleration. The path the particle must follow is a Gaussian
from ti = 0s to tf = 1s, where the mean value is µ = 0.5 and the standard
deviation σ = 0.01√

2
, obtaining a function such that

xp = 0.6e

(
− t−0.5

0.02

)2
(6.33)

In order to get the particle following the Gaussian bell, the derivative
uf =

dxp
dt must be imposed for fluid velocity

uf = −3000(t− 0.5)e−2500(t−0.5)2 (6.34)

Figure 6.5: (a) Gaussian function. (b) Velocity fluid function.
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This first experiment focuses on the convergence of the NR. Let us define
the value of the tolerance (equation 6.7) εc = 10−12 and a fixed time step
δt = 10−3s
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Figure 6.6: Number of NR iterations needed to obtain the convergence.

Figure 6.6 shows that the number of maximum iterations needed for
convergence are 4, just when the particle is close to the maximum of the
gauss function. The plot only shows the zone of interest when the particle
starts to be accelerated. Before that, εc remains null (converging in the first
iteration). Figure 6.7 shows how εc varies during iterations until it reaches
the desired value.

Figure 6.7: (a) Residual norm during the period the particles gets
accelerated. (b) Same as left, but zoomed when particle approaches the
maximum of the bell.

The second experiment with the Gaussian function shows the
optimization of the algorithm when the adaptive time step is applied. The
time step chosen in this case is larger: δt = 0.1s. So that the width of the
gauss function is smaller than the time step. This is why, the particle doesn’t
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notice this change of velocity and rests in rest during the full simulation as
shown in 6.8 (a).

Allow us to consider the adaptive time step now, defining the
characteristic length as the diameter of the particle L = dp. Figure 6.8
(b) shows that this same particle does notice the acceleration.

(a) (b)

Figure 6.8: (a) Particle trajectory given a Gaussian function if adaptive time
step is off. (b) Particle trajectory given a Gaussian function if adaptive time
step is on.

Figure 6.9 shows the position of the particle every time step when using
the adaptive. The initial δt is reduced to the minimum time step δtmin
imposed by the user, in this case δtmin = 10−12. As the particle notices the
velocity remains constant, δt is quickly increased until it notices the Gaussian
function and decreases δt again.
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Figure 6.9: Gaussian function plotting every step of the particle when
adaptive time step is applied

• Case II: Sinusoidal function
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Let us define a 1D problem where a particle follows a sinusoidal path
from ti = 0s, tf = 1s. The imposed velocity field must be the derivative of
the time respect xp such as 6.36 graphically represents in figure 6.10.

xp = 0.0125sin(20t), (6.35)
uf = 0.25cos(20t). (6.36)

Figure 6.10: (a) Sinusoidal position function. (b) Velocity fluid function.

As in the previous example, first of all the convergence is studied. For
this reason a fixed time step is chosen δt = 0.001s. As shown in figure 6.12,
the number of iterations needed to reach the convergence always oscillate
between 2 and 3 in a cyclic way as expected in a sinusoidal function and the
maximum residual norm obtained is εc = 108.96. A zoomed plot of when
the maximum residual is reached is represented in figure 6.11.
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Figure 6.11: Zoomed plot of the residual norm in sinusoidal function.

Secondly, when studying the adaptive time step a larger fixed δt = 0.1s is
used. Figure 6.13 (a) shows the result without using adaptive time step. As
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Figure 6.12: Number of iterations needed in order to obtain the convergence.

the frequency of the function is too high for the chosen δt, the particle has
troubles when following the right path. On the other hand, once adaptive
time step is on, with L = dp, as shown in figure 6.13 (b), the particle agrees
with the exact trajectory.

(a) (b)

Figure 6.13: (a) Particle’s trajectory given a sinusoidal function if adaptive
time step off. (b) Particle’s trajectory given a sinusoidal function if adaptive
time step on.

• Case III: Swirl

We will consider a 2D problem, where a rotational fluid with a constant
swirling velocity field is shown in figure 6.14. The particle is initially injected
at a certain distance from the center. The fluid must transport the particle
into a closed circumference to obtain the exact solution. In order to obtain
this result, the pure transport model can be used instead of the force model,
considering an infinitely small particle radius.
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x

y

z

Figure 6.14: Mesh of the swirl case with a rotational fluid. Velocity fluid is
computed on the nodes.

As shown in figure 6.15, using a constant time step, as the time step
decreases, the particle trajectory fits better with a circle. If ATS is on, the
circle always fits a closed circle.

Figure 6.15: Comparison of swirl simulation with different and adaptive time
steps.

6.3.2 Real case simulations

A real simulations is proposed now. The initial spray injection conditions will
be simulated to study how ATS and NR help to simulate a particle velocity
when particle is out of the Stokes regime. In addition, in chapter 8, section
8.3, a second real experiment (a bent pipe) studying particles deposition in
function of its diameter will be simulated and results with other simulations
found in the literature and empirical data will be compared to ours.

• Non-Stokes regime: Spray injection



92 Chapter 6. Particles transport numerical model

In the literature there are some simulations of spray delivery in order to
study the deposition of drug delivery in function of the size of the particle,
the angle of the spray or the initial velocity of the spray.(Kimbell et al., 2007;
Basu et al., 2017). According to them, typical particles diameter may vary
between dp = 1µm− 500µm approximately, with a flow rate which can vary
between Qin = 10L/min - 30L/min and an initial spray velocity between
up = 1m/s− 20m/s.

In this problem, we are choosing the most extreme possible values, which
will be the most difficult conditions to converge the solution. We chose
dp = 1µm and up = 20m/s. Given these parameters, the relaxation time of
the particle is τp ' 4 · 10−6. Let us use a larger time step than τp, such as
typical δt = 10−5s, a generally valid time step to be able to properly simulate
micro-particles in respiratory system. Unfortunately, in the very initial step
of the injection of particles simulating a nasal spray, the difference |uf − up|
is maximum (herein, up ' 4.5m/s) , thus particles are not under Stokes
regime and Rep > 1.

Figure 6.16: Behavior of relaxation time of up in a initial injection of a spray
using different levels of configurations for the particles transport algorithm
and comparative with the expected result

As shown in figure 6.16, using a δt = 10−5s, only the configuration with
ATS is capable of capturing the decay curve of particle velocity. The options
without ATS do not, but after two more time steps, the simulation with NR
converges again to the theoretical particle velocity.



Chapter 7

Parallelization of particle
transport

The way the processor industry is going,
is to add more and more cores, but
nobody knows how to program those
things. I mean, two, yeah; four, not

really; eight, forget it.

S. Jobs

Summary: The particle transport in a fluid requires solving the
fluid first, which is in charge of transporting particles, and next
the particle transport itself. In an HPC context, finding out the
most suitable and efficient computational setting (e.g., number and
distribution of MPI processes) for solving the fluid and particle
problems is not straightforward, as the fluid and particles have very
different computational needs. While the fluid equations are solved
in the whole computational domain, particles may have heterogenous
concentrations. In this chapter, we propose a hybrid parallelization
solution, together with a dynamic load balance strategy to enhance
the overall simulation efficiency.

7.1 Strategies to simulate fluid and particle
transport

A proper simulation of the respiratory system airways requires two main
steps:

• Simulating the fluid.

93
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• Once the fluid is solved, simulating the particle transport.

The air physics must be always solved before particle transport because
particle motion depends on the air velocity. These two steps can be done
using two different strategies:

• Writing the air solution in the disk: Solving the air and particle
transport separately. This strategy requires writting the fluid solution
on the disk.

• Using RAM or MPI to send the air solution: First solve the
air and next the particle transport at each time step. The solution is
communicated via Random-access memory (RAM) or Message Passing
Interface (MPI). Herein, there are two different options: mono-code or
multi-code, using a single instance of the code or two respectively, as
explained further in section 7.2.

These two strategies are schematized in figure 7.1. The disk strategy is
typically used for stationary flows and if the simulation must be repeated,
recycling the same fluid solution several times. Alternatively, using RAM or
MPI is typically used to solve transient flows.

Figure 7.1: Two different strategies for computationally solving particle
transport.
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7.1.1 Stationary or transient flows

Using one of the strategies proposed above will mainly depend on the type
of fluid: Stationary or transient.

Stationary flow. When the flow is stationary, only the steady-state
solution is needed. Thus, once the fluid solution is converged, its solution
can be passed to particle solver through files or through memory, as shown
in figure 7.2. The first approach is obviously the preferred one when several
experiments are undertaken (for example to transport different particle
types, or to test different injection conditions).

Figure 7.2: In the case of a stationary flow, first the stationary-state must
be achieved.

Transient flow. The flows of interest in this thesis are transient. Thus, in
order to capture the correct transient behavior of the particles, these should
be transported from one time step to the next one. For this, the fluid velocity
should be made available to the particle solver anytime. This is achieved
either by communicating through RAM or using MPI. The latter one is
considered when using the mono-code strategy while the last one is used
together with the multi-code strategy, as we will describe in section 7.2.2.
Writing on the disk is discarded, because the data collected can become too
large as every time step the fluid solution is should be saved.

Let us mention another possible bottleneck of the simulation. When
considering millions of particles, the RAM memory can also suppose a
limitation, whenever the partitioning of the mesh used for particle transport
is not properly done. As an example, let us consider 107 particles in one
single MPI process. Transporting an individual particle requires about
20 real number variables (8 bytes), leading to a total memory equal to
107 × 20 × 8 = 2 · 109bytes = 2Gb, without taking into account the mesh.
Depending on the computational resources, we can thus quickly reach the
memory limit of the core. This possible problem can thus be solved using
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a specific partition for the particle transport, as allowed by the multi-code
coupling.

7.2 HPC parallelization

In HPC, two main parallelization methodologies exists, for distributed
memory and shared memory systems, respectively.

• Distributed Memory: Parallel processes do not share the memory
space, so the only efficient way to move data from the address space of
one process to that of another space is with a message passing (Saez
et al., 2011). In the case of this thesis, we consider a mesh-based
numerical method. The parallelization consists in assigning different
portions of the mesh (the subdomains) to different processes. These
subdomains of the mesh are created using a mesh partitioner (herein
METIS), and they communicate through the MPI library.

• Shared Memory: Parallel processes share the memory space, so
several processes can operate on the same data (Saez et al., 2011). The
parallelization is done splitting a loop into chunks, each chunks being
operated by different threads, running on different cores. This strategy
is usually carried out by using Open Multi-Processing (OpenMP)
library. Alternatively, we also use OmpSs library, developed in BSC,
which expands OpenMP for supporting, among others techniques,
asynchronous parallelism and GPUs. In the OmpSs case, loops are
split into tasks. Both libraries have been used in this thesis.

Shared and distributed memory solutions are compatible. If they are
both used in a single code, the methodology is referred to as a hybrid
parallelization approach.

7.2.1 Particle transport parallelization

Distributed and shared memory parallelization can be used separately or
together. In the case of a hybrid parallelization, the advantages of each
methodology can provide a better performance. However, which proportion
of processes and threads is the ideal one requires a deep performance study
of the problem to be solved.

Fluid parallelization. The fluid can be efficiently solved by using MPI
parallelization. Mesh partitioning is performed in such a way that the work is
balanced. This can be relatevily well achieved when solving the NS equations
with partitioners like METIS. However, this does not exclude OpenMP for
specific improvements, as (Garcia-Gasulla et al., 2018) shows.
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Particle parallelization. For independent particles and if there exists no
race condition, OpenMP threads becomes an ideal parallelization method,
as particles can be homogeneously distributed in threads, independently of
their distribution in the computational domain. However, as particles coexist
with the fluid, MPI parallelization is usually required too. For a better
comprehension of the particle transport parallelization, let us firstly explain
how the MPI and OpenMP parallelizations are done separately:

• Parallelization using MPI: A particle is located in one specific
element of the mesh and therefore belongs to exclusively one
subdomain. The mechanism to migrate one particle to another
subdomain is through an MPI message whenever a particle falls into a
halo element (an element from another subdomain sharing at least one
node with an interface element) of the subdomain it belongs to. This
is possible because we constrain the particles not to travel through
more than one element from one time step to the next one as already
explained in subsection 6.2. In figure 7.3, a hypothetical mesh divided
in subdomains is shown together with halo elements used for migration.

• Parallelization using OpenMP: The transport of many particles
consists of a loop over these particles. Each iteration of the loop is
in charge of transporting a single particle, by evaluating the different
forces it is submitted to and integrating its trajectory in time. The
work of this loop can then be divided into chunks and distributed by
OpenMP threads. As far as particles are independent and due to the
existence of a single main loop, this shared memory parallelism is easy
to put in place by using a single OpenMP pragma. OpenMP offers two
possible scheduling for assigning the size of the chunks:

– Static: If the scheduling is static, OpenMP, by default, divide
the loop into equal-sized chunks or as equal as possible in the
case where the number of loop iterations is not evenly divisible
by the number of threads multiplied by the chunk size. A static
schedule can be non-optimal, however. This is the case when the
different iterations take different amounts of time.

– Dynamic: It uses the internal work queue to give a chunk-sized
block of loop iterations to each thread. When a thread is finished,
it retrieves the next block of loop iterations from the top of the
work queue. By default, the chunk size is 1. This scheduling type
involves extra overhead.

Hybrid parallelization. MPI has a rigid parallelism. In the case of
load unbalance, a mesh repartitioning and a particle redistribution would
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Figure 7.3: Blue subdomain is bordering red, green and yellow subdomains.
In the case, a particle in blue subdomain changes subdomain, time step will
be decreased if necessary, until it belongs to a halo element.

be necessary. This unbalance can be leveled by introducing shared memory
parallelism. In order to employ both parallelization strategies, the OpenMP
paradigm is used to parallelize the loop over particles inside each MPI
process. The hybrid parallelization strategy is illustrated in Algorithm 2.

The variable Nover counts the number of particles that have reached their
final time steps over all the MPI partitions (i.e., it is a global variable for all
the partitions defining the total number of particles). Therefore, the MPI
communication loop (from step 2 to step 34), is active until all particles
have reached time step tf , that is when Nover = Np. Particles falling in halo
elements are accumulated in an array and then sent to the corresponding
neighbors at the end of the MPI loop.

The OpenMP paradigm used in this thesis to parallelize the loop over
particles inside each MPI subdomains uses a dynamic scheduling with chunks
of a certain size. The size of the chunk should be adjusted for each individual
problem to obtain optimum efficiency. The chunk must be greater than the
minimum to overrun the cost of the overhead but lower than a maximum
to enable sufficient parallelism. The dynamic option is chosen because
particles need different computational times to finish their computation.
These differences can be caused by the numbers of iterations required to
converge the Newton-Raphson, but mainly by the adaptive time step (ATS)
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Algorithm 2 Hybrid parallel algorithm for the parallel transport of Np

particles.
1: Nover = 0, tp = ti for all particles p
2: while Nover 6= Np do
3: !$OMP PARALLEL DO SCHEDULE (DYNAMIC,1000)
4: !$OMP ...
5: for Particles p in my subdomain do
6: in_halo = .false.
7: while tp 6= tf and .not. in_halo do
8: Update particle dynamical properties using the

Newmark/Newton-Raphson scheme
9: if particle p is in halo element then

10: Save particle to be sent in an array
11: in_halo = .true.
12: else
13: Update time step size δtp
14: Update time: tp = tp + δtp
15: end if
16: end while
17: if .not. in_halo then
18: Nover = Nover + 1
19: end if
20: end for
21: !$OMP END PARALLEL DO
22: MPI_AllReduce(Nover)
23: MPI_Send particles in halo elements to corresponding neighbors
24: MPI_Recv particles from neighbors
25: end while

strategy, explained in previous chapter, in section 6.2.

Therefore, the hybrid paradigm is very efficient in terms of computational
performance in the particle transport scenario. On the one hand, MPI
parallelization is a good fist approach for the fluid, which computation can be
distributed using partitioners like METIS or SCOTCH. On the other hand,
particles concentration in the domain has no guarantee to be homogenous
and they may be located in a very small portion of the computational
domain. In this case, only few MPI processes would be working, so load
is unbalanced. In the particle’s approach, OpenMP allows to distribute a
balanced number of particles per thread. In the present case, as particles
are independent, OpenMP parallelization is very efficient.
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7.2.2 Coupling and multi-code strategy

In this work, we only consider a one-way coupling, which means that the
particles are transported by the fluid but have negligible effects on the fluid
dynamics. Thus only the fluid velocity is needed to carry out the transport
through the drag and lift laws, as explained in chapter 5. Two solutions will
be analyzed and compared.

Firstly, synchronous coupling using the same instance of the code, and
thus the same subdomain partitioning for the fluid and the particle solvers,
as illustrated in Figure 7.4 (Top). In this case, the fluid equations cannot be
solved while the particles are transported. The particle transport is therefore
a synchronization point in the code execution.

Figure 7.4: Fluid-Particle coupling. (Top) Synchronous coupling using the
same code. (Bot.) Asynchronous coupling using two different codes, or two
instances of the same code.

Secondly, in order to gain asynchronism, the fluid to particle coupling is
also achieved via a multi-code strategy, as illustrated by Figure 7.4 (Bot.).
In the present work, two instances of the code Alya are used. In this
case, the fluid and particle domains are partitioned independently, with
a different number of subdomains. At the end of a time step, once the
velocity and pressure of the fluid are obtained, the velocity field is sent to the
particle subdomains, via the MPI_ISend function, and received by the particle
subdomains via the MPI_IRecv function. Then, once this communication is
finalized, the fluid solver can proceed to the next time step and the particle
solver can transport the particles. Through this asynchronism mechanism,
we obtain an overlap of the fluid and particle calculations. Let us note that
another advantage of this strategy is that load balance (explained in next
subsection 7.2.3) at the MPI level can be achieved independently for both
codes, thus adapting to the specific requirements of the two physics.



7.2. HPC parallelization 101

At this point, an important remark should be made. In order to fairly
compare the synchronous and asynchronous couplings, one must consider a
fix amount of computational resources. This implies that asynchronism is
gained at the expense of using less resources for solving the fluid. In Section
7.3, we will analyze under which conditions the asynchronous strategy can
be efficient.

7.2.3 Load Balance

Load balance is a measure of the work load distribution among the CPUs
involved. A better load balance implies better efficiency. Mathematically,
the efficiency can be described as

eff =

∑n
i=1 ti

n · tmax
=

tave
tmax

, (7.1)

where n, ti, tmax and tave are respectively the number of CPUs, the time
of work of each CPU or process, the maximum time of work among all the
processes and the average time. This equation shows that if all the processes
needed the same computational time, then eff = 1 and the load would be
balanced. For a better comprehension of the load balance concept, let us
imagine a hypothetical simulation.

• Hypothetical unbalanced example (Part 1). Figure 7.5 (Top)
shows a hypothetical trace of a clearly unbalanced execution using 5
cores. Processor 1 works during 4s, while the others only work during
only 1s, being the efficiency in this case eff = 0.4.

Load Balance in a hybrid parallelization. The hybrid parallelization
approach explained in the previous subsection 7.2.1 may present two
unsolved performance issues.

First, the load, specially in the particle code, is dramatically unbalanced.
In the worst situation, all the particles may fall in a single subdomain. This
is very likely to happen in the earliest time of the simulation, as particles are
injected locally in the respiratory system simulations. Even if the particles
were distributed in a homogeneous manner they will be migrating over time
and may end up producing a load imbalance. But, not only the particle solver
presents a work distribution problem. In (Garcia-Gasulla et al., 2018), the
authors analyzed the load balance in some parts of a fluid code and propose
a dynamic solution to solve it.

Second, when using the asynchronous coupling strategy, one must select
the distribution of MPI processes between the fluid and particle codes. As
we will see in Section 7.3, this decision have an important impact on the
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Top

Bot.

Figure 7.5: (Top) The trace of this hypothetical simulation shows an
unbalanced execution as processor 1 works four times more than the other
processors. (Bot.) The trace of this hypothetical simulation shows an ideally
balanced execution with the help of DLB.

performance, and the only way of finding the optimal distribution is by
evaluating each one. Moreover, as the load of the particles will change during
the execution, the optimal distribution of MPI processes between fluid and
particle codes can change as well.

To attack these problems we propose a dynamic solution, which is
applied at runtime, using the Dynamic Load Balancing Library (DLB).
DLB is a library developed in BSC and devoted to speed up hybrid parallel
applications and maximize the utilization of computational resources (Garcia
et al., 2009b). In other words, DLB is a dynamic library that can help
parallel applications improving their load balance and hence, the efficiency
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of the code. DLB is applied at runtime meaning that we do not need to
analyze specific inputs or modify the application code. The philosophy of
the library is to exploit the computational resources (i.e. CPUs or cores)
of the MPI processes blocked in an MPI blocking call by other processes
running on the same node, by spawning more threads of the second level of
parallelism (i.e. in our case OpenMP).

When running with DLB, whenever an MPI process detects that it is
not using its cores (i.e. it is waiting in a blocking MPI call), it will lend
its resources to the system. Another process running on the same node can
then use these cores and spawn more OpenMP threads to parallelize further
the end of its computation. For a better comprehension of how DLB works,
let us recover the previous hypothetical unbalanced simulation.

• Hypothetical unbalanced example (Part 2). As figure 7.5 (Bot.)
shows, after 1s of computation, processes 2 to 5 have finished their own
work after 1s while process 1 keeps working. Then, DLB allows the use
of the available cores to process 1 to further split its work. In this ideal
case, we then recover an optimum efficiency (eff = 1) and an execution
time of 1.6s. The total time was thus reduced from 4s to 1.6s.

DLB applied to particle tranport. In the current scenario DLB will
tackle three different problems:

• Load imbalance of fluid code;

• Load imbalance of particle code;

• Distribution of MPI processes among fluid and particle codes.

In Figure 7.6 we can see different traces of an execution of the
synchronous code with 1024 MPI processes and 2 OpenMP threads each. The
X axis represents time and each horizontal line is a thread (grouped by MPI
process). In this traces the blue color represents computation of the fluid
code, the green represents computation of the particle code and the orange
global communications. The top image is the original execution, where we
can clearly see the imbalance of the particle code, and less spectacular but
also significant we can see the imbalance of the fluid code. In the middle
image we can see the same execution with DLB. In the bottom figure we
show a zoom of one of the nodes (the most loaded one and consequently
the bottleneck). We can see that when the particle code is running (green),
only one MPI process have computation to perform, and all the other MPI
processes are waiting in a global communication (orange). At this point
the process running the particles is able to use the 16 cores of the node, by
spawning 16 OpenMP threads. The same observation can be made in the
fluid code whenever imbalance is present.
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Figure 7.6: Synchronous coupling, 10M particles. (Top) Without DLB.
(Mid.) With DLB. (Bot.) DLB zoomed.

7.2.4 Chronology of the parallelization of particle transport
simulations

As shown on figure 7.7, firstly, Alya was used as a multi-physics mono-code
only parallelized with MPI, but this way, as mentioned, particle transport
simulations were absolutely unbalanced. Including OpenMP was the obvious
next step, obtaining a hybrid parallelization. But this strategy was still
too unbalanced, because if there exist an MPI task without any particle,
OpenMP does not get activated there, so it is not helpful. For this reason,
a multi-code strategy was proposed, being able to do different partitions
for the fluid and for the particle transport. This strategy works at the
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beginning of the simulation if the initial particle distribution is known, but
the simulation gets unbalanced after some time as this distribution varies.
Finally, a Dynamic Load Balance (DLB) was added to dynamically get
adapted to the problem.

Figure 7.7: The balance of the code has improved in time including new
parallelization and balancing tools.

7.3 Coupling results

To assess the performance of the proposed strategies, i.e. synchronous and
asynchronous couplings together with dynamic load balance, we consider the
particle transport in the respiratory system in a sniff situation. The objective
of such simulations is to predict the deposition of the particles ejected from
a medicinal spray inside the nasal cavity, large and small airways. Details
on the meshing strategy and the simulation can be found in (Calmet et al.,
2016). In the present case, the mesh is hybrid (tetrahedra, prisms, pyramids)
and composed of 17M elements. Particles are injected in the vestibule of the
nasal cavity. They are therefore concentrated in a small volume inside the
vestibule and thus in few MPI tasks at the beginning of the run. Figure 7.8
shows the particles distribution in two MPI subdomain after injection, when
using 256 subdomains. The figure shows also the connectivity graph of the
subdomains. The nodes of the graph are located at the centers of gravity of
the subdomains; the bars indicate the neighboring relations. The first time
step exhibit therefore a very bad load balance and we will concentrate on
them. As particles are transported and deposited, the load balance becomes
higher and the relative weight of the particle solver with respect to the fluid
solver decreases.

As an example of configuration, Figure 7.9 shows the connectivity graph
of the MPI subdomains when using a total of nfp = 256 cores, with nf = 192,
np = 64 for the asynchronous approach, where nfp, nf and np are the total
number of cores and the dedicated numbers of cores to the fluid and to the
particles respectively.

The simulations were carried out on Marenostrum 3 supercomputer,
which nodes are composed of 2 Intel Sandy Bridge of 8 cores each. Several
numerical and computational configurations have been considered:
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Figure 7.8: Confinement of particles in two MPI subdomains after injection,
256 subdomains.

Figure 7.9: Connectivity graph of the MPI subdomains for the synchronous
and asynchronous couplings with nfp = 256, nf = 192, np = 64.

• 16, 32, 64 computing nodes: We will present the performance
results obtained on 16, 32, 64 computing nodes of Marenostrum3 that
correspond to 256, 512 and 1024 cores respectively.

• DLB vs no DLB: All the experiments have been executed with
and without DLB, we will be able to compare the performance gain
obtained when using the load balancing library.

• Amount of particles: We have considered two numbers of particles,
0.5 and 10 millions. This will allow us to compare the performance in
a fluid dominating and particle dominating situation.

– 0.5M particles → Fluid dominates
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– 10M particles → Particle dominates

• One core per MPI process: For all the simulations, the MPI
processes are started with one OpenMP thread. This means that
OpenMP is exclusively used for load balance with DLB.

• Average over 10 time steps: We have executed 10 time steps
starting with the particle injection in the vestibule of the nasal cavity.
The performance results presented are the average execution time of
the first 10 time steps.

• Synchronous vs asynchronous: We will compare the performance
of the synchronous version with the asynchronous one. When running
the synchronous code we will fill the nodes with MPI processes (i.e.
16 MPI ranks per node). In the case of the asynchronous code we will
run different distribution of MPI ranks between fluids and particles.

In all the cases we will compare executions using the same number of
resources. Figure 7.10 illustrates the distribution of cores among the
fluid and particle codes for both the synchronous and asynchronous
approaches.

Figure 7.10: Distribution of cores for the synchronous (single-code) and
asynchronous (two-code) couplings.

For the asynchronous executions, we have used four different
proportions of MPI processes between the two codes (fluid and
particle): we have considered 8 MPI processes for the fluid and 8 MPI
processes for particle on each node (8 + 8), 12 + 4, 14 + 2 and 15 +
1. Table 7.1 shows a summary of the number of MPI processes used
in each code in each for the possible configurations.

In Figure 7.11 we can see the average execution times for the different
configurations. The first conclusion is that the performance when the
computation is dominated by the fluid (0,5M particles, left hand side charts)
differs from the one obtained by the particle dominated execution (10M



108 Chapter 7. Parallelization of particle transport

Per node 16 nodes 32 nodes 64 nodes

Synch Asynch Synch Asynch Synch Asynch
fluid + part. fluid + part. fluid + part.

8 + 8 256 128 + 128 512 256 + 256 1024 512 + 512
12 + 4 256 192 + 64 512 384 + 128 1024 768 + 256
14 + 2 256 224 + 32 512 448 + 64 1024 896 + 128
15 + 1 256 240 + 16 512 480 + 32 1024 960 + 64

Table 7.1: Distribution of MPI processes for fluid+particle, per node and in
total.

Figure 7.11: Timings. (From top to bottom: 16, 32, 64 nodes. (Left) 0.5M
particles. (Right) 10M particles.

particles, right charts of the figure). This is due to the fact that the fluid
and the particle codes have different scalability behaviors, while the fluid
code scales quite well (Vázquez et al., 2016), the particle code has a poor
scalability due to the high load imbalance. Therefore, the global scalability
highly depends on which code dominates the computation.
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We can see how DLB can help to improve the scalability by providing
a better resource utilization. When simulating 10M of particles DLB can
make the execution between a 45 and 72% faster (a speed up between 1.8
and 3.5 with the same number of resources). When running with 0.5M of
particles, DLB can run between 20 and 32% faster (a speed up between 1.2
and 1.5 of the original code)

When analyzing the performance of the asynchronous version, we can
see that it depends on the distribution of MPI processes among the fluids
and the particles codes. Almost in all the cases we can find a configuration
of MPI processes that perform better than the synchronous version. But at
the same time when choosing any of the other configurations we can see how
the performance drops, for some of the configurations the asynchronous code
with a bad distribution can be two times slower than the synchronous one.

Finally we can observe that DLB is able to hide the performance
problem when using a bad distribution of MPI processes among the codes
(fluids and particles). The execution time when using DLB is almost
constant independently of which version we are running (synchronous or
asynchronous) and how many MPI processes for fluids and particles we are
running.

To finish we would like to illustrate the behavior of the different
configurations with some traces. In Figure 7.12 we can find the traces with
0.5M of particles, when the fluid code dominates the execution. We are using
328 MPI processes (256 + 72 for the asynchronous version) on 41 nodes with
2 OpenMP threads each MPI process (8 MPI processes per node). The colors
of the trace represent the following:

Blue: Fluids code computation;

Green: Particle code computation;

Orange: Global communication;

Yellow: Point-to-point communication.

The X axis represents time, and each horizontal line one OpenMP
thread (each two consecutive lines is a MPI process). For clarity we
are showing a zoom of one node (the most loaded one, therefore, the
bottleneck one) and one time step. From top to bottom we can find 4
different versions: synchronous coupling, synchronous coupling with DLB,
asynchronous coupling and asynchronous coupling with DLB.

In this case, the performance of the synchronous and asynchronous
versions (without DLB) are similar. We can observe that although the fluid
code is slower, because it is running in less resources, 328*2 (656 cores) versus
256*2 (512 cores), the particle code can run in parallel with the fluid code
and this slowdown is overcome.
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Figure 7.12: Comparison of different strategies, 0.5M particles

If we look at the executions with DLB, we can see how it can improve the
performance of several parts of the fluid and particle codes computations.

In Figure 7.13, we can see the same executions but running with 10M
particles, and a particle dominated scenario.

7.4 Brownian diffusion as a stochastic parallelizable
process

When particles suspended in a fluid are sufficiently small not to being able
to neglect their interactions with fluid molecules, suspended particles are
transported because of constant collisions with fluid molecules. As far as



7.4. Brownian diffusion as a stochastic parallelizable process 111

Figure 7.13: Comparison of different strategies, 10M particles

these collisions are continuous in time, they can be modeled as a stochastic
process described by a normal distribution as shown in equation 7.2.

ρ(x, t) =
N√

4πDt
e−

x2

4Dt , (7.2)

where ρ, x, t, N and D are the density of particles, position, time, number
of particles and diffusivity respectively. This phenomena was first observed
in 1827 by botanist Robert Brown and explained by Albert Einstein in 1905
(A.Einstein, 1903).

Brownian diffusion is applied, among others, in simulations of polymers
(Filippidi et al., 2007), thermophoresis (Kuznetsov y Nield, 2010; Nield y
Kuznetsov, 2009) or, in our case, nanoparticles deposition which is also
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studied by (Shi et al., 2008b; Cheng et al., 1995). Any of these simulations
or other which require simulating Brownian diffusion will need a random
number generator (RNG) or, in the most of the cases a pseudorandom
numbers generator (PRNG). PRNGs use iterative deterministic algorithms
for producing a sequence of pseudo-random numbers that approximate a
truly random sequence and they should be scalable and without data sharing
or synchronization apart from an initialization phase (Coddington, 1997). In
addition, our simulations are done in a HPC context with a distributed
memory code, which means a parallel pseudorandom numbers generator
(PPRNG) is demanded. Applying a good PPRNG is crucial in order to
obtain good results and its implementation must be studied carefully.

Some studies have been done delving into parallelizing methods of the
PRNG (LEcuyer et al., 2017) or studying the quality of PRNG when applied
in parallel (Srinivasan et al., 2003). But these studies are very theoretical and
don’t take into account the unbalancing problems which are found in particles
transport simulations, where particles could not be found equally distributed
among processes. According to literature, there exist three main methods
to obtain PPRNG: Leapfrog method, sequence splitting and independent
sequences (Coddington, 1997).

As explained in previous chapter 7, two levels of parallelism are found
in our code Alya within an hybrid shared/distributed memory architecture
parallelized with MPI processes and OpenMP threads. In this hybrid
scenario, (Teijeiro et al., 2013) studies how to optimally parallelize particles
transport by Brownian diffusion, but only particles and transport by
Brownian is taken into account, and other large-time CPU consumers parts
of particles transport like fluid solver or other forces affecting particles are
not.

7.4.1 Hybrid parallelization for Brownian diffusion

The parallelization of the particle transport is based on a hybrid
MPI+OpenMP paradigm. This hybrid strategy was deeply explained in
previous section 7. In this chapter, we maintain the same parallel structure
but paying especial attention to the Brownian diffusion as a stochastic
process, as shown in algorithm 3, which is the same than presented in section
7.2.1 but adding the Brownian motion calculation.

The variable Nover counts the number of particles that have reached
their final time steps over all the MPI partitions. Therefore, the MPI
communication loop (from step 2 to step 34) is active until all particles
have reached time step tf , that is, when Nover = Np. As mentioned in
section 7.2.1, particles falling in halo elements are accumulated in a stack and
then sent to the corresponding neighbours at the end of the MPI loop. The
OpenMP paradigm used to parallelize the loop over particles inside each MPI
subdomains uses a dynamic scheduling with chunks of size 1000. The call to
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Algorithm 3 Hybrid parallel algorithm for the Brownian diffusion of Np

particles.
1: Nover = 0, tp = ti for all particles p
2: while Nover 6= Np do
3: !$OMP PARALLEL DO SCHEDULE (DYNAMIC,1000)
4: !$OMP ...
5: for Particles p in my subdomain do
6: in_halo = .false.
7: while tp 6= tf and .not. in_halo do
8: if first iteration of Particle p during δtf then
9: Call Gaussian random generator and calculate Brownian

diffusion coefficient
10: end if
11: if Brownian force then
12: Update particle dynamical properties (drag + Brownian forces)

using the Newmark/Newton-Raphson scheme
13: end if
14: if Brownian displacement then
15: Update particle dynamical properties (only drag force) using

the Newmark/Newton-Raphson scheme
16: Update particle position adding Brownian displacement outside

the Newmark/Newton-Raphson scheme
17: end if
18: if particle p is in halo element then
19: Save particle to be sent in stack
20: in_halo = .true.
21: else
22: Update time step size δtp
23: Update time: tp = tp + δtp
24: end if
25: end while
26: if .not. in_halo then
27: Nover = Nover + 1
28: end if
29: end for
30: !$OMP END PARALLEL DO
31: MPI_AllReduce(Nover)
32: MPI_Send particles in halo elements to corresponding neighbors
33: MPI_Recv particles from neighbors
34: end while

Gaussian random generator 9) is done, independently of if its implemented
as a force or as a displacement, inside the two layers of parallelization
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paradigms. This call is only done during the first iteration of the global
time step, although particles may have an smaller particular time step they
will use the same number until the global time step is reached.

7.4.2 Random numbers generators in parallel

First of all, a list or stream of pseudo random numbers is needed. In the
literature one of the PRNG more recommended is the lagged Fibonacci (7.3),
especially when independent sequences are generated Coddington (1997);
Aluru (1997); Srinivasan et al. (2003).

xk = xk−p ⊗ xk−p−qmodm, (7.3)

where ⊗ denotes the operation such as +,−,×. m = 2l for generating l bit
random numbers. p is known as the lag of the generator and the seed for
these generators is the first p random numbers.

Herein, there exist three main methods to generate PPRNG: the leapfrog
method, sequence splitting and independent sequences.

The leapfrog method ideally generates the same sequence of random
numbers for different number of processors. Let Xi be the i-th value of
a random numbers sequence. For processor P of an N processor machine,
generate the sub-sequence XP , XP+N , XP+2N , .... The potential problems
with this method is guaranteeing uncorrelated elements in the sequence,
which is more usual when the number of physical processors is power of 2.

Sequence splitting splits the sequence into non-overlapping contiguous
sections, each generated by a different processor. The length of the sections
L depends on the user, then processor P would generate the sequence
XPL, XPL+1, XPL+2, .... This method can find out the same correlation
problems than the method before, and it does not produce the same sequence
for different numbers of processors. A part from that, in an unbalanced
scenario like non homogenous distributed particles, where not processes will
need different amount of random numbers (and this quantity can vary over
time), splitting the sequence in the right range becomes a challenge by itself.

Finally, independent sequences consist in running the same sequential
generator on each processor but with different initial seeds. The initialization
of the seed on each processor is critical. Any correlation within the seeds
could have terrible consequences in final results. Many default random
generators use the CPU time as the seed, which is not suitable in parallel
codes. If different processors call the seed at the same time, they will generate
the same sequence. Even if initial seed is correctly randomized, there exist
no guarantee that sequences will not overlap.
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7.5 Results of Brownian motion

In this result section, our aim is to show a simplified theoretical case in
section 7.5.1 where we will study:

• the optimum time step δtp;

• differences between applying a random perturbation on force and on
displacement;

• quality of PPRNG.

Using these results, we will be able to run a real patient simulation in section
8.4 in next chapter 8 with guarantees and compare our results to benchmark.

7.5.1 Random Walk case

In order to ensure a good behavior of the parallelized Brownian diffusion,
a mathematical experiment is considered. Assuming that N particles start
from the origin at the initial time t = 0 and based on equation 7.2, the
diffusion equation has the solution given by

ρ(x, t) = 1− e−
x2

4Dt . (7.4)

Different time steps δt are chosen in the interval 10−6 ≤ δt ≤ 5 · 10−4.
Each experiment with same time interval is repeated 10 times to minimize
the random factor and the mean relative error< er > is calculated comparing
the experiment result with the theoretical one as

< er >=
‖xm − xa‖
‖xa‖

, (7.5)

where xm and xa are the position measured in the experiment or simulation
and the analytic position.

In addition, each experiment is run using an hybrid parallelization with
3 processes of MPI and 4 threads of OpenMP. The total number of particles
is 2500 and the simulation is over when tf = 0.1s is reached.

Results are shown in Figure 7.14. Applying Brownian motion as a force or
as a displacement gives similar results for small time steps δt < 5 · 10−5. In
this case, applying the diffusion over the displacement obtains even more
accurate results, but simultaneously, this method also starts to diverge
sooner, whereas applying it over force keeps working fine when δt < 3 · 10−4.
It must be noticed that the error using the force could not be calculated with
δt = 5 · 10−3, because the Newmark-β was not able to converge. It means,
Brownian force can affect the stability of the integration scheme. According
to this, the real patient simulation experiment from next section 8.4 will be
done using a δt = 10−5s applying the diffusion over the displacement.
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Figure 7.14: Comparison of the error in Brownian dissipation with different
time steps between force and displacement.

Also using δt = 10−5s and 3 MPI processes + 4 OpenMP threads, let us
repeat the experiment above to study the quality of our PPRNG. According
to (Srinivasan et al., 2003; Kunuth, 1998), for random numbers in the interval
[0, 1), one can use the maximum-of-t test (Maxt) to check its behaviour.
Herein, t floating point numbers in aforesaid interval are generated and
noted the largest number. We repeat this n times. The distribution of
this largest number should be xt. Hence, using the random walk case, this
will be repeated the total number of time steps, in this case n = 1000 and t
will be the number of particles multiplied by the dimension of the problem.
If the dimension is 2, then t = 5000. With these numbers, figure 7.15 is
obtained, where it is shown that the largest number of each step generated
by our PPRNG fits with the power law xt.
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Figure 7.15: Largest random number generated in each time step must fit
as a power law.





Chapter 8

Respiratory system simulations
and results

It is better to have your head in the
clouds, and know where you are... than
to breathe the clearer atmosphere below

them, and think that you are in paradise.

H.D. Thoreau

Summary: In chapter 2 medical applications of simulating
respiratory system airways were exposed. Now, in this chapter,
some results of these simulations are shown. First, the deposition
convergence in the respiratory system is proven (section 8.1) in order to
proceed to a three different real patients geometries simulation (section
8.2), work presented in (Calmet et al., 2018).

8.1 Deposition convergence in the respiratory
system

In a collaboration with Imperial College (IC) of London, a real patient nose
obtained by IC and Saint Mary’s hospital of London was simulated.

The geometry was obtained via MRI and CT scan techniques. Once the
mesh was generated, for an easier analysis of the results, four regions (zone I,
zone II, zone III and zone IV) were defined as can be seen in figure 8.1. Each
of these zones have differentiated fluid behaviors in the case of a sniff or drug
delivery via spray, making particle deposition ratio change heterogeneously
too. In addition, each zone has also different medical interests. Depending
on the field of the study, like aforesaid medical purposes (e.g. nasal surgery,
intranasal dug delivery...), the zone of most interesting can vary.
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III II I
VI

Figure 8.1: Splitting the nose domain in different zones for an easier study
of particles deposition.

Firstly, to validate the code in this geometry and in particular the
particles deposition statistics, two convergence experiments were done. The
proposed geometry is used and a short sniff with particles is calculated,
simulating for example drug delivery. Fluid initial properties (unsteady and
laminar) are set to

ρf = 1.18415kg/m3,

νf = 1.85508 · 10−5m2/s,

Inlet flow = 30L/min,

whereas particles setting is defined by forces involved (Gravity, Buoyancy
and Drag) and particles properties

dp = 1µm

ρp = 1000kg/m3

In figure 8.2 the time to reach a constant deposition is evaluated,
observing that the stationary regime in deposition terms is obtained
approximately when t ≥ 0.06s.

A second experiment is executed and shown in 8.3, where different
number of particles are simulated, demonstrating that in the magnitude
order of 10 thousands or 100 thousands the variation in deposition ratio
remains insignificant.
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Figure 8.2: Checking necessary time to converge deposition in a sniff

8.2 Three subjects experiment

In coauthored paper (Calmet et al., 2018), results with three different nasal
geometries are shown. Given the total deposited particles Ndep in the area of
interest and the total number of initial particles Nin released at the nostrils,
we define the deposition efficiency as

ν =
Ndep

Nin
. (8.1)

The inlet, situated in the extended nostril, has a constant velocity profile
with a steady flow rate equal to Qin = 20L/min. Two particles injectors are
located at each nostril.

First, particle deposition in the nasal cavity is compared to experimental
data reported by (Kelly et al., 2004a). The human nasal cast is based on
the same MRI file it will be employed for the three subjects study and the
same impaction parameter IP shown in next equation

IP = d2
aQin, (8.2)

where da is the particle aerodynamic diameter. The aerodynamic diameter
is that of a sphere with unit density (1g/cm3) and its mass is equal to the
mass of the actual particle.

Benchmark results are shown in figure 8.4. Here, it is proven an
acceptable agreement between our simulation and the measurements of
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Figure 8.3: Ratio of deposition (over 1) convergence variance in different
zones in function of initial number of particles

(Kelly et al., 2004a). However, differences in the deposition results are due
to the coarser airways surface in the replica producing higher deposition
efficiencies than the numerical model (Shi et al., 2007b).

In the experimental case of the three subjects shown in figure 8.5. As
expected, maximum deposition occurred in the anterior section of the nasal
airway for all three subjects (check figure 8.6, colored with blue surfaces).
The deposition in the anterior surface is high for larger particles at lower
inhalation flow rates. The deposition decreases for small particles with high
inhalation flow rates and large particles with medium inhalation flow rates.
The deposition in the inferior meatus is low in all subjects. The deposition
in the olfactory region is very low for subject A and almost non-existent in
subject B and subject C. Clearly, for direct delivery to the brain via the
olfactory region, directional inhalation of nano-particles would be required.
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Figure 8.4: Particle deposition efficiency comparison between simulation and
experiment

8.3 Experimental benchmark with adaptive time
step (ATS): bent pipe

In this benchmark our goal is to validate the ATS using a real benchmark in
order to compare experimental data provided by (Pui et al., 1987) with our
simulations. In this experiment, a 90 < BA > bend pipe (elbow diameter =
24.25mm, pipe diameter = 8.51mm and a parabolic inlet condition imposed
for the fluid). 12000 particles with different diameters (dp = 1− 15µm) are
injected at the inlet.

The deposition efficiency is calculated in function of the Stokes number,
which was explained more in detail in the previous chapter in section 5.4. In
this problem the characteristic length L, defined in Stokes number equation
5.38, is the radius of the tube Rt. Thus, St will be described by

St =
Cslipρpd

2
pU0

18µRt
. (8.3)

As shown in chart 8.7 the convergence in time for deposition is reached
using δtp = 10−6s (blue line in the figure 8.7). Lower time steps don’t
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considerably change the results (purple line in figure 8.7). Although the
option δtp = 10−4s (red line in figure 8.7) is found far from the solution
obtained by smaller time steps, if the adaptive time strategy is applied, as
shown in figure 8.8, the deposition results get much closer to the converged
solution. Two different adaptive time steps are used here. Although the
characteristic length in both is dp, the εerr chosen (described in chapter
6, section 6.2) is different. The higher error option takes εerr = 10−2,
obtaining a very similar solution with fixed time step δtp = 10−5s, which
has not converged yet. If however, a lower error is selected (εerr = 10−4),
the results obtained are much more similar to δtp = 10−6s configuration. It
is noticeable that the main difference in function of the time step strategy
used in the deposition results is obtained in the smallest particles, which
have a smaller relaxation time, and for that reason require a smaller time
step.

Finally, the results obtained are compared with experimental data in
figure 8.9.

In conclusion, using the adaptive time step strategy allows saving
computational time and obtains very accurate results (compared to
experimental data and more computational cost simulations). In addition,
this option takes a weight off the user’s shoulder as the particle time step
selection is no longer in his/her hands.

To include CPU times, a single time step of this bend pipe experiment
with 12.000 particles, without using adaptive strategy, consumes on average
0.6s. The adaptive time step strategy with higher errors requires 3 seconds,
on average. The solution obtained with this last configuration and δtp =
10−4s was close to non-adaptive strategy using δtp = 10−5s, thus 10 extra
steps are needed, which implies a total of 6s, whereas with the adaptive is
halved. These differences get larger if εerr is decreased. In the case of the
lowest error presented in figures 8.8 and 8.9, the time required on average
was 4s, obtaining a result similar to δtp = 10−6s which would need 60s.

8.4 Real patient simulation with brownian
diffusivity

Next and last experiment uses a real patient nasal cavity and our goal is to
validate the deposition of small particles affected by Brownian diffusion.

We consider a transient and unsteady airflow. A time window of 0.02s is
chosen to compute the mean flow and the turbulence measures. This time
window was taken as sufficiently long due to the fine temporal resolution
available and short-scale transients.

Physiologically, the airflow through the respiratory system is driven by
the pressure drop. Figure 8.10 presents the static pressure drop with Pressure
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distribution in the human nasal cavity wall when inhalation flow rate is
20L/min.

When the airflow is considered transient and unsteady, the mean velocity
provides an overview of the dominant persistent flow features. Figure 8.11
shows the mean velocity in five different cross sections of the airway, see the
location in figure 8.10.

Nanoparticle deposition on the ideal wall condition, i.e. perfectly
absorbing wall, are presented. Particles with in effective diameter range
1nm < dp < 150nm are compared to the experimental data reported by
(Cheng et al., 1995) and numerical result produced (Shi et al., 2008b). The
configuration of the Brownian diffusion is done according to the results
obtained in 7.5.1. According to this, the simulation will be done using
a δt = 10−5s applying the diffusion over the displacement and using the
proposed parallel pseudorandom numbers generator (PPRNG).

The final result is plotted in Figure 8.12 (a). We can observe good
agreement with the results from the literature.

In addition, accurate particle tracking and deposition of nanoparticles
give information of the precise location of deposition through the nasal cavity,
Figure 8.12 (b).
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Figure 8.5: Particle deposition efficiency in different real subjects (a), (b)
and (c)
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Figure 8.6: Particle deposition efficiencies in different critical regions for the
three different subjects (a), (b) and (c)



128 Chapter 8. Respiratory system simulations and results

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 0.1  0.2  0.3  0.4  0.5  0.6

ra
tio

 o
f d

ep
os

iti
on

St

time step 1E-4
time step 1E-5
time step 1E-6
time step 1E-7

Figure 8.7: Comparison of deposition ratio in function of Stokes number
obtained using different fixed time steps until reaching the convergence with
δtp = 10−6s in blue.
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Figure 8.10: Pressure distribution in the human nasal cavity wall when
inhalation flow rate is 20L/min.
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1 2 3

4 5

Figure 8.11: Velocity fields in human nasal cavity at a constant inlet flow
rate of 20 L/min. Mean velocity contours in five selected slices, see Figure
8.10.
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Figure 8.12: (a) Model validation of nanoparticle transport and deposition in
a human nasal cavity. (b) Nanoparticle deposition in a human nasal cavity.



Chapter 9

Conclusions

The world is a stage and the play is
badly cast.

O. Wilde

Summary: In this chapter, main conclusions achieved during this
thesis and future lines of work are presented. In this thesis, a
Lagrangian particle transport model, applied to respiratory system,
has been developed. First, an efficient method to solve the point-
location problem has been introduced. This is an essential beginning
to locate and track a particle inside a mesh. Next, a study of the
flow and forces affecting particles has been done and, after that, a
versatile integration scheme within an adaptive time step has been
shown. Once the main tools are built, the code is adapted to HPC
parallelizing it. Finally, simulations applied to respiratory system and
results obtained, comparing them to benchmarks, have been included
to validate our algorithm.

9.1 Particle transport overview

Particle transport simulation is a very extensive topic which can involve
many different applications, as for example the study of the respiratory
system. Independently of this application, in this thesis we focused on the
robustness of the integration scheme. The core of the work should not vary
too much from one application to another. If the integration scheme is
robust enough, it should converge and suit to any application, without being
determined by particle velocities, accelerations or their size.

The inclusion of an adaptive time step is also important because can
beef up the convergence event with abrupt changes of directions (e.g., small
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particles in a turbulent flow), but mainly improves the accuracy of the
results or, in other words, adaptive time step deeply improves the efficiency
compared to a fix time step strategy, reducing the computational time given
the same accuracy.

Finally, the parallelization scheme is necessary to be able to work with
a supercomputer and focused on HPC. An hybrid parallelization using MPI
tasks and OpenMP threads is proposed. On the one hand, MPI tasks divide
the work in subdomains and once each particle has finished all the required
calculations along a given time step δt, an all–reduce is done in order to
count the total number of particles in the system. This process can become
unbalanced if not all the particles require a similar computational time. On
the other hand, OpenMP threads are casted in the main loop of the code,
i.e., for each particle do whatever calculations are required. This process
comes as a simple and efficient solution if only particles are computed, but
it can get unbalanced when these particles are coupled with the fluid. The
balance within this two parallel approaches is smartly obtained by using a
DLB library.

Unlike the integration scheme, the parallelization approach could vary
in the future, depending on the application. Including any new stochastic
process or changing an existing one (e.g., Brownian motion) must be done
carefully, as has been detailed on chapter 7. In addition, if future work
implies particle interaction (in a deterministic way), such as collision, particle
information from different subdomains should be required during the main
loop calculation, which would unavoidably alter the existing parallelization
scheme.

Of course, the choice of focusing on a single application like the
respiratory system, has been helpful for an easier structure of the steps and
objectives of this thesis. Firstly, reducing the number of physics affecting
particles and being able to deeply study them and, secondly, allowing us
to meet the concrete computational needs to make the code functional for
this purpose. In addition, respiratory system application bestows a more
biological character to this thesis, which can facilitate its comprehension
because a familiar context for everyone is generated (breathing, inhalation,
drug delivery...) and the numerous applications for medical purposes adds
encouraging reasons to keep working and improving our developments.

9.2 Main goals achieved

This thesis has presented a method to simulate particles transport in a flow
given an HPC context and applying it to the respiratory system airways.
According to the main goals proposed at beginning of this thesis, the most
relevant progress achieved are:
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• Studying which are the main forces affecting particle transport inside
respiratory system airways.

• According to involved forces, being able to neglect or not each one
depending on the situation. Herein, the particle size can determine the
most suitable configuration, but also how much computational cost we
can assume.

• Modelling particle transport by using a robust integration scheme with
an inner adaptive time step, capable to run very distinct types of
particles and sizes.

• Parallelizing the code to make it suitable to HPC according to the
different requirements of the flow and particles, by using a dynamic
hybrid MPI tasks+OpenMP threads solution balanced by the DLB
library. This approach has allowed us to simulate extremely expensive
computational simulation fine meshes (up to 550 millions of elements)
of the whole respiratory system, injecting millions of particles.

• Simulating respiratory system airways facing medical or
pharmaceutical challenges and benchmarking our results.

Furthermore, during the development of aforementioned achieved goals,
new or unexpected aims have been carried out, such as:

• During the parallelization of our code, we have found out that special
attention must be taken into the parallelization of Brownian diffusion,
specifically with an hybrid parallelization.

• During the thesis, a general problem has appeared recurrently. The
point (or particle) test inclusion test presented different and new
complexities when a new mesh or a new improvement was done. For
this reason, a robust test inclusion test has been presented. It is
important to highlight that this test has been specially modified to
become suitable to higher order methods by adding a NR that allows
to solve the ray intersection with the high order face, generating an
innovative method for this purpose.

9.3 Future work

As future work, a deeper analysis must be done about lift force, because of
its complexity in crossed terms of its Jacobian (using only the main diagonal
may not be the best option when the lift force becomes important) and the
requirement of a major development on SGS modellization. Coding the two
way coupling opens a window for combustion models, although the most
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suitable configuration to implement particle interaction should be studied
too. Indeed, efficiently parallelizing millions of particle interactions (e.g.,
which can be provoked by particles from two different subdomains) is not
straight forward.

In terms of respiratory system airways models, coupling flow-structure
interaction would improve the precision of the simulations in the trachea.
Herein, an improvement on lift force, above mentioned, near wall and for
largest particles could also condition deposition results. Moreover, inclusion
test for high order elements must be carefully studied with special attention
in the convergence of the NR.

Finally, we feel absolutely confident about the possibility of using this
same algorithm for the opposite scale (e.g., astronomical bodies movement
and orbits). Another possibility is applying a different external field, such as
an electromagnetic field, which would transport particles by Lorentz forces.
This option makes feasible the application to fusion energy, simulating
particle behaviour in tokamaks and stelllarators, as it is being done in current
work.
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