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ABSTRACT
Microbial communities can be characterized by �ow cytometry
(FCM), a single-cell technology which measures thousands of in-
dividual cells in seconds of time. �is technique can be used in
microbial ecology studies to investigate the dynamics of communi-
ties in relation to the environment. When applying FCM in aquatic
environments, it gives rise to two distinct microbial groups, known
to correspond to a di�erent ecological functioning. By measuring
FCM in parallel with 16S rRNA gene amplicon sequencing, one can
try to associate individual bacteria with one of these functional
groups. We propose to address this problem from a machine learn-
ing based variable selection perspective. Results con�rm a strong
correspondence between 16S rRNA gene sequencing and �ow cy-
tometry cell measurements. �e Randomized Lasso allows for an
e�ective screening of individual bacteria, but its results are a�ected
by spatio-temporal pa�erns in the data.
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1 INTRODUCTION
Microbial communities are vital components in the Earth’s ecosys-
tem functions. �ey are primary contributors to most biogeochem-
ical cycling processes [3]. �e �eld of microbial ecology tries to
understand the relationship between microbial diversity and ecosys-
tem functioning [20]. �e upcoming of 16S rRNA gene amplicon
sequencing allows the quanti�cation of microbial community com-
position and diversity based on the ’16S rRNA gene’ [13]. �erefore,
microbial ecologists have uncovered the identity of microbial com-
munities to a large extent, or in other words, microbiologists know
”who are there”. However, it is much more challenging to link spe-
ci�c bacterial taxa to ecosystem processes, or to state di�erently:
”who is doing what?” [8]. �erefore, advances are needed to be able
to associate certain bacterial populations with ecosystem functions.

Flow cytometry is an alternative technology which is frequently
used in the �eld of aquatic microbiology [25, 26]. It o�ers high-
throughput measurements of single cells, resulting in a multivariate
description of their optical properties. In aquatic applications, cells
are o�en treated with a nucleic acid stain (e.g., SYBR GREEN I),
which results in two separated groups of cells, the high nucleic
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acid (HNA) and low nucleic acid (LNA) group. �is dichotomy has
been established for various aquatic environments, ranging from
marine and freshwater ecosystems to measurements of drinking
water communities [2, 16, 17]. For the la�er these can be used as
proxies for drinking water stability [1, 16]

In an environmental se�ing, these groups have been associated
with di�erent ecosystem functioning. Traditionally, HNA bacteria
have been classi�ed as ‘active’ bacteria, whereas LNA bacteria
have been characterized ‘inactive’ [4, 11]. �is is related to the
positive correlation between heterotrophic bacterial production
(BP) and HNA abundances, whereas there is no correspondence
between BP and LNA abundances [9, 11]. Various scenarios have
been proposed to explain these �ndings in relation to the identity
of these functional groups [2], yet a clear explanation is still not
established.

Recently, it has been shown that biodiversity estimations based
on FCM correspond with those based on 16S rRNA gene ampli-
con sequencing [18, 19]. By exploiting machine learning-based
approaches, one can go one step further and a�empt to associate
abundances of individual bacteria, identi�ed by 16S rRNA gene
amplicon sequencing, with a speci�c functional group in FCM data.
Doing so, one can try and associate individual bacterial populations
with ecosystem functioning in a data-driven way.

Concretely, we applied an ensemble variable selection approach,
called stability selection or the Randomized Lasso [10], to 16 rRNA
gene amplicon sequencing data in function of abundance varia-
tions of HNA and LNA fractions. �is was done for a freshwater
lake system, Muskegon Lake, an estuary of Lake Michigan. Our
approach was motivated by a strong correlation between BP and
HNA variations for this speci�c lake system. Results of the vari-
able selection strategy were evaluated using a recursive variable
elimination strategy, in which the optimal amount of variables was
determined to predict HNA and LNA abundances. We show that
there is a strong correspondence between these two types of data,
for which the Randomized Lasso enabled e�ective screening of
individual bactera. �is resulted in a considerably higher predictive
performance. In addition, we show that variable selection results
are subject to spatio-temporal structure in the data, which sup-
ports the hypothesis that the identity of HNA and LNA bacterial
populations changes according spatio-temporal trends.

2 DATASET DESCRIPTION
Data was collected from samples taken at Muskegon Lake, a fresh-
water estuary of Lake Michigan. �is was done at �ve di�erent
sampling sites across three years in three di�erent seasons. An
overview of the lake ecosystem can be found in Figure 1. 16S rRNA
gene amplicon sequencing and �ow cytometry data collection and
analysis is described in [19]. A�er preprocessing, sequencing data
gave rise to 482 di�erent Operational Taxonomic Units (OTUs, i.e.,
the lowest taxonomic level at which bacterial taxa can be identi-
�ed). HNA and LNA cell counts (HNAcc/LNAcc) were determined
using �xed gates, as determined by guidelines of Prest et al. (2013)
[16]. In addition, 20 samples from Muskegon Lake samples were
processed for heterotrophic bacterial production (BP), as measured
by radiolabeled leucine [23].

Figure 1: Overview of sampling sites in Muskegon Lake, a
freshwater lake which interacts with Muskegon River and
Lake Michigan.

3 WORKFLOW
Compositional data exhibit a negative correlation bias [5]. Recent
reviews considering the analysis of 16S rRNA gene amplicon se-
quencing data suggest to address this issue by performing a centered
log-ratio (CLR) transformation before data analysis [5, 14]. �is
means that the abundance xi of an individual OTU is transformed
by calculating the logarithm of the ratio between its abundance
and geometric mean:

x ′i = log
 xi∏p

j=1 x j

 , (1)

in which p denotes the number of variables. As the logarithm
cannot deal with zero values, each zero was replaced by δ = 1/p2.

Variables were selected based on an extension of the Lasso es-
timator, which is called stability selection [10]. �e Lasso �ts a
regularized linear regression model, making use of an l1-penalty:

β̂λ = arg min
β ∈Rp

| |Y − Xβ | |22 + λ
p∑
j=1
|βj |. (2)

X denotes the compositional abundance table, Y the target to pre-
dict and λ is a penalty term which controls the complexity of the
model. By applying stability selection to the Lasso, one retrieves
the Randomized Lasso. �is is done by performing two di�erent
kinds of randomization in order to assign a score to each variable.
�is resembles the probability a variable will be included in the
Lasso model (i.e., its corresponding weight is non-zero). Ifn denotes
the number of samples, B subsamples are created of size n/2. A
second form of randomization is added by using a weakness param-
eter α ∈ [0, 1]. In each subset, certain variables will be randomly
penalized with λ/α . �e Randomized Lasso therefore becomes:

β̂λ = arg min
β ∈Rp

| |Y − Xβ | |22 + λ
p∑
j=1

|βj |
Wj
, (3)

in whichWj is a random variable which is either α or 1. Next, the
score coming out of the Randomized Lasso, denoted by π , is deter-
mined by counting the number of times the weight of a variable was
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non-zero for each of the models and divided by B. �e Randomized
Lasso was implemented using the scikit-learn machine learning
library, with B = 500 and α = 0.5 [15]

�e scores of the Randomized Lasso were evaluated using a
recursive variable elimination strategy [6]. Variables were ranked
according to π and were iteratively eliminated until the highest-
ranked variables remained. Predictive performance was evaluated
using a regular Lasso model, for which λ was tuned using the
lassoCV() function. A blocked cross-validation scheme was used,
which incorporated to some extent the spatio-temporal structure
of the data [21], i.e. samples were grouped according the sampling
site and year they were measured, giving rise to 10 spatio-temporal
groups. Similarity or stability between sets of scores resulting
from the Randomized Lasso were quanti�ed using the Pearson
correlation coe�cient ρP [12].

4 RESULTS & DISCUSSION
Although Muskegon Lake was dominated by LNA cell counts (LNAcc,
69.6%), heterotrophic bacterial production (BP) showed signi�cant
correlation with HNA cell counts (HNAcc) (R2 = 0.65, P < .001),
but not with LNAcc (R2 = 0.005, P > 0.1). OTUs were associ-
ated with HNAcc and LNAcc using the Randomized Lasso, which
resulted in scores between 0 (unimportant) and 1 (important) for in-
dividual OTUs. Results indicated that although OTUs can be ranked
from unimportant to important, the score π hardly exceeded the
threshold of 0.5. Meinshausen & Bühlmann (2010) proved that in
order to control the number of falsely selected variables, π needs
to be at least higher than 0.5.

As noted, π can be used to rank variables according to their
importance. A recursive variable elimination strategy was next em-
ployed to evaluate the sensibility of the Randomized Lasso scores.
�e performance was expressed in terms of the R2

CV, which denotes
the R2 between predicted and true values, for samples that were le�
out according to a blocked cross-validation scheme (Figure 2). Re-
sults indicate that removal of OTUs based on the Randomized Lasso
greatly improved predictive performance of a Lasso model. Only
a subset of variables wass needed, as a fraction of 25% gave rise
to optimal predictions (R2

CV(HNAcc) = 0.85,R2
CV(LNAcc) = 0.91).

In other words, π can be used as tuning parameter from a predic-
tion point of view. Scores in function of HNAcc were correlated
with those for LNAcc (ρP = 0.52, P < .001). �is might indicate
that OTUs switched between groups. An alternative explanation
might be that ’keystone’ OTUs were selected that were predictors
for HNA/LNA compositions[7], but were not necessarily present
in those groups. No relationship could be established between
individual abundances of OTUs and π .

To further quantify spatio-temporal e�ects on variable selection
performance, a perturbation experiment was carried out. Samples
were grouped according to their spatial or temporal annotation
(DEPTH, SEASON, SITE and YEAR). Next, the Randomized Lasso
was run a�er leaving out a speci�c group, until every group was
le� out once. In this way, spatio-temporal e�ects on Randomized
Lasso scores could be quanti�ed. �is was done by calculating the
similarity or stability using the Pearson correlation coe�cient ρP
between sets of scores (Figure 3). �is analysis shows that especially
the DEPTH at which a sample was collected, which was either deep

Figure 2: R2
CV in function of the number of the number of

selected OTUs, based on the Randomized Lasso. Subsets of
variables were created by iteratively removing OTUs based
on the ranking according to π and evaluated the predictive
performance of the Lasso.

Figure 3: Stability assessment of a perturbation experiment
in which samples were le� out according the their spatial
(�rst row) or temporal (second row) classi�cation. Note that
labeling can be counterintuitive, as a label denotes the group
of samples that were le� out before analysis. Values denote
ρP and are visualized when signi�cant (P < .05).

or at the surface, gave rise to two sets of scores which did not show
similarity. Other sets remained signi�cantly correlated, yet variable
selection results were still a�ected.

Results of the Randomized Lasso were evaluated from an ecolog-
ical perspective as well. �e identity of high-ranked HNA OTUs
revealed that most of them were part of the phylum1 Bacteroidetes,
which agrees with previously reported research [24]. LNA OTUs
were more sca�ered across di�erent phyla. Although this group
of bacteria showed no signi�cant correlation to BP measurements,

1�e phylum level is the �rst level of taxonomic classi�cation at which bacterial taxa
can be identi�ed.
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when the Randomized Lasso was run at the phylum level in func-
tion of productivity measurements, this phylum was ranked second
out of 22. �e top-ranked phylum, Proteobacteria, was signi�cantly
correlated with BP (ρP = 0.72, P < .001).

5 CONCLUSION
By integrating �ow cytometry with 16S rRNA gene amplicon se-
quencing, machine learning can assist in the association of speci�c
OTUs with ecosystem functioning in aquatic environments. We pro-
posed an approach based on stability selection. A strong correspon-
dence was established between abundances of individual bacteria
as measured by 16S rRNA gene amplicon sequencing and functional
groups in �ow cytometry data, and these can be predicted using ma-
chine learning models. Data-driven variable selection methods can
be used to associate speci�c OTUs to functional groups, and may
highlight ’keystone’ bacterial taxa for speci�c ecosystem processes.
Our results indicate that there are taxonomic di�erences between
HNA and LNA fractions in freshwater lake systems, yet these are
not universal and are subject to spatio-temporal changes in the en-
vironment. �erefore our results further strengthen the hypothesis
proposed by by Vila-Costa et al. (2012) [24], in which a taxonomic
division was found between HNA and LNA fractions, which was
in�uenced by seasonal trends and therefore not universal.
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