
Quantum Metrology of Grid
Deformations and Squeezed Light
With applications in quantum imaging & quantum information

By

Jasminder Sidhu

Faculty of Natural Sciences
Department of Physics and Astronomy

University of Sheffield

A dissertation submitted to the University of She�eld
in partial ful�lment of the requirements for the degree
of Doctor of Philosophy in the Faculty of Natural
Sciences.

November 2018





Acknowledgements

I reserve a special thanks to my supervisor Pieter Kok. First for his trust placed in me to
join his research group despite my limited experience in the �eld of quantum information
theory, and second for his guidance and support throughout my graduate studies. He has
been a fantastic teacher, whose continual optimism has been in�uential and inspirational.

I feel grateful to have worked with him.
I owe thanks to my friends in the theory group: Giuseppe Buonaiuto, David Hurst, Scott

Vinay, Luke Heyfron, Emiliano Cancellieri, Mark Howard, Earl Campbell, and Zixin Huang,
for helping make the most of my graduate experience. Notable excerpts from memory include
David’s unique sense of humour, Scott’s enthusiasm for debate, Howard’s ‘charm’, Giuseppe’s
unique persona and Emiliano’s special greetings! We all shared countless stimulating dis-
cussions and enjoyable times while establishing unnecessary etiquettes to pass onto the next
generation of theorists. I would also like to thank others in the ldsd and epmm group who have
been great friends, and stewards for a punctual round-up on Friday evenings to appreciate
the grain and hop. Particular thanks are due to Kyriacos Georgiou, Naoum Vaenas, and Rahul
Jayaprakash for their support.

Thanks to Mark Quinn and Nigel Clarke for having faith in my ability to lead their un-
dergraduate teaching for a short while, to gain experience in this and to apply for a fellow of
higher education award. I did obtain the recognition, but the jury is still out on whether I did a
good job.

Thanks are due to Antonios Ktenidis, and especially to Eleni Routoula for encouraging
and supporting me during my PhD and for our many co�ees together. I hope the closure of
Starbuck’s chain in Orchard square had nothing to do with our marathon social sit-ins most
weekends!

Last, but not least, I would like to acknowledge the Defence, Science and Technology
Laboratory (dstl) who have �nancially supportedmywork under the Quantum 2.0 technologies
programme. I hope they �nd this work as interesting as I have.

i





Author’s declaration

I , Jasminder Singh Sidhu, declare that the work in this thesis was carried out
in accordance with the requirements of the University’s Regulations and
Code of Practice for Research Degree Programmes and that it has not been
submitted for any other academic award. Except where indicated by speci�c

reference in the text, the work is my own work. Work done in collaboration with, or
with the assistance of, others, is indicated as such. Any views expressed are mine.

SIGNED: ................................................... DATE: ...................................................

iii





Ευτυχισμένοι είναι οι ελεύθεροι και ελεύθεροι είναι οι γενναίοι.

The secret of happiness is freedom, and the secret of freedom, courage.
— Thucydides (460 BC-395 BC)





Publications and presentations

Some of the research has been published and presented at various conferences.

List of Publications

Jasminder S. Sidhu and Pieter Kok ‘Quantum metrology of spatial deformation using arrays of
classical and quantum light emitters’, Phys. Rev. A 95, 063829 (2017)

Jasminder S. Sidhu and Pieter Kok ‘Quantum metrology for general Hamiltonian parameters’,
arXiv:1802.01601 (2018). (Submitted to Physical Review A.)

Jasminder S. Sidhu and Pieter Kok ‘Optimal estimation of complex squeezing in phase space’, in
preparation.

Zixin Huang, Jasminder S. Sidhu, Chiara Macchiavello, Lorenzo Maccone, and Pieter Kok
‘Optimal Gaussian-state quantum illumination measurement’, in preparation.

Conferences

71st Scottish Universities Summer School in Quantum Optics and Quantum Dynamics
(sussp71) 21 July - 02 August 2015, University of Strathclyde (Scotland) - Poster ‘Quantum
rulers for geometrical precision metrology’.

Recent Advances in Quantum Metrology (raqm2016) 02-04 March 2016, Warsaw (Poland),
Co-author of talk presented by Pieter Kok: ‘Quantum imaging with correlated photon mea-
surements’.

23rd Central European conference on quantum optics (cewqo2016) 27 June - 01 July 2016,
Kolymbari (Greece) - Talk and Poster ‘Quantum metrology of spatial deformation using arrays
of classical and quantum light emitters’.

24th Central European conference on quantum optics (cewqo2017) 26-30 June 2017, dtu
Lyngby (Denmark) - Poster ‘Quantum metrology of spatial deformation using arrays of classical
and quantum light emitters’.

vii



UK Northern Quantum Meeting 2 (nqm2) 15 December 2017, Lancaster University (UK) -
Talk ‘Quantum metrology of spatial deformation using arrays of classical and quantum light
emitters’.

Physics of Lightmatter interactions 2018 (plmcn19) 15-19May 2018, Chengdu (China) - Poster
‘Quantum metrology for arbitrary dynamics’.

25th Central European conference on quantum optics (cewqo2018) 21-25 May 2018, uib-csic
Palma de Mallorca (Spain) - Poster ‘Quantum metrology for arbitrary Hamiltonian dynamics’.

Organised conferences

Quantum Technologies 2015 (qute2015) 31 March 2015. Invited speakers: Christopher Gerry,
Pieter Kok, Roger Colbeck, Vincent Boyer, Zlatko Papic, Naomi Nickerson, Henning
Schomerus and Ahsan Nazir.

viii



Abstract

I n this thesis we make progress towards applications of quantum estimation theory to
new physical systems. We �rst consider two commonly visited problems in quantum
metrology: source optimisation and source localisation. For the �rst, we focus on esti-
mating distances between neighbouring light sources along an array, which undergoes

stretching deformations. We evaluate how changing the nature of the sources impacts the
estimation precision of d by using the quantum Fisher information (qfi) as a �gure of merit. By
comparing this quantity for arrays of single photon emitters, coherent, thermal, and entangled
sources, we �nd that the classical coherent and thermal states outperform the single photon
emitters. This would be favourable since generating classical states is less resource-expensive
to create. However, a quantum enhancement is observed when entanglement is employed.
In agreement with separate work, the optimal state is that which entangles the eigenstates
corresponding to the maximum and minimum di�erence eigenvalues of the generator. We
demonstrate that not all entangled states can reproduce similar precision enhancements. This
insight is reminiscent of previous studies, where entanglement was concluded as a necessary
but insu�cient resource for quantum metrology

Next, we address the source localisation problem to detect any deformations applied to
a grid of sources. Improving this detection depends on our ability to engineer grids that
maximise the sensitivity of the qfi matrix. Hence, we derive the generators of local translations
of unitary evolutions that describe any general grid deformation, and show that our result is a
multi-parameter extension of other results in the literature. We obtain a general result for the
quantum Fisher information matrix (qfim) through these generators for any grid deformation
and explore speci�c spatial maps, including composite stretches, shears, and rotations. Since
the qfi matrix depends only on the properties of the probe state and the con�guration of
the emitters, we explore how we can modify both to enhance our estimation sensitivity to
determine the applied grid deformation. Physically motivated, we �nd the best arrangement
of sources that enhances the sensitivity of detection for a set number of sources.

Finally, we consider the optimal estimation of a complex squeezing operation in phase space.
The use of squeezed light as a quantum resource is ubiquitous in quantumoptics, and a complete
characterisation of a complex squeezing operation is pivotal for fundamental reasons. This is a
true multi-parameter quantum estimation problem of incompatible observables. Speci�cally,
we �nd that the symmetric logarithmic derivates (slds) for amplitude and directional squeezing
do not commute. This prohibits simultaneous optimal estimates of both parameters, even in the
asymptotic limit. As a result, we focus on �nding separable optimal estimates. The Cramér-Rao
bound is determined to provide a theoretical benchmark on the bi-variate estimation precision
for general single mode Gaussian probes. Using this and the slds, we present a practical
experimental implementation that can realise the individual fundamental precision bounds.
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Part 1

Introduction and Background

We commit this part of the thesis to introduce the motivation of this work, and to
review the necessary theoretical preliminaries that will be used in subsequent parts.
By this very nature, none of the material presented in the constituent chapters to
this part contain original work. In chapter 1, we contextualise the role quantum
metrology has in quantum theory. After a brief highlight of important milestones
in the �eld, we explain the goals and motivations of quantum sensing. Chapter 2
introduces some concepts from quantum optics necessary for understanding the
research in later chapters. Finally, in chapter 3, we review methods in quantum
estimation theory.

1
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1
Introduction

T he work in this thesis has been driven by a twofold motivation. First, determining the
precision bounds of parameter estimations of unknown physical parameters with res-
olutions that surpass classical limits, and second, realising practical implementations
that saturate these bounds. As we will see, this requires ‘quantum resources’. This re-

quirement often makes the practical implementations of these improved estimation resolutions
extremely di�cult. For this reason, very few experiments have demonstrated the fundamental
resolution limits that quantum mechanics predicts. Before detailing the approach to parameter
estimations, we �rst introduce the subject of quantum mechanics and quantum metrology in
this chapter. Many clear and pedagogical accounts of the development of quantum physics
exist in the literature [Glauber, 2005]. The introduction provided here is brief and intended
to summarise some of the achievements in quantum metrology. We conclude by presenting a
roadmap of the thesis ahead.

1.1 Foundations of quantum optics

Although the interface between classical and quantummechanics remains a heavily researched
topic [Wetterich, 2009; Jeong et al., 2014], among the �rst strains to appear in classical elec-
tromagnetism was accounting for the observed spectral distribution of blackbody radiation.
Averting the so-called ‘ultraviolet catastrophe’ required that the energies of harmonic oscillator
modes be quantised. This realisation by M. Planck in 1900 was a key departure from classical
treatise on light. Together with A. Einstein’s theory of the photoelectric e�ect in 1905, and L.
de Broglie’s hypothesis of a wave-particle duality in 1924, this paved an alternative quantum
mechanical description of light as particles.

In midst of these developments, the study of optics continued its development to maturity
without the need for a quantum description of light. Many experiments could be described
through application of Maxwell’s equations of electromagnetism. For example, interferences
of �eld amplitudes explained Young’s two slit experiment, where light is incident on two
slits. The catalysis for the development of a full quantum treatment of optics was the R. H.
Brown and R. Q. Twiss intensity interferometer [Brown and Twiss, 1956a,b, 1957, 1958a,b] that
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measured the correlation in photon number arrivals at two detectors. This intensity correlation
revealed information on the two-time beam intensity, and by simply altering the setup, the
time separation could be controlled. An enhanced correlation of photons—or bunching—from
a seemingly uncorrelated thermal source was observed for short time separations1. Although
the e�ect could be predicted by treating the intensity �uctuations of the electric �eld [Brown
and Twiss, 1956b; Purcel, 1956], it did little to subside general scepticism surrounding the
veracity of the result. This provided the groundwork for the seminal work of R. J. Glauber,
whose quantum theory of optical coherence [Glauber, 1963a,b,c] explained the e�ects of the
Hanbury-Brown and Twiss experiment and permitted additional predictions. The �rst was the
possibility of anti-bunching, which describes an increase in the average temporal separation
of photon count statistics, or sub-Poissonian statistics [Walls and Milburn, 2008]. The second
was the squeezing of quantum �uctuations, which was �rst observed by Slusher et al. [1985].
Squeezing was also demonstrated in other systems [Wu et al., 1986].

A cascade of research e�orts oversaw the maturity of quantum optics. The �rst theoretical
and experimental realisation of non-classical behaviour from a physically accessible system
was anti-bunching generated in resonance �uorescence from a two-level atom [Kimble et al.,
1977; Carmichael et al., 1980]. Experimental work in the 1960s and 70s lead to improvements in
photon counting detectors. These devices could now distinguish between the di�erent photon
number statistics from coherent and incoherent light. In tandem, new sources of laser light were
being developed. In the 1980s, experimental work by Mukai and Yamamoto [1981], showed
that suppressing the pump noise reveals the quantum behaviour of the laser.

Generation of single photon sources were pioneered by Santori et al. [2001] using quantum
dots and later through parametric down-conversion (pdc) [Takeuchi et al., 2003]. In pdc, a
strong pump photon illuminates a nonlinear crystal and produces two photons with lower
energies. The emerging ‘down-converted’ photon pairs conserve the total energy and momentum
of the pump and are entangled in either frequency, polarisation or momentum. This generates
intensity correlations that have demonstrated violations in Bell’s inequalities [Aspect et al.,
1982; Weihs et al., 1998; Matsukevich et al., 2008; Ansmann et al., 2009], have been used in
quantum imaging [Pittman et al., 1995], and continuous variable quantum communication
tasks [Porzio et al., 2007; Gehring et al., 2015].

These e�orts opened the door to work in quantum information processing. First, the de-
velopment of squeezed states helped realise applications of quantum information process-
ing [Loudon and Knight, 1987; Braunstein and Kimble, 1998; Braunstein and van Loock, 2005;
Andersen et al., 2009], quantum teleportation [Furusawa et al., 1998], continuous variable
quantum computing [Menicucci et al., 2006, 2007; Aoki et al., 2009; Yonezawa and Furusawa,
2010], and Einstein-Podolsky-Rosen (epr) experiments [Reid and Drummond, 1988; Ou et al.,
1992]. Second, ion trap technology had been proposed as the foremost method to control single
quantum systems. A scalable theoretical scheme proposed by J. I. Cirac and P. Zoller detailed
how lasers could be used to process the information stored in the states of trapped ions [Cirac
and Zoller, 1995]. Ion trap technology has so far provided the most promising approach to
quantum information processing [Knight et al., 2003]. The current record for the maximum
number of entangled and individually controllable qubits is 20 [Friis et al., 2018].

The speed of transmission and robustness against decoherence make single photons ideal
for quantum information processing [Northup and Blatt, 2014]. However, many quantum
information protocols require high-purity single photon sources. This is di�cult to realise since

1The de�nition of short timescales is in comparison with the coherence time of the thermal state.
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Figure 1.1:Modern day quantum optics has applications in diverging �elds of quantum metrology and
sensing, quantum computation and quantum information processing.

enhancing single-photon e�ciency is incompatible with methods to suppress multi-photon
emissions. Achieving ultrahigh purity single photon sources is part of an active research by a
number of di�erent experimental groups [Shields, 2007; Heinze et al., 2015]. Another di�culty
is the very weak optical nonlinearities of optical �elds. Quantum computing requires strong
entanglement between independent degrees of freedom to realise nonlinear operations in the
form of switches when processing information. Despite work on nonlinear optics, generating
photon interactions is hard to realise [Chang et al., 2014]. One method to circumvent this
di�culty is to use adaptive photon counting measurements, which was proposed by E. Knill,
R. La�amme G. J. Milburn (klm) in 2001 [Knill et al., 2001]. Experimental demonstrations of
simple quantum gates using only linear optical interactions soon followed [Ralph et al., 2002;
O’Brien et al., 2003]. The klm scheme heralded a new era of universal linear-optical quantum
computing (loqc) [Kok et al., 2007; O’Brien, 2007; Kok, 2016].

Modern day quantum optics continues to evolve through di�erent sub-�elds (see �gure 1.1).
An important development for sensing applications is quantum metrology. We will introduce
this in the next section.

1.2 Quantum metrology

For many quantities in physics, direct measurements are not possible. This is common in
quantum optical experiments, where variables such as entanglement, phase, time, and purity
do not have associated quantum observables. In these situations, the value of a parameter—or
vector of parameters—must be inferred from a set of measurements of a di�erent but related
observable, or set of observables. This procedure is addressed in estimation theory [Kay, 1993],
the formalism underlying the study of sensing and metrology, where the objective is to �nd
the fundamental precision bounds of parameter estimates.
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1.2.1 Applications of quantum metrology

The astounding potential of metrology has been displayed through a century of creative and
fruitful applications. The origin of its application in science can be traced back to the de�nition
of physical units. Since then, modern metrology has been applied to a range of applications
including:

Radar: estimate the delay of radar echoes in the presence of noise

Imaging: track the orientation and position of an object

Seismology: estimate size and depth of oil reserves/rock formation

Telecommunications: estimate carrier frequency to demodulate signal.

The push for superior image qualities and better resolutions in imaging devices has seen
a sharp increase in the number of pixels used per unit area. This miniaturisation sees each
pixel illuminated with minute photon �uxes, down to the detection of single photons. Any
performance improvements to optical metrology, sensing, and information is then inherently
limited by the microscopic properties of nature itself. These di�culties re�ect the ‘death
march of Moore’s law’ in manufacturing that has placed physical limits to the lithography
industry [Sreenivasan, 2017] and conventional computing [Markov, 2014]. Despite the maturity
of metrology, these di�culties naturally gave rise to a new era of quantum metrology, which
uses the laws of quantum mechanics to surpass classical resolution limits. At the heart is a
desire to improve our ability of manipulating the quantum nature of light. Whilst the initial
interest in metrology as the science of measurements endures, quantum metrology heralds
the possibility of exploring new avenues of research with consequences for both academic
ingenuity and technological prowess. Imaging is one clear example of this.

Progress in science has historically leaped forward in tandemwith improvements to imaging
techniques. Consider early work by G. Galilei who, through improvements to the design of
telescopes, presented supporting observations of the heliocentric theory of the Solar System.
Progressive improvements of the telescope has culminated in the Hubble space telescope
become one of the largest and most versatile imaging devices of space, enabling breakthroughs
in astrophysics. In contrast, development of the microscope around 1660 pushed knowledge
of science at small scales. This enabled the �rst observation of the cell by R. Hooke in 1665.
Since, progressive e�orts have been made to push the resolution of light microscopes past E. K.
Abbe’s stipulated limit. This culminated in the 2014 Nobel prize in Chemistry awarded "for the
development of super-resolved �uorescence microscopy" [Betzig et al., 2018]. Other examples of how
imaging techniques have been applied include tracking the movement of proteins tagged with
�uorescent dyes [Heller et al., 2013] and imaging to search for exoplanets [Macintosh et al.,
2014].

The wave nature of light imposes fundamental limits to achievable resolutions of optical
imaging devices. One strategy to resolve �ner details is to reduce the wavelength of the light.
A particular drawback of this method becomes clear when applied to biological samples,
since high energy light can be destructive [Wolfgramm et al., 2013]. Breakthroughs in imaging
methods that surpass the di�raction limit are expected to follow in tandem with advancements
in quantum metrological protocols. This will lead to advancements in all complementary �elds
of research as well as the development of more precise and intricate imaging devices for the
next generation. An immediate and recent exempli�cation of this can be recognised through
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the powerful and breathtaking �eld of gravitational-wave astronomy; an emerging branch of
observational astronomy that uses gravitational waves to collect data about massive galactic
objects such as neutron stars and black holes. Exotic states of light, such as squeezed light, are
now routinely used to enhance the sensitivities of large interferometers, such as the advanced
ligo for the measurement of gravitational waves [Caron et al., 1995; Abbott et al., 2004; Abadie
et al., 2011; Aasi et al., 2013]. Estimations of gravitational wave amplitudes have also been made
by considering phonons in Bose-Einstein condensates [Berrada et al., 2013; Sabìn et al., 2014].

1.2.2 Methods in quantum estimation theory

Any measurement scheme is plagued with errors of both systematic and statistical nature. A
completely classical approach to reduce the statistical errors of a stochastic nature is to repeat
the experiment ν times. The central limit theorem states that the normalised sum of identical
and independently distributed (iid) samples of a random variable approximates to a normal
distribution as the sample size gets larger2. Owing to this, the resulting root mean square error
(rmse) of a repeated experiment scales as ν−1/2. For a single shot experiment (ν � 1), and a given
measurement procedure, the best classical scaling is achieved by using an N separable optical
probe state, constructed from N unentangled states. This increases the e�ective resources used
and gives rise to the standard quantum limit (sql), where the error scales as N−1/2 [Caves,
1980], which is the best classical scaling achievable through N repeated measurements.

Through meticulous preparation of the measurement scheme, it should be possible to sup-
press all stochastic noise associated with classical indeterminacy in the probe states. However,
this suppression will have no e�ect on the quantum vacuum �uctuations inherent in the state,
which fundamentally imposes some minimum quantum optical noise [Gardiner and Zoller,
2004]. For some electromagnetic �eld with frequency ω, the minimum quantum optical noise
is quanti�ed with amplitude [Loudon and Knight, 1987]:

E0 �
(
~ω
2ε0V

) 1
2
, (1.1)

for somemode volume V , and ε0 is the permittivity of free space. Notice that it is independent of
the �eld strength, which implies that even in vacuumwith no �eld present, this quantum noise
endures. Hence, Eq. (1.1) quanti�es the vacuum �uctuations of an optical �eld of frequency ω.

Despite this, probes endowed with quantum resources, such as entanglement or non-
classical correlations, provides opportunity to propel estimation theory past the sql. Speci�cally,
although quantum mechanics has placed strict limits on the achievable precision of parameter
estimates, it can be used to approach these limits. In fact, the use of quantum resources is
necessary to achieve the fundamental Heisenberg limit for error scalings: N−1, where N is the
number of probe states used [Braunstein, 1992]. An example of another non-classical resource
used is squeezing. Squeezed states reduce the optical noise in one of the �eld quadratures
while increasing the noise in the other. Figure 1.2 illustrates how di�erent types of optical
squeezing can be used to engineer precision enhancements. Squeezed states have successfully
demonstrated enhanced resolutions that surpass the standard quantum limit in interferometric
and imaging applications [Bradshaw et al., 2017; Li et al., 2016; Ruppert et al., 2016], and in

2The central limit theorem holds even if the original variables are not normally distributed themselves. One
exception to this are Lévy processes. However, under certain conditions the sumof iid samples of amulti-dimensional
Lévy process still converges to a multivariate Gaussian distribution [Grabchak, 2013].
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Regime Variance resource scaling Achievability

Standard quantum limit (sql) 1/N Remove all classical noise

Heisenberg (hl) 1/N2 Quantum resources

Table 1.1: Comparison of achieving the di�erent regimes of variance scalings with the resources used
in metrology. We will derive a generalisation of these variance scalings for multiple-parameters later in
chapter 3 where we also discuss their achievability in further detail.

quantum metrology [Anisimov et al., 2010; Huang et al., 2015] for phase estimations [Berni
et al., 2015] and tracking [Yonezawa et al., 2012]. Realising the Heisenberg limit for parameter
estimates is the main attraction of using squeezed light for quantum metrology.

The characterisation of N for any estimation strategy is important. The precision of parame-
ter estimates is bounded by the physical resources, a matter addressed by the query complexity
of the quantum network describing the estimation procedure—that is, the number of times
a measured system is sampled [Giovannetti et al., 2006; Zwierz et al., 2012b]. The resource
count of a physical system is de�ned by the variance of the generator of translations in the
parameter to be estimated. Incorrect characterisation of the resources has suggested so-called
‘super Heisenberg-scalings’ [Beltrán and Luis, 2005; Boixo et al., 2007; Roy and Braunstein, 2008].
Reconciliation of the resource count led to consistency with the hl [Zwierz et al., 2010]. Table 1.1
summarises the fundamental precision scalings for classical and quantum metrology.

Quantum metrology is rooted in the theory of quantum parameter estimation, pioneered
byHelstrom [1976] andHolevo [2011]. The archetypal schema for general parameter estimations
is decomposed into three distinct steps: (I) probe preparation, (II) parameterisation through
an interaction with a system that encodes a set of parameters to estimate, and (III) probe
readout, with possibility of feedback. For a given interaction, this describes two aspects of
control for the experimenter; a suitable choice of probe state that is sensitive to changes in
the parameters to assimilate maximal information, and an appropriate measurement that
maximises the information extracted from the probe. This is a two-step optimisation problem.
A natural �gure of merit to quantify the performance of the estimation is the variance between
parameter estimates and the true value. The quantumCramér-Rao bound (qcrb)was introduced
to characterise this optimisation procedure, and has become a standard tool in providing a
lower bound on the variance of an unbiased estimator that maps measured data from quantum
measurements to parameter estimations [Helstrom, 1976]. It provides a fundamental bound to
the achievable precision of any estimating strategy and depends only on the uncertainty in
the quantum state. An important statistical quantity that determines the qcrb is the quantum
Fisher information (qfi), which depends only on the probability distribution from which
data is sampled. In information geometry, the qfi is equivalent to the Bures metric, which
quanti�es the distinguishability of quantum systems [Amari and Nagaoka, 2007; ichi Amari,
2016]. A large information content implies that small changes to the parameter achieve large
statistical displacements of the evolved probe in state space [Braunstein and Caves, 1994]. A
more complete discussion of statistical distances can be seen in Bengtsson and Zyczkowski
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(a) Laser light or Glauber semi-classical coherent states. Equal noise in both quadratures.
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(b) Enhanced phase noise with concomitant decrease in amplitude �uctuations.
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(c) Enhanced amplitude noise with concomitant decrease in phase �uctuations.

Figure 1.2: Illustration of di�erent quadrature x and p noises for optical �elds, through simulations
of the electric �eld, as measured through homodyne measurements with varying phases. Fig. 1.2a rep-
resents Glauber’s semi-classical coherent states. These states have circularly symmetric uncertainty re-
gions in phase space for both the phase and amplitude. A state with no noise would be ideal to achieve
extreme sensitivities. However, this is fundamentally not possible since all optical �elds retain quantum
uncertainties quanti�ed by Heisenberg’s uncertainty relation. However, the uncertainty relation lower
bounds only the noise product of both quadratures, implying that we can reduce the uncertainty in one
quadrature, followed by an equal and concomitant increase in the second. Experimentally, this is realised
through ‘squeezed sources’. Fig. 1.2b and Fig. 1.2c illustrates a phase squeezed and amplitude squeezed
coherent state as input respectively. This illustrates that choosing the direction of squeezing is important
in the estimation of phase or amplitude of optical �elds.
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[2008]; Kok and Lovett [2010]. The larger the dependence, the more distinguishable the evolved
state becomes to its unperturbed state. Since the qcrb is the inverse of the qfi (for a single
data sample), this permits an estimate with a lower estimated variance. With the information
content being governed entirely by the state space structure, we observe again that minimising
the qcrb requires optimising the state choice.

1.3 Previous work in quantum metrology
Quantummechanics has established physical limitations to precision bounds in myriad applica-
tions in parameter estimation. An early example of this is the energy-time uncertainty relation.
Its credibility was put to question by A. Einstein, who in 1930 argued that a photon emerging
from a box can be prepared with exact energy and emitted at a predictable time [Dieks and
Lam, 2008]. This was refuted by N. Bohr who developed the box thought experiment illustrated
in �gure 1.3.

Approaching the limitations to precision bounds through high precision measurements has
seen the development of fundamental theories across science. Quantum enhanced measure-
ments have demonstrated performance improvements in a wide variety of applications that
have implications for technology and science. Examples include atomic clocks, remote sensing,
navigation, and thermometry [Tóth and Apellaniz, 2014; Degen et al., 2017; Pearce et al., 2017].
We start this section by detailing speci�c problems in quantum metrology that have attracted
considerable research e�ort, before reviewing more general frameworks in estimation theory.

1.3.1 Single parameter phase-like estimations

Early work in this �eld predominantly focused on single parameter estimations of unitary,
multiplicative parameters. Speci�cally, for some parameter φ to estimate, the probe evolution
is governed by the unitary Û � exp[−φĤ ], where Ĥ is a Hermitian generator. Examples of
parameter estimations that come under this category are phase and time [Leibfried et al., 2004;
Giovannetti et al., 2011; Tóth and Apellaniz, 2014]. The quantum enhanced limit for this has
been shown to always be attainable [Paris, 2009]. Further examples include estimates of the
pro�le of time-varying �elds [Tsang et al., 2011; Magesan et al., 2013] and gradient magnetom-
etry [Urizar-Lanz et al., 2013]. These problems are categorised by phase-shift Hamiltonians; a
special case where the parameter to estimate multiplies a parameter-independent Hermitian
generator [Holevo, 1978; Braunstein et al., 1996]. An immediate example of this is single phase
estimations. A Mach-Zehnder interferometer illustrated in �gure 1.4 makes high precision
measurements of a relative phase di�erence between two beams of light derived from some
input state ��ψin

〉
. This phase referencedmethod has become a standard tool in estimation theory

and has received considerable attention given its applications in enhanced phase estimations in
optical interferometry [Demkowicz-Dobrzanski et al., 2009; Pezzé and Smerzi, 2014], frequency
measurements [Bollinger et al., 1996; Huelga et al., 1997], and biosensors [Lu� et al., 1998; Yang
et al., 2001].

Phase-shift Hamiltonians have attracted signi�cantly more attention since a large propor-
tion of metrological protocols can be reduced to that of phase estimation [Giovannetti et al.,
2004]. This has proven particularly important in quantum enhanced Hamiltonian tomography,
where unknown multiplicative coe�cients of the Hamiltonian are estimated after a suitable
decomposition [Yurke et al., 1986; Sanders and Milburn, 1995; Dorner et al., 2009; Skotiniotis
et al., 2015].
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Figure 1.3: Einstein-Bohr photon box [Dieks and Lam, 2008]. Bohr’s arguments upheld the uncertainty
relation between the energy and emission time of a photon emission.

It has long been known that quantum resources are required to improve the estimation
precision of a single phase parameter in optical interferometry [Caves, 1981]. ForMach-Zehnder
interferometers, the highly entangled noon states provide a quadratic improvement to give the
Heisenberg scaling for phase estimates [Lee et al., 2002]. In general however, the type of resource
used needs to be tailored speci�cally for the estimation protocol. This makes a universally
applicable optimal sensing device di�cult to realise. Typically though, the Greenberger-Horne-
Zeilinger (ghz) states are suited for local phase estimations. Practically, the entanglement
generation of these states andmeasurement readout timesmust be lower than some threshold to
observe an advantage over separable states [Dooley et al., 2016]. Alternatively, highly squeezed
non-classical states have been reported to provide a quadratic advantage when estimating
certain Gaussian transformations [Friis et al., 2015]. These resources have also been exploited
in quantum imaging to drive resolution capabilities past the Abbe-Rayleigh criterion [Abbe,
1873; Rayleigh, 1879; Fei et al., 1997; Boto et al., 2000; Abouraddy et al., 2001; Thiel et al., 2007;
Kolobov, 2007; Lloyd, 2008; Oppel et al., 2012; Pearce et al., 2015]. For single parameter phase-
shift Hamiltonians, the optimal probe resource was addressed by Giovannetti et al. [2006]. The
optimal state that maximises the qfi is constructed from an equal superposition of eigenstates
corresponding to the minimum and maximum eigenvalues of the Hamiltonian [Giovannetti
et al., 2006, 2011].

1.3.2 Arbitrary Hamiltonian parameters and multiple parameters

Quantum metrology has been applied to more general scenarios than single multiplicative
parameters of generators evolving under unitary dynamics. These generalisations include:

Arbitrary Hamiltonian parameterisations: i.e. estimating parameters that appear as nonmul-
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Φ

φ

|ψin〉
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Figure 1.4: Illustration of a Mach-Zehnder interferometer, as proposed by L. Mach and L. Zehnder
in 1891. An optical path di�erence between both arms of the interferometer results in a relative phase
di�erence. High precision measurements of this phase di�erence have found many applications. Here,
â and b̂ de�ne two input modes. The objective is to estimate the unknown phase Φ by controlling the
phase φ and measuring the photon intensities at the output. This is represented by the detectors on the
right.

tiplicative factors to the Hamiltonian.

Multiple parameters: Simultaneous or separable estimates of multiple parameters.

Non-unitary probe evolutions: Estimates of parameters evolving under decoherences.

Continuous variable systems: Metrology with Gaussian probe states.

First, arbitrary Hamiltonian parameterisations would allow application of quantum metrology
to a wider variety of quantum systems. This has been considered only recently by a few
authors [Brody and Graefe, 2013; Pang and Brun, 2014, 2016; Seveso and Paris, 2017; Fraïsse
and Braun, 2017]. A second generalisation is multiple parameter estimation. This has direct
practical applications since many applications, such as microscopy, optical, electromagnetic,
and gravitational �eld imaging, demand knowledge of multiple parameters. Further, it has been
shown that simultaneous estimation of parameters can achieve better precision than estimating
them individually for equivalent resources and under certain conditions [Humphreys et al.,
2013; Baumgratz and Datta, 2016]. This has seen a surge of recent work focused on yielding
quantum enhanced sensing from simultaneous estimation of multiple parameters [Fujiwara,
1994; Matsumoto, 2002; Monras and Illuminati, 2011; Genoni et al., 2013; Crowley et al., 2014;
Vidrighin et al., 2014; Yao et al., 2014; Yue et al., 2014; Knott et al., 2016; Kok et al., 2017]. Multi-
parameter quantum enhanced sensing has also provided a novel paradigm for investigating the
information processing capabilities of multipartite or multimode quantum correlated states and
measurements. Bounding the covariance of multi-parameter estimates through the Ziv-Zakai
bound was considered by several authors [Zhang and Fan, 2014; Berry et al., 2015]. Finally,
a well researched application of quantum metrology is the class of pure states and unitary
transformations. A more realistic model accounts for mixed states evolving under decoherent
evolutions. We brie�y review this in the next subsection.

1.3.3 Estimation of parameters with non-unitary dynamics

Practical applications of quantum metrology must include a description of the interaction of a
systemwith its environment. Unfortunately, noise degrades the optimal quadratic enhancement
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of precision estimates to one that is a constant improvement over classical methods [Demkowicz-
Dobrzański et al., 2012]. To speci�cally quantify this impact, an estimate of the decoherence
parameter(s) is necessary. To address this, a general method to calculate parameter preci-
sion bounds in the presence of noise was developed by Chin et al. [2012]; Kołodyński and
Demkowicz-Dobrzański [2013]. This was extended to many-body open systems in [Beau and
del Campo, 2017]

Despite the reduced precision enhancement, all hope is not lost. Entanglement and passive
external ancillas can be used to improve the precision in open quantummetrology [Demkowicz-
Dobrzański and Maccone, 2014]. Interestingly, quantum illumination is the only application of
quantum metrology that retains its advantage over classical methods, even when decoherence
e�ects completely destroy the entanglement [Tan et al., 2008].

1.3.4 Parameter estimation with continuous variables

Wedescribed previously that calculating the qfi is central to any quantummetrological protocol.
However, doing so is not always an easy task. All of the work described in the previous
subsection relies on knowledge of the density matrix to �nd the qfi. This approach is much less
convenient for Gaussian states. These states are heavily used in continuous-variable quantum
information. We defer speci�c details to the forthcoming chapters and su�ce to say that
Gaussian states can be completely characterised through only the �rst and second moments
of the quadrature operators. The evolution of Gaussian states is then conveniently addressed
in the phase-space formalism [Adesso et al., 2014]. By mapping transformations of the state
to transformations of the moments, the theory for estimation using Gaussian states is more
conveniently done through the phase-space formalism.

The �rst work in this direction was completed by Pinel et al. [2012] who derived the expres-
sion for the ultimate limit to parameter estimations using pure Gaussian states of arbitrarily
many modes. This was shortly followed by a generalisation of the quantum �delity to mixed
and pure Gaussian states [Spedalieri et al., 2013]. Marian and T. A. Marian developed on this
work by analysing the �delity of a pair of multimode Gaussian states [Marian andMarian, 2012].
The general result is di�cult to solve if the number of modes is greater than two, unless the
Gaussian states commute or at least one of them is pure. For one and two mode Gaussian states,
they derived an analytic result of the �delity. This allowed for the derivation of the general
formula for single mode Gaussian states [Pinel et al., 2013]. An alternative approach to �nding
the qfi and the symmetric logarithmic derivative (sld) is through the mean displacement and
covariance matrix of the Gaussian state. This approach has been taken by a number of authors.
The �rst result in this direction was by A. Monras in 2013 who derived the form of the sld for
general Gaussian states evolving under Gaussian unitaries [Monras, 2013]. By taking an sld
ansatz that is quadratic in the quadrature operators, the sld and qfi is written as an in�nite
series solution to the Stein-equation. A similar approach by Z. Jiang con�rmed Monras’ result
and gave the sld for states in exponential form in terms of the generator and its moments [Jiang,
2014]. Y. Gao and H. Lee followed an alternative method to derive the sld and the qfi for
multi-mode Gaussian states. The necessity of inverting relatively large matrices is a drawback
of this method [Gao and Lee, 2014]. A recent attempt to unify these results for multi-mode
Gaussian states was reported in [Šafránek et al., 2015].
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1.3.5 Optimal implementation

Once the fundamental limits to the precision of parameter estimations have been determined, a
natural question that arises is the following: given that all classical noise have been eliminated, how
can we identify the measurement(s) that practically saturate these bounds?A key term that describes
the optimal measurement in the so-called symmetric logarithmic derivative (sld) [Braunstein
et al., 1996]. Speci�cally, an optimal measurement is constructed from the eigenstates of the
sld [Paris, 2009]. In almost all cases, determining themeasurement that corresponds to this theo-
retical description is di�cult on two accounts. First, it generally depends on the parameters that
we would like to estimate. Adaptive strategies have been suggested to circumvent this [Berry
and Wiseman, 2000, 2002]. The second di�culty is in the context of multiple-parameter esti-
mations. If the slds for each parameter are mutually compatible—that is they all commute
with one another—then a simultaneous, optimal estimate for all of the parameters can be
made in their common eigenbases. Generally, optimal measurements may not commute. In
this case, a compromise between the convenience of a simultaneous measurement and the
attainable estimation precision for each parameter must be addressed. To illustrate this, a
tradeo� between simultaneous phase and loss estimation in interferometry was addressed
by Vidrighin et al. [2014]; Crowley et al. [2014]. The conditions for when the information content
from simultaneous estimation of multiple parameters matches or exceeds that from separable
measurements for pure and mixed states was analysed by Ragy et al. [2016].

Even for single parameters, determining the measurements from the sld is di�cult. Because
of this, few works in the literature have managed to discuss how to perform quantum optimal
estimates. Speci�cally for thermometry, photon number counting and classical post-processing
of the data has been proposed as an optimal measurement [Helstrom, 1968; Nair and Tsang,
2015]. An alternative method that estimates the temperature with close to optimal precision
and without the need for adaptive strategies was proposed by Pearce et al. [2017]. This is exactly
the Mach-Zehnder interferometer scheme illustrated in �gure 1.4 but with a random variable
phase shift. As this shows, any accessible measurement scheme should decompose the sld in
terms of linear optics and additional classical post-processing.

1.4 Research outline of this thesis

In this thesis, we extend previous work by considering di�erent applications of quantum
estimation theory. We present a general framework for the detection and estimation of defor-
mations applied to a grid of sources. This makes progress towards multi-parameter quantum
estimation theory and addresses two commonly visited problems in quantum metrology:
source optimisation and source localisation. We �nd general results, while also reconciling
previous work. Speci�cally, entanglement between di�erent probe states must be carefully
chosen to deliver precision enhancements over classical strategies.

This thesis is structured as follows. In chapters 2 and 3, we review some background theory
on quantum optics and quantum estimation theory respectively. Our research will follow this.
In chapter 4, we estimate the distances d between neighbouring light sources along a one-
dimensional array. We evaluate how changing the nature of the light sources attached e�ects
the estimation precision. Our formalism uses the Hamiltonian formulation of the quantum
Fisher information matrix (qfim) as the �gure of merit to quantify the amount of information
we have on d as the array is stretched. We compare the performance of single photon emitters,
coherent, thermal, and entangled sources of single photon emitters on the estimation of d. For
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some number of sources, the optimal probe state is determined. This work provides a method
to identify an array stretching by maximising the sensitivity of the qfi by selecting di�erent
sources. An immediate application of this would be to detect stresses and strains exerted
on materials that are sensitive to deformations. This would allow for corrective measures to
prevent possible fractures.

In chapter 5, we consider a source localisation problem to detect any deformations applied
to a grid of sources. Localising each source in the grid with better accuracy depends on
our ability to engineer grids that maximise the sensitivity of the qfim. In this chapter, we
derive the generators of local translations of unitary evolutions that describe any general grid
deformation, and show that our result is a simple multi-parameter extension of other results
in the literature. We obtain a general result for the qfim through these generators for any
grid deformation and explore the set of a�ne spatial maps, including composite stretches,
shears, and, rotations. We explore how changing the con�guration of emitters in the grid
enhances our estimation sensitivity of the applied grid deformation. Our work in this chapter
provides a cross disciplinary utility. It is well suited for quantum process tomography, to
reconstruct the master equation of optical systems. Our work here also makes progress towards
multi-parameter quantum estimation with arbitrarily parameterised unitary evolutions with
generally non-commuting Hermitian generators. However, the application of our formalism
to grid metrology does not encounter non-commutative generators. To take full advantage of
this theory and address optimal measurements for non-compatible observables, we consider a
separate application in the next chapter.

In chapter 6, we estimate the amplitude and direction of complex squeezing. The character-
isation of generated squeezed light is necessary on multiple accounts. First, it is important to
ensure the generated states match the level of squeezing required to realise speci�c quantum
technologies. Second, since optical losses destroy the nonclassical properties of squeezed states
and generally decompose them to approximate coherent sources, characterising the squeezed
state exactly can de�ne these losses. Finally, experiments that incorporate nonlinear optics such
as in condensed matter systems, the Wigner function can exhibit non-trivial dynamics such as
the highly non-Gaussian ‘banana’ states that exhibit amplitude-dependent phase shifts [Sto-
bińska et al., 2008]. Knowledge of both the quadrature squeezing in addition to the quadratures
can help to better characterise the transformed state. Motivated by this, we address the joint
estimation of the two de�ning parameters of a squeezing operation in phase space. We derive
the Cramér-Rao bound, providing the theoretical benchmark on the bi-variate estimation preci-
sion for general single mode Gaussian probe �elds. We �nd the quantum optimal estimators
of complex squeezing. This is a true multi-parameter quantum estimation of incompatible
observables.

We conclude the thesis with a summary of the main results and potential future work in
chapter 7. Appendices are provided to supplement the text.

15





C
h

a
p

te
r 2

Quantum Optics

T he quantisation of radiation energies byM. Planck in 1900 ignited the birth of quantum
mechanics. However, it was not until H. Brown and R. Q. Twiss performed experi-
ments on their intensity interferometer, that a rigorous application of quantised �elds
became necessary. Modern day quantum optics remains an active area of research

with developments branching to quantum information, quantum communication and quantum
sensing. Central to these applications are the development and use of exotic quantum states of
light, and their interaction with matter. In this chapter, we provide a summary of quantum
mechanics and present a quantised description of the electromagnetic �eld. This work will be
essential for the research presented in Part II of this thesis.

2.1 A brief introduction to quantum mechanics

J. von Neumann uni�ed E. Schrödinger’s wave formulation of quantum mechanics with the
matrix formulation pioneered by W. Heisenberg, M. Born, and P. Jordan in 1932 to form the
basis of modern quantum mechanics. In this section we review key concepts of non-relativistic
quantum mechanics that we will make use of in this thesis. A relativistic extension of quantum
mechanics was �rst made by P. Dirac in 1928 [Dirac and Bohr, 1927]. This was generalised by
S. Tomonaga, J. Schwinger, and R. Feynman who developed the modern theory of quantum
electrodynamics [Dyson, 1949]. For a complete exposition of quantum mechanics, the reader is
encouraged to read texts by von Neumann [1996]; Dirac [1988].

2.1.1 The postulates of quantum mechanics

The postulates of quantum mechanics describes how physical quantities and measurements
map to their mathematical structure in vector spaces. A self contained exposition of vector
spaces has been provided in appendix A. We follow Kok [2018] to list the postulates:

Postulate 1: At any time t, the state of a physical system S is represented by a normalised ray ��ψ
〉

s in
the Hilbert spaceHs of the system. �
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Postulate 2: All observable attributes ÔS of S correspond to Hermitian operators that: (I) act on ��ψ
〉

s ,
and (II) are described by real eigenvalues and eigenvectors that form a complete basis.

We reserve the carot Ôs for operators. The properties of Hermitian operators summarised in
this postulate follow from the spectral theorem. Consider some Hermitian operator Ôs de�ned
on some spaceV. For some eigenvector |ψ j〉s ∈ V and eigenvalues ψ j ∈ C:

ÔS |ψ j〉s � ψ j |ψ j〉s , (2.1)

then (omitting the subscript S)〈
ψ j

���Ô
���ψk

〉
�

〈
ψk

���Ô
†���ψ j

〉
�⇒ ψ j � ψ

∗
j . (2.2)

The orthogonality of the eigenvectors follows by applying this result to the inner product
〈ψ j |Ô |ψk〉: (

ψ j − ψk

) 〈
ψ j

���Ô
���ψk

〉
� 0. (2.3)

For ψ j , ψk , j , k, the eigenvectors have a zero inner product if and only if they are orthogonal.
Since the eigenvectors are also normalised, we say it is orthonormal. This property implies that
any state can be written in terms of this basis. Hence we are able to write any state of a quantum
system as a superposition of these eigenstates:

|Ψ〉 �
∑

j

α(ψ j)
���ψ j

〉
, such that

∑
j

���α(ψ j)
���
2
� 1, (2.4)

where the amplitudes α(ψ j) are governed by postulate 3. �

Postulate 3: A measurement of the observable Ô made on some general state |Ψ〉 generates the eigen-
values ψ j as outcomes with probability p(ψ j).

The probability of obtaining any outcome from a measurement is distributed according to
Born’s rule:

p(ψ j) �
���α(ψ j)

���
2
�

���
〈
ψ j

���Ψ
〉���
2
. (2.5)

This is simply Fourier theory. For an m-fold degeneracy in the eigenvalues, the probability is
the sum over m-fold degenerate subspace. For continuous systems, we can write the spectral
decomposition of Ô as

Ô �

∫
dx f (x) |x〉 〈x | . (2.6)

We can then introduce the average value of Ô with respect to the state |Ψ〉:〈
Ô

〉
� 〈Ψ| Ô |Ψ〉 �

∫
dx f (x) |Ψ(x) |2 , (2.7)

where we have de�ned the wave functionΨ(x) � 〈x |Ψ〉. Its absolute value is interpreted as
the probability density. �
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Postulate 4: Dynamics of (closed) quantum systems is governed by unitary transformations Û, sat-
isfying ÛÛ† � Û†Û � 1. For the state of a quantum system described by ��ψ(t0)

〉
at time t0, the

state at time t > t0 reads

|Ψ(t)〉 � Û (t , t0) |Ψ(t0)〉 . (2.8)

The conservation of probability ensures the norm of the state |Ψ(t)〉 is preserved as it
evolves. The wavefunctionΨ(x) introduced in the previous postulate helps address the time
evolution of a general wave packet |Ψ〉 under the action of some Hermitian operator. We
propagate the wavefunction in time through the time-evolution operator Û, which is generated
by some Hamiltonian operator Ĥ [Kok, 2018]:

Û � exp
[
− i
~
Ĥ dt

]
. (2.9)

Using this and Eq. (2.8), we have:

|Ψ(t + dt)〉 � exp
[
−iĤ dt/~

]
|Ψ(t)〉 �

(
1 − iĤ dt/~ + . . .

)
|Ψ(t)〉 , (2.10)

� |Ψ(t)〉 + dt
∂
∂t
|Ψ(t)〉 + . . . , (2.11)

where the second line is a Taylor expansion of |Ψ(t + dt)〉 to �rst order in dt. By comparing
both lines, we have the Schrödinger’s equation:

i~
∂
∂t
|Ψ(t)〉 � Ĥ |Ψ(t)〉 . (2.12)

The Schrödinger’s equation governs dynamics of the state with time. From the exponen-
tial term in Eq. (2.10), we see that the Hermitian operator Ĥ has the same dimensions as
energy. We refer to it as theHamiltonian operator, which describes the total energy of the system:
Ĥ |Ψ(t)〉 � E |Ψ(t)〉. �

Postulate 5: For a measurement of Ô that yields ψ j as the outcome, the state immediately after the
measurement collapses to the normalised eigenstate |ψ j〉.

Post measurement, the state of a system is projected to the eigenstate corresponding to the
measured outcome. This process is modelled by the projector P̂ j � |ψ j〉 〈ψ j | that exists on the
subspace spanned by the eigenvector(s) associated with measurement outcome ψ j . It is easy to
verify some de�ning properties of the projector: 〈P̂ j〉 � p(ψ j),

∑
j P̂ j � 1, and P̂2

j � P̂ j � P̂†j . The
measurement can then be described by

|Ψ〉 → P̂ j |Ψ〉



P̂ j |Ψ〉




2 . (2.13)

Note that the �rst measurement statistically distributes the collapse of the state according to
Born’s rule. However, a second immediate measurement on the collapsed state will result in
the same outcome. �
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2.1.2 Mixed states and the density matrix

Pure states describe isolated systems. However, when a system interacts with its environment,
it becomes entangled and can no longer be described by state vectors |Ψ〉. Density operators
generalise the description of pure states to statistical mixtures of states, and is written as the
convex sum of pure state density matrices:

ρ �

∑
j

p jρ
pure
j �

∑
j

p j
���p j

〉 〈
p j

���, (2.14)

where we have de�ned the density matrix for a pure state as the projector ρpurej � |p j〉 〈p j |. The
density operator must satisfy the following criteria for physical systems:

1. ρ† � ρ, (Hermiticity)

2. Tr
[
ρ
]
� 1, (Normalisation)

3. ρ ≥ 0, (Positivity)

where Tr[A] is the trace of anymatrix A. Note that the purity γ � Tr[ρ2] �
∑

j p2
j ≤ 1 can be used

as a signature of mixed states, with equality holding only for pure states. The uncertainty in the
state is evident from the statistical uncertainty in the expectation value of some observable Ô:

〈Ô〉 �
∑
j�1

p jTr
[
Ô ���ψ j

〉 〈
ψ j

���
]
� Tr



∑
j�1

p j
���ψ j

〉 〈
ψ j

��� Ô

� Tr

[
ρÔ

]
. (2.15)

The Bloch sphere illustrated in �gure 2.1 provides a visualisation of density matrices. To un-
derstand how, we introduce the quantum counterpart of the binary classical bit—the quan-
tum bit or qubit. We write any general qubit state in terms of the basis vectors |0〉 � (1, 0)>,
|1〉 � (0, 1)> ∈ Ĉ2 1 as

|Ψ〉 � cos
[
ϑ
2

]
|0〉 + exp

[
jϕ

]
sin

[
ϑ
2

]
|1〉 . (2.16)

From this, it is clear to identify the north (south) pole as the vector |0〉 (|1〉). The Bloch represen-
tation for the density matrix of qubits is a 2 × 2 matrix. A suitable basis for this is the identity
and the orthogonal, Hermitian, unitary, and traceless Pauli matrices:

σx (σ1) �
(
0 1
1 0

)
, σy (σ2) �

(
0 −i
i 0

)
, σz (σ3) �

(
1 0
0 −1

)
. (2.17)

De�ning σ � (σx , σy , σz)> and r � (rx , ry , rz) is the Bloch vector, then the density matrix is
written

ρ �
1
2 (1 + rσ) �

1
2

(
1 + rz rx − iry

rx + iry 1 − rz

)
, (2.18)

with eigenvalues (1 ± |r |)/2. From the positivity of the density matrices, we are required to
have |r |2 ≤ 1. Since pure states have unit purity, Tr[ρ2] � (1 + |r |2)/2 � 1, then we see that the
surface of the Bloch-sphere represents pure states, and mixed states the interior.

1Equivalently, the Bloch vector inC2 forms a complex projective lineCP1.
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ϕ

ϑ

x̂

ŷ

ẑ � |0〉

|ψ〉

Figure 2.1: Bloch sphere representation of density matrices in a unit 2-sphere. The poles represents
classical bits and qubits the whole sphere. Pure states occupy the surface of the sphere, with the interior
occupied by mixed states. The maximally mixed state is the origin of the sphere.

A measurement of the Pauli σz matrix collapses the qubit to either of the poles, with a
probability that is a function of ϑ (see postulate 5). The Bloch sphere makes this intuitive: the
closer the vector is to a certain pole, the more likely it becomes that the state collapses to it. A
phase change of the state (achieved by changing ϕ through a rotation about the z-axis) does
not a�ect this collapse. More generally, any measurement of the qubit collapses its state to
antipodal positions along the measurement axes. We will revisit the Bloch sphere to provide a
geometric picture of quantum operations in chapter 3.

2.1.3 Heisenberg and interaction pictures

How does a state evolve with time? There are three possible answers to this question [Dirac,
2003]. We saw in subsection 2.1.1 that the operators remain constant while the wavefunction
dynamically evolves according to Schrödinger’s equation. This is known as the Schrödinger
picture. Alternatively, the time evolution can be tracked in theHeisenberg picture, where operators
change in timewhile the states remain constant.We can relate both by comparing the expectation
values of operators, which should be invariant of the description used. Hence, we write〈

Ô
〉
� Tr

[
|ΨS(t)〉 〈ΨS(t) | ÔS

]
� Tr

[
Û (t) |ΨS(0)〉 〈ΨS(0) | Û†(t)ÔS

]

� Tr
[
|ΨH〉 〈ΨH | ÔH(t)

]
,

(2.19)

where the subscript ‘S’ and ‘H’ de�ned the operators and states in the Schrödinger picture and
Heisenberg picture respectively, and we de�ned time-independent states and time-varying
operators:

|ΨH〉 � |ΨS(0)〉 , (2.20)
ÔH(t) � Û†(t)ÔSÛ (t) (2.21)

Equivalent to the Schrödinger equation for time evolution for states, we want to �nd the
corresponding Heisenberg equation for time evolution for operators. From the derivative of the
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expectation value of Ô:

d
dt

〈
ΨS(t) ���Ô

���ΨS(t)
〉
�

d
dt

〈
ΨS(0) ���Û

†(t)ÔSÛ (t)���ΨS(t)
〉

� 〈ΨS(0) |
[ ˙̂U†(t)ÔSÛ (t) + Û†(t) ˙̂OSÛ (t) + Û†(t)ÔS

˙̂U (t)
]
|ΨS(t)〉

� 〈ΨH |
[

i
~
Ĥ ÔH(t) − i

~
ÔH(t)Ĥ + ∂ÔH(t)

∂t

]
|ΨS(t)〉 (2.22)

� 〈ΨH |dÔH(t)
dt

|ΨH〉 , (2.23)

where we obtained Eq. (2.22) by using the de�nition of the unitary in Eq. (2.10) and where we
de�ned

dÔH(t)
dt

�
i
~

[
Ĥ , ÔH(t)

]
+ ∂ÔH(t)

∂t
, (2.24)

which is the Heisenberg equation. The partial derivative is a function of the explicit time
dependence of the operator.

For completeness, we detail a third representation—the interaction (or Dirac) picture—
for the time dependence of states and operators. This representation can be considered as
an intermediary between the Schrödinger and Heisenberg pictures since both the states and
operators carry time dependence. This is particularly suited to quantum �eld theory where
operators can act on the state at di�erent times, which was pioneered by F. Dyson in the the
1950’s [Peskin and Schroeder, 1995]. In this picture, state are similarly de�ned as transformations
of Schrödinger’s states. Consider some Hamiltonian in the Schrödinger picture that can be
separated into a free and an interaction term [Gri�ths, 2016]

Ĥ � Ĥ0 + ĤI , (2.25)

where Ĥ0 and ĤI are referred to as the free and interaction Hamiltonians respectively, with
[Ĥ0 , ĤI] , 0 in general. This split is arbitrary and can be exploited for convenience, though typ-
ically ĤI is chosen to be weak in strength compared with Ĥ0 (in �eld theory, Ĥ0 is chosen to be
quadratic in the �elds, with terms of higher order associated with the interaction Hamiltonian).
We start by introducing a time dependence for the states and the operators such that〈

Ô(t)
〉
� Tr

[
Ô(t)ρ(t)

]
(2.26)

which motivates the interaction-picture form of the states and operators

ÔI (t) � exp
[ i
~
Ĥ0t

]
Ô(t) exp

[
− i
~
Ĥ0t

]
, (2.27)

ρI (t) � exp
[ i
~
Ĥ0t

]
ρ(t) exp

[
− i
~
Ĥ0t

]

� exp
[ i
~
Ĥ0t

]
exp

[
− i
~
Ĥ t

]
ρ(0) exp

[ i
~
Ĥ t

]
exp

[
− i
~
Ĥ0t

]
, (2.28)
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Representation State Operators

Schrödinger ρS(t) � exp[−iĤ ]ρS(0) exp[iĤ ] -

Heisenberg - ÔH(t) � exp[iĤ ]ÔS exp[−iĤ ]

Dirac ρI(t) � exp[iĤ0]ρS(t) exp[−iĤ0] ÔI(t) � exp[iĤ0]ÔS(t) exp[−iĤ0]

Table 2.1: Comparison between the Schrödinger, Heisenberg, and Dirac pictures for time evolutions of
quantum systems (~ � 1).

which ensures the expectation values remain invariant of the representation chosen. By taking
its derivative, we can �nd the appropriate evolution for the state:

dρI (t)
dt

�
i
~

[
Ĥ0 , ρI (t)

]
+ exp

[ i
~
Ĥ0t

] (
dρ(t)
dt

)
exp

[
− i
~
Ĥ0t

]
, (2.29)

(2.25)
�

i
~

[
Ĥ0 , ρI (t)

]
− i
~
exp

[ i
~
Ĥ0t

] [
Ĥ0 + ĤI , ρ(t)

]
exp

[
− i
~
Ĥ0t

]
, (2.30)

(2.28)
� − i

~

[
ĤI , ρI (t)

]
. (2.31)

This is the interaction-picture Liouville-von Neumann equation, which is analogous to the von
Neumann, but with the interaction Hamiltonian instead of the full Hamiltonian. Similarly, from
the de�nition of the interaction-picture operators, we have the di�erential equation

dÔI (t)
dt

�
i
~

[
Ĥ0 , ÔI (t)

]
+ ∂ÔI (t)

∂t
, (2.32)

which is a Heisenberg-like equation for the observable but with the total Hamiltonian replaced
by the free Hamiltonian. Table 2.1 summarises the main features of all three representations.

2.2 The quantised electromagnetic �eld

We now move on to the quantisation of the electromagnetic �eld. We follow the approach
by Gerry and Knight, [2004, p. 10–29]; Walls and Milburn, [2008, p. 7–10]. The electromagnetic
�eld (em) is described in terms of the two perpendicular vector �elds: the electric �eld E(r , t)
and the magnetic �eld B(r , t). Both of these �elds can themselves be written in terms of a
time dependent vector potential A(r , t) and a time dependent scalar potential φ(r , t). Only the
�elds (E and B) are physical, not the potential �elds. As we will show, the potentials (A and φ)
are functions whose derivatives give the �elds. Their introduction often makes electromagnetic
calculations easier than working with the �elds. To show how the �elds can be written in terms
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of the potentials, we start from Maxwell’s equations in vacuum (source free) [Jackson, 1998]:

∇ · B � 0, (2.33)
∇ × E � −∂t B, (2.34)
∇ · E � 0, (2.35)
∇ × B � µ0ε0∂tE. (2.36)

We want to express the Maxwell equations in terms of the vector potential A and �nd its wave
equation. Using vector calculus identities, we write

B � ∇ × A, (2.37)

with the Coulomb gauge,

∇ · A � 0, (2.38)

to determine the vector potential uniquely. We similarly express the electric �eld in terms of A,
through Faraday’s law of induction, to �nd E � ∇φ − ∂tA. Taking the divergence, and using
Gauss’ law, and the Coulomb gauge, we �nd:

∇2φ � ∆φ � 0, (2.39)

where ∇2 f � ∆ f �

(
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

)
f is the Laplace operator on some function f . For some

well-de�ned, and twice continuously di�erentiable scalar �eld φ de�ned on some region
V ⊂ Rd , Green’s identity maps a volume integral to a surface integral according to [Strauss,
2008]: $

V

dV
(
φ∆φ − (∇φ)2

)
�

	
S(V)

dS φ
(∇φ · n)

�

	
S(V)

φ∇φ · dS, (2.40)

where S(V) denotes the boundary surface of some volume V , dS is a surface vector element,
and n de�nes a unit vector pointing outwards of the volume that is normal to the surface
element dS. Due to Eq. (2.35), the scalar potential is required to be scalar, and so we choose
φ(r , t) � 0. Imposing this criteria on Green’s identity and using Eq. (2.39), we obtain$

V

dV (∇φ)2 � 0. (2.41)

Since the integrand is always positive, this implies that the derivatives of the scalar potential
are zero: ∇φ � 0 (constant scalar �eld everywhere). From Eq. (2.34), we then have the following
for the electric �eld:

E � −∂tA. (2.42)

The wave equation that determines the vector potential is recovered by combining Eq. (2.42)
with Eq. (2.36) to obtain:

∆A − 1
c2
∂2t A � 0, (2.43)
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V

(a) Periodic quadratic potential.

V

(b) Periodic square potential.

Figure 2.2: Any material with many positive ions and electrons (depicted here in black) is a quantum-
mechanical many-body system. Fortunately, many features of the system may be understood through
the simpli�ed model depicted in �gure 2.2a: ions are assumed to be stationary and spaced with distance
Lx along the array. They provide a periodic potential satisfying V (x + Lx) � V (x) through which
the electrons (where x runs along the ion ring). Figure 2.2b shows an idealised square Kronig Penny
potential [de L. Kronig and Penney, 1931], which simpli�es the treatment.

where c � (µ0ε0)−1/2. A similar approach can be taken to obtain the wave equation for φ under
the Coulomb gauge. To solve the wave equation for A, wemust specify the boundary conditions
of the cavity. For a cavity with well-de�ned edges, the electric �eld amplitude must be zero
at the boundaries and will take the form of a standing wave. This constrains the existence of
the �eld to speci�c vibrational modes within a volume—referred to as the modes of the volume.
For periodic boundary conditions, such as that illustrated in �gure 2.2, the �eld is a travelling
wave. Hence, similar to �nite volume problems [Eymard et al., 2000], the mode expansion of A
can be decomposed in terms of the discrete Fourier components:

A(r , t) � A(+) (r , t) + A(−) (r , t), (2.44)

where

A(+) (r , t) �
∞∑

k�0
Ek ak uk (r) exp [−iωk t] , (2.45)

A(−) (r , t) � [A(+) (r , t)]∗, ωk � c |k | > 0, where the sum is over the wavevector k, with compo-
nents de�ned through

ks �
2πns

Ls
, (2.46)

where ns label the modes in the perpendicular directions s ∈ {x , y , z} with periodic length
Ls , and uk (r) are mode functions for the cavity weighted by complex amplitudes ak . The real
vector Ek re�ects the vectorial nature of the �eld and are chosen to ensure the amplitudes ak
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are dimensionless. The physical �elds E and B can now be written as [Gri�ths, 1998]

E(r , t) � i
∞∑

k�0
Ek

(
ak uk (r) exp [−iωk t] − a∗k u∗k (r) exp [iωk t]

)
, (2.47)

B(r , t) � i
∞∑

k�0

1
ωk

E′k
(
ak uk (r) exp [−iωk t] − a∗k u∗k (r) exp [iωk t]

)
, (2.48)

where E′k � k × Ek . Combining Eq. (2.44) with Eq. (2.43), we see that the wave equation for A
transforms into an eigenvalue equation for the mode function uk (r)

∆uk (r) − ω
2
k

c2
uk (r) � 0. (2.49)

For a cavity of volume V � LxLyLz , the boundary conditions for the vector potential require

A(x + nxLx , y + nyLy , z + nzLz) � A(x , y , z). (2.50)

The mode functions are then written [Walls and Milburn, 2008]:

uk (r) �
1√
V

exp [i(k · r)] , (2.51)

which are plane waves. Since the Laplace operator is Hermitian, these cavity modes form the
complete orthonormal set: $

V

dV u∗k (r)uk′ (r) � δk ,k′ , (2.52)

where dV � d3r . Despite this property, these modes extend over all space for an in�nite cavity
(Lx , Ly , Lz →∞), which does not provide a suitable description for physical state. A localised
wave packet in space provides a better description and is constructed from a superposition of
di�erent cavity modes.

The resulting em �elds are classical vector �elds that by construction obey Maxwell’s
equations and the wave equation in vacuum, and are illustrated in �gure 2.3. The total energy
of the em �eld is given by the Hamiltonian [Kok and Lovett, 2010]

H �

$
V

d3r
(
ε0
2 E2 + 1

2µ0
B2

)
. (2.53)

We are now ready to quantise these classical vector �elds using the canonical quantisation
procedure. First, introduce the canonical position and momentum variables

qk (t) �

√
~

2ωk

(
ak exp [−iωk t] + a∗k exp [iωk t]

)
, (2.54)

pk (t) � −i

√
~ωk

2
(
ak exp [−iωk t] − a∗k exp [iωk t]

)
. (2.55)
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Figure 2.3: Electric and magnetic �eld propagation.

In classical optics, these describe the �eld quadratures, or coordinates of a system with energy
H (q j , p j ; t). In the classical Hamiltonian formulation, system dynamics are fully described
through

dq j

dt
�
∂H
∂p j

,
dp j

dt
� −∂H

∂q j
. (2.56)

To generalise this to the quantum mechanical position and momentum operators, the complex
mode operators ak in Eq. (2.55) are ‘promoted’ to operators âk . Then, we impose the canonical
commutation relations, [

q̂k , p̂k′
]
� i~δk ,k′ , (2.57)

and [
q̂k , q̂k′

]
�

[
p̂k , p̂k′

]
� 0, (2.58)

where [Â, B̂] � ÂB̂ − B̂Â is the commutator of Â and B̂. This implies that the mode operators,
âk , of the em �eld obey the bosonic commutation relations [Loudon, 2000]

[
âk , â†k′

]
� δk ,k′ , (2.59)

and

[âk , âk′] �
[
â†k , â

†
k′

]
� 0, (2.60)

where â†k is the Hermitian conjugate of âk . The zero commutators are associated with operators
corresponding to di�erent modes of the em �eld since these are decoupled. The quantised
electric �eld then reads

Ê(r , t) � Ê(+) (r , t) + Ê(−) (r , t), (2.61)
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where we have de�ned

Ê(+) (r , t) � i
∞∑

k�0
Ek âk uk (r) exp [−iωk t] , (2.62)

with Ê(−) de�ned as theHermitian conjugate of Ê(+) . This shows a decomposition of the �eld into
non-Hermitian positive and negative frequency terms. Physically, the term Ê(+) is responsible
for the absorption of photons and Ê(−) their emission. The magnetic �eld can be similarly
decomposed. The total energy of this �eld, or the Hamiltonian operator becomes [Grynberg
et al., 2010]

Ĥ �

$
V

d3r
(
ε0
2 Ê2 + 1

2µ0
B̂2

)
�

∑
k

*
,

p̂2
k

2 +
ω2

k q̂2k
2

+
-
�

∑
k

~ωk

(
â†k âk + 1

2

)
, (2.63)

with

q̂k �
1√
2

(
âk + â†k

)
, (2.64)

p̂k � − i√
2

(
âk − â†k

)
. (2.65)

The �nal equality in Eq. (2.63) resembles a sum over harmonic oscillators for the conjugate pair
qk and pk . The em �eld is then formally analogous to an in�nite collection of harmonic oscillators
(in the absence of sources), with the total energy of the �eld interpreted as the sum of energies
of decoupled harmonic oscillators with positions qk , momenta pk , and frequencies ωk . We
also observe that canonical quantisation discretises the energy of the �eld. The �nite energy
changes are referred to as the quanta of the �eld. For the em �eld, this quanta corresponds to a
photon. To elucidate energy quantisation and understand the role of the mode operators âk ,
and â†k , we introduce the Fock (or number) basis, and some other commonly used bases to
describe the em �eld in the following section.

2.3 Quantised radiation states

The quantum properties of physical systems are described by two things [Peskin and Schroeder,
1995]: (I) Hermitian operators associated with an observable satisfying well de�ned commuta-
tion relations with its canonical conjugate operators, and (II) state vectors that belong to some
Hilbert space Ĥ , which describes speci�c states of the system. In the previous section, we
recalled how to �nd the quantum Hamiltonian of the quantised radiation �eld. We now want
to introduce quantum states of this �eld. This will provide some commonly used bases that
describe the em �eld. Any complete basis can be used to expand the state of a system. We will
see that the certain bases are better suited to certain problems.

2.3.1 Fock states

Since the radiation in the Hamiltonian formalism is analogous to an ensemble of independent
material harmonic oscillators, eigenstates of Ĥ are the usual states of the harmonic oscillator,
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2.3. QUANTISED RADIATION STATES

labelled the Fock states such that Ĥ |n〉 � E |n〉. To understand the role of the mode operators,
consider

Ĥ â†k′ |n〉 �
∑

k

~ωk

(
â†k âk + 1

2

)
â†k′ |n〉 ,

�

∑
k

~ωk


â†k

(
δk ,k′ + â†k′ âk

)
+

â†k′
2


|n〉 ,

� â†k′

~ωk′ +

∑
k

~ωk

(
â†k âk + 1

2

)
|n〉 ,

� (~ωk′ + En) â†k′ |n〉 ,

(2.66)

where |n〉 � ��nk1
〉 ⊗ ��nk1

〉 ⊗ . . . � ��nk1 , nk2 , . . .
〉
spans the Hilbert space associated with all the

modes. We see that â†k′ |n〉 is also an eigenstate of the Hamiltonian with energy En + ~ωk′.
Since the mode energy increases by a single quantum of amount ∆E � ~ωk′ , the operator â†k′ is
called the creation operator of mode k′. Similarly, âk′ |n〉 is called the annihilation operator since it
decreases the mode energy by ∆E. We have now established the operators associated with the
emission and absorption of single photons. This is central to the quantum theory of light

Observables associatedwith the quantised radiation state are represented through operators
composed fromHermitian combinations of the creation and annihilation operators. We already
wrote the quadrature operators as such a combination. Another important combination is their
product:

n̂k � â†k âk , (2.67)

which is the number operator, so called since it has the number states as its eigenstates,

n̂k |nk〉 � nk |nk〉 . (2.68)

where nk is the number of photons inmode k. Combining Eq. (2.67) with theHamiltonian (2.63),
we observe that the energy of single mode is proportional to the number of photons in that
mode. The eigenstates |nk〉 form a complete orthonormal set

〈nk |mk〉 � δnk ,mk , (2.69)

with the resolution of the identity (consult appendix A):∑
k

|nk〉 〈nk | � 1. (2.70)

We can now determine the action of the creation and annihilation operators on the Fock states.
Since the creation operator creates a photon, its action on some number state can be written
as [Barnett and Radmore, 2005]

â†k |nk〉 � pnk |nk + 1〉 , (2.71)

where pnk is potentially complex since â† is non-Hermitian. To determine the constant of
proportionality, consider the amplitude of Eq. (2.71):(

â†k |nk〉
)†

â†k |nk〉 � 〈nk | âk â†k |nk〉 � 〈nk |
(
â†k âk + 1

)
|nk〉 � (nk + 1) � |pnk |2. (2.72)
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Conventionally, the phase is chosen such that pnk �
√

nk + 1 . Then, we can easily show that

â†k |nk〉 �
√

nk + 1 |nk + 1〉 ,
âk |nk〉 � √nk |nk − 1〉 . (2.73)

Note that it is not possible to have negative photon numbers. This is implicit in the above
de�nitions and can also be seen from 〈nk | â†k âk |nk〉 � nk , which requires the expectation value
of the number operator to be positive. Any number state can be generated by repeated use of
the creation operator, giving

|nk〉 �
(
â†k

)nk

√
nk !

|0〉 , (2.74)

with |0〉 the vacuum state.
Any pure state can be written as the complex superposition of Fock states:

��ψ
〉
�

∞∑
n�0

cn |n〉 , with
∞∑

n�0
|cn |2 � 1. (2.75)

Then, an n-photon Fock state is the state ��ψ
〉
with c j � 0 for all j , n.

2.3.2 Coherent states

Coherent states, written |α〉, describe the output of a laser operating above threshold [Barnett
and Radmore, 2005]. In the following, to ease the notation, we consider only a single mode.
This allows us to consider a �xed wavevector and omit the sum. Since coherent states are
semi-classical states, we expand it as a superposition of the number states for any given mode:

|α〉 � exp
[
−12 |α |

2
] ∞∑

n�0

αn
√

n!
|n〉 , (2.76)

where α can be any complex number. Coherent states are generated by operating with the
displacement operator on the vacuum state alone: |α〉 � D̂(α) |0〉 with

D̂(η) � exp
[
ηâ† − η∗ â

]
, (2.77)

with η some arbitrary complex number. The operational meaning of the displacement operator
will become clear when we introduce the phase space formalism of quantum optics.

From the expansion in Eq. (2.76), a number of properties can be attributed to coherent
states. First, we see that coherent states are right eigenstates of the annihilation operator with
eigenvalue α:

â |α〉 � exp
[
−|α |2/2

] ∞∑
n�0

αn
√

n!
â |n〉 ,

� exp
[
−|α |2/2

] ∞∑
n�0

αn
√

n!

√
n |n − 1〉 ,

� exp
[
−|α |2/2

] ∞∑
n�0

αn
√

(n − 1)!
|n − 1〉 ,

� α |α〉 .

(2.78)
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Since â† does not commute with â, the coherent states are not right eigenstates of the creation
operator. Instead, from a similar reasoning to the above, the coherent states are left eigenstates of
the creation operator with eigenvalue α∗. Second, coherent states do not have de�ned photon
numbers. Photon number measurements will be distributed with Poissonian statistics with
average |α |2. A third feature of the coherent states is that unlike the number states, they are not
mutually orthogonal:

〈
α |β〉 � exp

[
−12

(
|α |2 + |β |2 − 2α∗β

)]
, (2.79)

such that

��
〈
α |β〉��2 � exp

[
− ��α − β��2

]
. (2.80)

Despite this, they form an over-complete set. We might expect that the generalisation of the
completeness relation to the continuous variable to be

∫
d2α |α〉 〈α | � 1 where the integration

is over the complex plane. However, because of the non-orthogonality of the states |α〉 this
requires modi�cation [Barnett and Radmore, 2005]. Writing α � r exp[iφ] and using the
expansion of coherent state in the Fock basis, we �nd

"
d2α |α〉 〈α | �

∞∑
n ,m�0

∫ ∞

0
dr r exp

[
r2

]
rn+m

∫ 2π

0
dφ

exp[iφ(n − m)]√
n!m!

|n〉 〈m | ,

�

∞∑
n ,m�0

∫ ∞

0
dr r exp

[
r2

]
rn+m δn ,m√

n!m!
|n〉 〈m | ,

�

∞∑
n�0

∫ ∞

0
dr r exp

[
r2

] r2n

n! |n〉 〈n | ,

� π
∞∑

n�0
|n〉 〈n | ,

� π1,

(2.81)

where we used the standard integral
∫ ∞
0 dr exp[−ar2]rn � p!/(2ap+1), n � 2p + 1, p ∈ Z, a > 0.

This modi�cation follows since there are more than su�cient coherent states to expand any
state.

2.4 Representations of the electromagnetic �eld

From the description of the electromagnetic �eld and its states in the preceding sections, we now
describe the quantum statistics of the �eld. This is essential to describe how values of a given
physical property of the �eld are distributed. We start by introducing di�erent Hilbert-space
bases that can be used to write the quantum mechanical state of light. Then, we introduce
the characteristic function and quasi-probability distributions that allow for a more complete
statistical description of the �eld.
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2.4.1 Expansion in number states

We described how the number states form a complete set in section 2.3.1. Hence any density
operator may be expanded in the Fock basis as

ρ �

∞∑
j,k�0

c j,k �� j
〉 〈k | (2.82)

This expansion generally contains nonzero o�-diagonal terms. The number state representation
is particularly suited to problems where knowledge of the photon number distribution is
required. A notable example which uses the number representation is the thermal state, with
density operator [Fano, 1957]

ρ �

exp
[
−βĤ

]

Tr
[
exp

[
−βĤ

] ] , (2.83)

where β � 1/kBT, kB is Boltzmann’s constant, and T the temperature. Using the form of the
Hamiltonian in Eq. (2.63), we �nd

ρ �

exp
[
−∑

k β~ωk
(
n̂k + 1

2

)]

Tr
[
exp

[
−∑

k′ β~ωk′
(
n̂k′ + 1

2

)] ] �
exp

[−∑
k β~ωk n̂k

]
Tr

[
exp

[−∑
k′ β~ωk′ n̂k′

] ] . (2.84)

From the properties of the number operator, 〈 j | f (n̂) |k〉 � f (k)δk , j . Hence, any operator function
of the number operator has a diagonal form in the number basis. This motivates the expansion
of the thermal state in the number basis. We start by evaluating the denominator—known as
the partition function,Z—which is the normalisation of the state [Gerry and Knight, 2004]:

Z � Tr

exp


−

∑
k′
β~ωk′ n̂k′




�

∏
k

∑
nk

〈nk | exp

−

∑
k′
β~ωk′ n̂k′


|nk〉 ,

�

∏
k

∑
nk

〈nk |
∏

k′
exp

[−β~ωk′ n̂k′
] |nk〉 ,

�

∏
k

∑
nk

exp
[−β~ωk nk

]
,

�

∏
k

1
1 − exp

[−β~ωk
] ,

(2.85)

where we used 〈m |g(n̂) |n〉 � g(n)δnm for the second equality. To �nd the average photon
number, we de�ne αk � β~ωk and determine the expectation of the number operator:

〈n̂k〉 � 1
Z

∑
k

nk exp [−αk nk] � − 1
Z ∂αk

*
,

∑
k

exp [−αk nk]+
-
,

� − 1
Z ∂αk

(
1

1 − exp [−αk]

)
,

�
1

exp
[
β~ωk

] − 1
.

(2.86)
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Now, we write the thermal state in the number basis and use Eq. (2.85) and Eq. (2.86) to
obtain [Leonhardt, 2010]:

ρ �

⊗
k exp

[−β~ωk n̂k
]∏

k′ (1 − exp
[−β~ωk′

]
)−1

,

�

⊗
k

∑
nk

(
1 − exp

[−β~ωk
] )

exp
[−β~ωk n̂k

] |nk〉 〈nk | ,

�

⊗
k

∑
nk

〈n̂k〉nk

(1 + 〈n̂k〉)1+nk
|nk〉 〈nk | .

(2.87)

Since each mode is described in its independent Hilbert space, the total multi-mode �eld is
simply constructed from the product of the distribution functions for each mode. The state in
Eq. (2.87) is the black-body radiation state. To maintain ease in notation, we consider single mode
states without loss of generality hereafter (strictly this is true for only temporal states).

2.4.2 Expansion in coherent states—P representation

The over-completeness property of coherent states implies that any traceable, Hermitian opera-
tor Ô can be written diagonal in the coherent state basis [Jordan, 1964]. That is, if the diagonal
coherent state matrix elements 〈α |Ô |α〉 are known, all the matrix elements in the number basis
can be deduced. To see this, consider the following weighted coherent state expectation value
of Ô:

exp
[
|α |2

] 〈
α ���Ô

��� α
〉
�

∑
j,k

〈
j ���Ô

��� k
〉 (α∗) jαk√

j!k!
, (2.88)

where we used the de�nition of the coherent states introduced in Eq. (2.76). Hence〈
j ���Ô

��� k
〉
�

1√
j!k!

∂
j
α∗∂

k
α

[
exp

[
|α |2

] 〈
α ���Ô

��� α
〉] ���α�0. (2.89)

Thus, for well de�ned diagonal elements 〈α |Ô |α〉 for all α, all of the matrix elements 〈 j |Ô |k〉 in
the number basis can be determined. The density operator can always be chosen to be diagonal
in the coherent-state basis [Gerry and Knight, 2004]:

ρ �

"
d2α P(α) |α〉 〈α | , (2.90)

where P(α) is a representation of the phase space distribution. This is known as the diagonal
coherent state representation or the P-representation. The non-orthogonality of the coherent
states enables the state to be written in this diagonal expansion, which is generally not true
for the number states, whose orthogonality requires o�-diagonal elements for a complete
description of the state. Note that the distribution P(α) is analogous to a classical probability
distribution since it is normalised"

d2α P(α) �
"

d2α 〈α |α〉 P(α) � Tr
["

d2α P(α) |α〉 〈α |
]
� Tr[ρ] � 1. (2.91)
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However, from the diagonal elements in the coherent basis

〈δ | ρ |δ〉 �
"

d2α P(α) exp
[
− |α − δ |2

]
, (2.92)

where we used the overlap between two coherent states as de�ned in Eq. (2.80), the distribution
is not required to be positive. This relaxes the positivity criterion of probability distributions.
We naturally describe the P-distribution as a quasi-probability distribution. For P-distributions
of di�erent states, the reader is referred to common quantum optics texts, such as Loudon
[2000]; Walls and Milburn [2008].

This representation is useful since it expands the density matrix in terms of the classical
coherent states. It also provides an equivalence of expectation values of normally ordered
operators (see appendix B for details of operator ordering) to their classical counterparts. This
is the optical equivalence theorem, which can be demonstrated by considering the expectation
value of some function g �

∑
n ,m cn ,m (â†)n âm :

〈g(â† , â)〉 � Tr

ρ
∑
n ,m

cn ,m (â†)n âm


�

"
d2α P(α)

∑
n ,m

cn ,m 〈α | (â†)n âm |α〉

�

"
d2α P(α)

∑
n ,m

cn ,m (α∗)nαm

�

"
d2α P(α)g(α∗ , α).

(2.93)

Hence the expectation value of any operator function in Hilbert space is equivalent to the
expectation value of the corresponding function of complex numbers with respect to the
P-distribution. We generalise this in the following subsection.

2.4.3 Characteristic functions

The P-distribution introduced in the former subsection is formally de�ned as the Fourier trans-
form of normally-ordered characteristic functions χP (η). In this subsection, we introduce this
function and its properties. Alternative distributions naturally arise through di�erent choices of
characteristic functions. TheWigner representation (W) and theHusimi representation (Q) are two
popular representations that are de�ned in terms of a characteristic function that gives opera-
tors averages in symmetric (or Weyl) order, and in antinormal order respectively [Carmichael,
2002]. We focus on only these operator orderings, but for completeness we draw attention to
the work of Agarwal and Wolf [1970], who introduced phase space calculus methods to de�ne
di�erent representations.

Together with the P-distribution, all of the distributions can be written in terms of the
s-ordered characteristic function de�ned through [Barnett and Radmore, 2005]

χ(η, s) � Tr
[
ρD̂(η)

]
exp



s ��η��2

2


(2.94)

for some density operator ρ, η ∈ C, D̂(η) the displacement operator as de�ned in Eq. (2.77), and
s corresponds to speci�c ordering of the creation and annihilation operators in the characteristic
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function. Speci�cally, for s � 1, 0,−1, we have the normal, symmetric, and anti-normal ordered
characteristic functions respectively:

χ(η, 1) � χP (η) � Tr
[
ρ exp

[
ηâ†

]
exp

[−η∗ â] ]
(2.95)

χ(η, 0) � χW (η) � Tr
[
ρ exp

[
ηâ† − η∗ â

] ]
(2.96)

χ(η,−1) � χQ (η) � Tr
[
ρ exp

[−η∗ â] exp [
ηâ†

] ]
, (2.97)

where we used the operator identities in appendix C. The subscript P,W,Q associates each
distribution to speci�c operator orderings. Note that the characteristic function is generally
complex and at η � 0, we have χ(0, s) � Tr[ρ] � 1 independent of the operator ordering. The
characteristic function contains all the information necessary to describe the density matrix of
the state and the s-ordered operator expectation values [Barnett and Radmore, 2005, p. 107]:〈

â†p âq
〉

s
�

(
∂
∂η

)p (
− ∂
∂η∗

) q

χ(η, s)
�����η�0

. (2.98)

Since the distributions are de�ned as Fourier transforms of χ(η), it is clear that they too satisfy
these requirements. We detail these in the next subsections.

2.4.4 Other quasi-probability distributions

In the remaining subsectionswe de�ne and describe properties of theWigner andHusimi quasi-
probability distributions in phase space. First, they are real-valued and normalised in contrast
to the characteristic function. Additionally, the expectation value of operator functions of â and
â† can be determined from weighted integrals of these distributions. These three properties
re�ect general features of probability distributions. However, as we saw in subsection 2.4.2,
these distributions can have regions of negative probability which violates the non-negative
Kolmogorov axiom.

The s-ordered quasi-probability distribution is the Fourier transform of the s-ordered
characteristic function [Carmichael, 2002]:

Ps (η) �
1
π2

"
d2α χ(α, s) exp

[
αη∗ − α∗η] . (2.99)

We can de�ne the inverse relationship to write the s-ordered characteristic function in terms of
its associated quasi-probability distribution. Combining with Eq. (2.98), we can re-write the
s-ordered operator averages via〈

â†p âq
〉

s
�

" ∞

−∞
d2η Ps (η)η∗pηq , (2.100)

which could have been expected since di�erential operations in real space becomemultiplicative
operations in Fourier space. This statement generalises the optical equivalence theorem to
di�erent operator orderings. The nomenclature for each distribution is the following convention:
P1(η) � P(η), P0(η) � W (η), and P−1(η) � Q(η). We conclude these properties by mentioning
that each distribution can be mutually related through a convolution with a Gaussian [Scully
and Zubairy, 1997, p. 83–86; Barnett and Radmore, 2005, p. 116].

The Wigner function is well suited for visualising quantum states in phase space, which we
describe in the following section.
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2.5 Quantum optics in phase space

A Gaussian state is fully characterised by its �rst two moments and has a Gaussian Wigner
functions [Schumaker, 1986]. The phase space representation is well suited to providing a theo-
retical description of Gaussian states and their evolutions. This is since the Gaussian signature
of states are preserved during dynamics from Gaussian channels, albeit with transformed �rst
and second moments. In this section, we review the Gaussian state formalism and establish the
notation that will be useful for our applications to quantum estimation. We will also review
the generation and manipulation of Gaussian states by describing common unitary evolutions
in quantum optics to suitable symplectic transformations of the state. We set ~ � 1 in the
following.

2.5.1 Bosonic systems

Consider a system S comprised of n modes of a bosonic �eld. The Hilbert space of S can be
written as the tensor product H � ⊗n

j�1Hj , where Hj is the in�nite dimensional Fock space
of mode j. Each individual Hilbert space is spanned by the number basis {|m〉 j }, m ∈ N.
In the phase space formalism it is convenient to arrange these boson operators in a vecto-
rial operator â :� (â1 , â†1 , . . . , ân , â†n)>. The vector â ∈ R2n satis�es the compact commutation
relation [Weedbrook et al., 2012]

[
â j , âk

]
� Ω jk for j, k ∈ {1, 2, . . . , 2n}, (2.101)

where the symplectic matrix

Ω �

n⊕
j�1

iσy �

n⊕
j�1

(
0 1
−1 0

)
(2.102)

satis�es Ω> � −Ω � Ω−1, and σy is the Pauli y matrix. The bosonic commutation relation in
Eq. (2.101) is the multimode form of the commutation relation we found earlier in Eq. (2.59).

All bosonic systems may be equivalently described through the quadrature �eld operators,
introduced earlier in Eq. (2.65), since they are proportional to the bosonic operators. For mode
j, we write them again for convenience

q̂ j �
1√
2

(
â j + â†j

)
, and p̂ j �

i√
2

(
â†j − â j

)
. (2.103)

These canonical operators are the dimensionless. They act as the position and momentum
operators of the quantum harmonic oscillator, and satisfy the canonical commutation relations
[q̂ j , p̂k] � iδ j,k in natural units (~ � 1). We similarly introduce the vector of canonical operators
R̂ � (q̂1 , p̂1 , . . . , q̂n , p̂n)> so that we can re-write these canonical commutation relations in the
compact form

[
R̂ j , R̂k

]
� iΩ jk . (2.104)

This form is suited for a phase space representation of the state.
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Property Hilbert space,H Phase space, Γ

Description ρ d ,Σ

Dimension ∞ 2n

Space structure
⊗ ⊕

State
kinematics

Û | Û†Û � 1,
ρ′→ ÛρÛ†

S | SΩS> � Ω,
d′→ Sd ,Σ′→ SΣS>

Table 2.2: Comparison of properties of the Hilbert space and phase space representations for an N-mode
Gaussian state. The unitary operations Û are assumed to be quadratic in the �eld operators as described
by Eq. (2.107). Table summary adapted from [Adesso et al., 2014].

2.5.2 Evolution of Gaussian states

An n-mode state described by the density matrix ρ is a Gaussian state if its characteristic
function

χ(ζ) � exp
[1
2ζ
>(ΩΣΩ>)ζ − i(Ωλ>ζ)

]
, (2.105)

is Gaussian. Here ζ � (ζ1 , ζ∗1 , . . . , ζn , ζ∗n)> ∈ R2n . Further, a Gaussian unitary is one that
preserves the Gaussian nature of the characteristic function. Speci�cally, the characteristic
function for a Gaussian state is entirely characterised by the �rst (mean) and second (covariance)
moments of the quantum state de�ned by

λ � Tr
[
ρâ

]
, Σ jk �

〈{
ˆ̃a j , ˆ̃ak

}〉
, (2.106)

where ˆ̃a j � â j − 〈â j〉 and {Â, B̂} � ÂB̂ + B̂Â is the anticommutator of operators Â and B̂.
A Gaussian evolution is any trace preserving quantum channelΦ: ρ → Φ[ρ] that transforms

Gaussian states to Gaussian states. This requires that Gaussian unitaries have Hamiltonian
linear or bilinear in the �eld operators [Schumaker, 1986; Weedbrook et al., 2012] of the form

Ĥ � i(αb̂† + b̂†Fb̂ + b̂†Gb̂†>) + H.c., (2.107)

where b̂ � (â1 , . . . , ân)>, b̂† � (â†1 , . . . , â
†
n), α ∈ Cn and F , G are n × n Hermitian matrices.

These interaction Hamiltonians are exponentiated to generate the unitary evolution of a system
Û � exp[−iĤ t]. In the Heisenberg picture, these unitaries corresponds to a linear unitary
Bogoliubov transformation

b̂′ � Û†b̂Û � Ab̂ + Bb̂† + α, (2.108)

where the n × n complex matrices A and B satisfy AB> � BA> and AA> � BB> + 1 to ensure
continuity of the commutation relations in Eq. (2.101). Using Eq. (2.103), we can see how Bo-
goliubov transformations a�ect the quadrature operators. In the Heisenberg picture, Gaussian
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unitaries of the form Eq. (2.107) describe a�ne maps of the quadrature operators: x̂′ � Sx̂ + d,
for some d ∈ R2n and some real 2n × 2n matrix S. This is true regardless of whether the input
state is Gaussian or not. Preservation of commutation relation requires that SΩS> � Ω—which
requires S to be symplectic. Since the eigenvalues of the quadrature operators must follow
the same transformation rule, the action of Gaussian unitaries correspond to a�ne symplectic
transformations. Kinematics of Gaussian states in the phase space is then conveniently tracked
through the states moments

λ′ � Sλ + d , Σ′ � SΣS>. (2.109)

The converse is also true: symplectic transformations of the moments described by Eq. (2.109)
are generated by a unitary transformation induced by interaction Hamiltonians of the form
Eq. (2.107) [Simon et al., 1988; Schleich, 2001]. We summarise the equivalence between the
Hilbert space formalism and the phase space formalism in table 2.2.

To motivate the next subsection on physical implementations of bilinear and quadratic
Hamiltonians, we note that any symplectic transformation S may be decomposed as

S � O
(
D 0
0 D−1

)
O′, (2.110)

where the positive diagonal matrix D describes a single-mode squeezer, and the orthogonal,
symplectic matrices O and O′ describe passive devices [Braunstein, 2005]. This is the Bloch-
Messiah decomposition and has physical implication for the experimental realisation of Hamil-
tonians of the form written in Eq. (2.107) [Kok and Lovett, 2010].

2.5.3 Bilinear and quadratic Hamiltonians

In the previous subsection, we saw that Gaussian unitaries have the form Û � exp[−iĤ ](~ � 1),
with Ĥ the interaction Hamiltonian described in Eq. (2.107). In this subsection, we will see
how these unitary evolutions describe di�erent physical devices in quantum optics. We start by
observing that the interactionHamiltonian has terms that can be categorised into two important
classes for many problems in quantum optics: the bilinear and quadratic forms in the creation
and annihilation operators. For the vector of creation and annihilation operators introduced in
the previous subsection and someHermitian matrix F ∈ C2n , we write the bilinear contribution
to the Hamiltonian as

φ̂(b̂) � b̂>Fb̂ , (2.111)

and the quadratic contributions as

φ̂(b̂† , b̂) � b̂†>Fb̂. (2.112)

Both contributions describe speci�c physical systems. The term in Eq. (2.111) is written as
a product of equal numbers of creation and annihilation operators. They describe passive
devices that preserve the total number of photons and include beam-splitters, phase-shifters,
half/quarter wave plates, and polarisation rotators. The lowest order Gaussian Hamiltonian
that satis�es this hence termed bilinear. Alternatively, active devices such as squeezers and
down-converters do not preserve the total number of photons. These terms are quadratic in the
creation and annihilation operators.
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2.5.3.1 Displacement operator

The �rst term in the Hamiltonian (2.107) is linear in the �eld operators and has the form
αb̂† − b̂α†. This corresponds to the action of the multi-mode displacement operator written

D̂(η) �
n⊗

j�1
D̂ j (η j), (2.113)

for D̂ j (η j) de�ned in Eq. (2.77). In the Heisenberg picture, this unitary corresponds to the
following mode transformations:

D̂†(η) b̂D̂(η) � b̂ + η. (2.114)

Hence, the displacement operator, as the name suggests, only shifts the �rst moment and leaves
the second moment unchanged.

2.5.3.2 Phase operator and the beamsplitter

The second term in the Hamiltonian (2.107) describes bilinear contributions from devices such
as phase-shifters and beam-splitters. To show this, we write

b̂†Fb̂ �

∑
j

F j j b̂†j b̂ j +
∑
k ,l

Fkl b̂†k b̂l (2.115)

The �rst term in (2.115) corresponds to the action of phase-shifter Û (ϑ) � exp[−iϑb̂†j b̂ j] for
F j j � ϑ. The Heisenberg evolution of modes are then written:

Û†(ϑ) â jÛ (ϑ) � exp[−iϑ]â j . (2.116)

This implements a phase shift and is commonly used in interferometric set-ups. For single
modes, it generates no change which can be seen in the interaction picture. This transformation
does not a�ect the �rst-moment of the state but changes the secondmoment with the symplectic
matrix

Rϑ �

(
cos[ϑ] sin[ϑ]
− sin[ϑ] cos[ϑ]

)
. (2.117)

The second bilinear contributions comes from from the cross terms F jk b̂†j b̂k . A common
linear device that takes this form is the beam splitter unitary

Û (χ) � exp
[
χâ† b̂ − χ∗ â b̂†

]
, (2.118)

for some coupling χ � ϕ exp[iϑ] ∈ C, and where we relabelled the mode operators. In the
Heisenberg picture, this unitary corresponds to the following mode transformations:

Û†(χ) âÛ (χ) � cos[ϕ]â + exp[iϑ] sin[ϕ]b̂ , (2.119)
Û†(χ) b̂Û (χ) � cos[ϕ]b̂ + exp[−iϑ] sin[ϕ]â , (2.120)

respectively, and the corresponding symplectic matrix transformation is

Sχ �

(
cos[ϕ]12 sin[ϕ]Rϑ

− sin[ϕ]R>ϑ cos[ϕ]12

)
, (2.121)

where Rϑ is the symplectic rotation matrix (2.117). Similar to phase-shifters, beam-splitters
change only the second moments of a state.
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2.5.3.3 Single mode squeezing

The �nal term in the Hamiltonian (2.107), b̂†Gb̂†>, describes quadratic contributions generated
from nonlinear interactions of photons. For example, a photon incident on a non-linear crystal
can generate a pair of photons that conserve both energy and momentum. By phase-matching
the emitted photons, we have a single-mode squeezing transformation described by the unitary

Ŝ(ξ) � exp
[1
2

(
ξ(â†)2 − ξ∗(â)2

)]
, (2.122)

where ξ � r exp[iψ]. The Heisenberg mode evolution is

Ŝ†(ξ) âŜ(ξ) � cosh[r]â + exp[iψ] sinh[r]â† , (2.123)

with the corresponding symplectic matrix transformation

Σξ � cosh[r]12 − sinh[r]
(
cos[ψ] sin[ψ]
sin[ψ] − cos[ψ]

)
. (2.124)

The symplectic matrix transformations for di�erent optical systems will be used in chapter 6
to determine evolved state covariance matrices.
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Quantum estimation theory

I n this chapter we review some key concepts in estimation theory that will be useful in
our work later. Principally, we are concerned with estimating some parameters from a set
of experimental data. A completely classical approach, introduced independently by H.
Cramér and C. R. Rao in the 1940s, constrains the variance of parameter estimates by a

quantity that entirely depends on the statistical nature of the data [Cramér, 1999]. This statistical
nature accounts for any experimental uncertainties. Removing uncertainties associated with
speci�c measurements leads to the quantum analogue of estimation theory. This was �rst
addressed by C. Helstrom in 1967. Central to both formalisms is the Fisher information quantity.
We present the derivation of this quantity and describe its relevance in parameter estimations
protocols.

3.1 Classical bounds on precision measurements

Experimental science is primarily concerned with making high precision measurements. Com-
monly however, direct measurements may not be possible, either due to experimental im-
pediments, or due to more fundamental reasons. This is particularly true in experimental
quantum optics, where quantities such as phase and purity do not have associated measurable
observables. In such situations an indirect approach may be adopted where the value of the
quantities of interest are inferred through data-processing of data coming from measurements
of a di�erent, but related, observable. The problem of estimating the value of a vector of para-
meters ϕ � (ϕ1 , . . . , ϕD)> from a set of observed data x � (x1 , . . . , xD )> is formally addressed
in parameter estimation theory. Owing to experimental uncertainties and errors, the inference
of parameters is related to the measurement outcomes through some conditional probability
distribution p(ϕ |x). Any general parameter estimation strategy can be described through the
following main procedures:

1. State preparation of a suitable probe state ρ(0) of a system S,

2. Evolution (parameterisation) of the probe to the state: ρ(ϕ) � Λ[ρ(0)](ϕ), and
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Π̂(x)dx
ρ(0) ρ(ϕ)

Λ(ϕ) ϕ̌

Figure 3.1: General channel parameter estimation scheme. The quantum channel Λ(ϕ) parameterises
an input probe state with the vector of parameters that we wish to estimate. The probe is measured by an
operator of the form Π̂(x)dx and distributed estimates according to Born’s rule. By data processing the
measurement outcomes, we obtain our estimate ϕ̌. The goal of quantum metrology is in �nding both
the optimal probe state and observable that minimises the covariance matrix of unbiased estimates.

3. The evolved probe ismeasured by some complete, self-adjoint observable X̂ �
∫
dx xΠ̂(x)

to achieve an estimation of ϕ.

This archetypal schema is illustrated in �gure 3.1. It can be modelled by describing the evolved
state of the system through ρ(ϕ), and by associating a positive operator valuedmeasure (povm),
Π̂(x) dx, to the measurement outcome x. The probability distribution p(x |ϕ) is then given by
Born’s rule

p(x |ϕ) dx � Tr
[
Π̂(x)ρ(ϕ)

]
dx , (3.1)

where ρ(ϕ) is the evolved probe state; parameterised by the vector of parameters we want
to estimate, and

∫
dx Π̂(x) � Î. Born’s rule gives the probability distribution function (pdf)

that distributes the measurement outcomes x, given the parameterisation ϕ. The evolved
state captures uncertainties associated with the state-preparation procedure, while the povm
captures those associated with the measurement stage. Together with Born’s rule, they model
the probabilistic nature of the measurement data.

Given that the pdf of the data p(x |ϕ) is known (i.e. we have amodel of the physical process),
we now detail how an estimate of the set of parameters ϕ � (ϕ1 , . . . , ϕD)> may be extracted
from a set of observation data x � (x1 , . . . , xD )>, with D not necessarily equal toD. We follow
the derivation of Braunstein and Caves [1994], who introduce the estimator ϕ̌, which is a
function of the observed data and provides estimates of the parameters. Speci�cally

ϕ̌ � f (x), (3.2)

where the notation ·̌ is reserved for estimators to avoid confusion with the carot ·̂ reserved
for quantum mechanical operators. The true value of ϕ is in general a tuple of numbers. In
contrast, its estimates are random variables. This is a subtle di�erence that is rooted in the
probabilistic nature of the data; two runs of an experiment with equal parameters ϕ1 � ϕ2
will not generate equal data due to statistical �uctuations: x1 , x2. Hence the estimates for
both runs will di�er from the actual values, and not be equal to each other. Any estimator that
generates the true value of ϕ from the measurement data is referred to as a perfect estimator.
Unfortunately, since this is unrealistic, we require a method to characterise the performance
of estimators. A natural choice is the variance of the estimator [Helstrom, 1973; Cramér, 1999].
Our objective is then to �nd an estimator that has the smallest variance in parameter estimates.
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For the remainder of this chapter, we can safely assume that the measured data x is continuous
without any loss of generality.

3.1.1 The classical multi-parameter Cramér-Rao bound

We start by recounting classical data processing. We note that �nding the exact form for the
variance of our estimator is generally not possible. Hence we search for a lower bound that
constrains the variance instead. Various methods to achieve this exist, but we follow the method
introduced by H. Cramér and C. R. Rao [Cramér, 1999]. For a multi-parameter estimation of ϕ,
we start by de�ning the variation in the estimates of ϕ as

δϕ̌ � ϕ̌ − 〈ϕ̌〉, (3.3)

where 〈ϕ̌〉 is the average value of the estimator:

〈
ϕ̌

〉
�

∫
dx p(x |ϕ)ϕ̌. (3.4)

We de�ne the error in the parameter ϕ j as ∆ϕ̌ j � ϕ̌ j − ϕ j . Notice that the estimators variance
is not the same as its mean square error:〈

(∆ϕ̌ j)2
〉
�

〈
(ϕ̌ j − ϕ j)2

〉
� Var[ϕ̌ j] + B[ϕ̌ j]2 , (3.5)

where Var[ϕ̌ j] � 〈ϕ̌2
j 〉 − 〈ϕ̌ j〉2 and B[ϕ̌ j] � 〈ϕ̌ j〉 − ϕ j is the bias of the estimator. We see that the

mean square error is equal to the variance if and only if we have an unbiased estimator: B[ϕ̌ j] � 0.
Unbiased estimators ensure that the average of the estimates converge to the true value of the
parameter: 〈ϕ̌〉 � ϕ. Since for any estimator 〈δϕ̌〉 � 0, then for ν separable measurements with
measurement outcomes x1 , . . . , xν [Helstrom, 1976]∫

dx1 · · ·
∫

dxν p(x1 |ϕ) · · · p(xν |ϕ)δϕ̌ j � 0. (3.6)

To understand how this varies with ϕk , we di�erentiate Eq. (3.6) with respect to the parameter
ϕk and use the de�nition of the estimate variation in Eq. (3.3) to obtain∫

dx1 · · ·
∫

dxν p(x1 |ϕ) · · · p(xν |ϕ) *
,

ν∑
l�1

∂ ln[p(x l |ϕ)]
∂ϕk

+
-
δϕ̌ j −

〈d〈ϕ̌ j〉
dϕk

〉
� 0, (3.7)

where we used dδϕ̌k/dϕk � −d〈ϕ̌k〉/dϕk since ϕ̌k is an estimator and does not depend on
the ϕ. More generally, we can write Eq. (3.7) in vectorial form∫

dx1 · · ·
∫

dxν p(x1 |ϕ) · · · p(xν |ϕ) *
,

ν∑
l�1

a>
∂ ln[p(x l |ϕ)]

∂ϕ
+
-
δϕ̌>b � a>

d〈ϕ̌〉
dϕ b , (3.8)

where we used the fact that d〈ϕ̌〉/dϕ is independent of x1 , . . . , xν, and multiplied by a> on
the left and by b on the right, with a and b being arbitrary D-dimensional vectors. We now
use the Cauchy-Schwarz inequality for two general functions g and h (consult appendix A),

|〈g , h
〉|2 ≤ 〈

g , g
〉 · 〈h , h〉 ≡ ‖g‖2 · ‖h‖2 , (3.9)
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with ‖g‖ de�ned as the 2-norm of g, to re-write the left hand side of Eq. (3.8). We substitute

g �

ν∑
l�1

a>
∂ ln[p(x l |ϕ)]

∂ϕ
,

h � (δϕ̌)>b ,

(3.10)

to obtain

a>
∫

dx1 · · ·
∫

dxν
ν∏

j�1
p(x j |ϕ) *

,

ν∑
k�1

∂ ln[p(xk |ϕ)]
∂ϕ

+
-

*
,

ν∑
l�1

∂ ln[p(x l |ϕ)]
∂ϕ

+
-

>
a

× b>
∫

dx1 · · ·
∫

dxν
ν∏

j′�1
p(x j′ |ϕ)(δϕ̌)(δϕ̌)>b ≥

�����
a>

d〈ϕ̌〉
dϕ b

�����

2

.

(3.11)

Elements of the �rst term evaluate to zero unless k � l. Further, we can simplify this expression
by de�ning the classical Fisher information (cfi):

IC(ϕ) �
∫

dx p(x |ϕ)
(
∂ ln[p(x |ϕ)]

∂ϕ

) (
∂ ln[p(x |ϕ)]

∂ϕ

)>
,

�

∫
dx

1
p(x |ϕ)

(
∂p(x |ϕ)
∂ϕ

) (
∂p(x |ϕ)
∂ϕ

)>
.

(3.12)

This quantity is at the root of estimation theory. It quanti�es the average information for
the estimation variables ϕ obtainable through some physical measurement that distributes
output data according to Born’s rule p(x |ϕ). It can be observed from Eq. (3.12) that the multi-
parameter classical Fisher information matrix (cfim) is symmetric: IC(ϕ)> � IC(ϕ). Since it is
also positive-de�nite, its inverse exists. Since for an invertible matrix, the transpose and inverse
operations commute, we see that(

IC(ϕ)−1
)>

�

(
IC(ϕ)>

)−1
� IC(ϕ)−1 , (3.13)

which proves that its inverse is also symmetric. The inequality in Eq. (3.11) becomes

νa>IC(ϕ)ab>〈(δϕ̌)(δϕ̌)>〉b ≥
�����
a>

d〈ϕ̌〉
dϕ b

�����

2

. (3.14)

Note that themultiplicative factor ν arises since the cfi has an additive property for independent
measurements. Collectively, the positive de�nite and additive properties make the Fisher
information a suitable physical measure of information. With these properties, since a is
arbitrary, we are permitted to take

a �

(
IC(ϕ)−1

)> d〈ϕ̌〉
dϕ b. (3.15)

Upon substitution into Eq. (3.14), we get after some simpli�cation

ν〈(δϕ̌)(δϕ̌)>〉 ≥
(
d〈ϕ̌〉
dϕ

)>
IC(ϕ)−1

d〈ϕ̌〉
dϕ . (3.16)
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Writing 〈(δϕ̌)(δϕ̌)>〉 as the covariance matrix between the estimators ϕ̌1 , . . . , ϕ̌ν, we see its
elements are lower bounded by the classical Fisher information via the classical Cramér-Rao
bound (ccrb) [Cramér, 1999]

Cov
[
ϕ̌ j , ϕ̌k

]
≥ 1
ν

(
d〈ϕ̌k〉
dϕ j

d〈ϕ̌ j〉
dϕk

) [
IC(ϕ)−1

]
jk
. (3.17)

This places a minimum value to the covariances of an estimator. It is a consequence of the
statistical nature of the data, which only permits an inference of the parameters. The coe�cient
derivatives ensure dimensional consistency by accounting for di�erences in units between ϕ̌ j
and ϕ j . Saturating the ccrb for all values of ϕ requires �nding an e�cient estimator. However,
there is no guarantee that an estimator exists that attains the bound. Also, since the Cramér-
Rao bound generally depends on the parameters ϕ, the choice of an estimator must be taken
subjectively for any experiment.

Instead of relating the cfi to the average error in the estimators, we can relate it to the average
error in the actual value of the parameters ϕ. The former is determined by the measurement
data, the estimator, and the calculated probability distribution p(x |ϕ), whereas the latter
depends only on the actual value of ϕ. Re-writing the ccrb requires relating the variances
of the estimator and the actual value of the parameters. To this end, we use standard error
propagation formulae to write the error δϕ j in the parameter ϕ j for a single data point x in
terms of the estimator ϕ̌:

δϕ j �
ϕ̌ j

d〈ϕ j〉/dϕ j
− ϕ j . (3.18)

Combining this with Eq. (3.3), we relate the error δϕ j to the error in the estimator. We �nd

〈(δϕ̌ j)2〉 �
�����
d〈ϕ j〉
dϕ j

�����

(〈
(δϕ j)2

〉
−

〈
δϕ j

〉2)
. (3.19)

We then combine Eq. (3.19) with the estimator bound in Eq. (3.17), to arrive at a second form of
the ccrb:

Cov
[
ϕ j , ϕk

]
≥ 1
ν

[
IC(ϕ)−1

]
jk
+ 〈δϕ j〉〈δϕk〉 ≥ 1

ν

[
IC(ϕ)−1

]
jk
. (3.20)

This places a theoretical minimum value on the error in the parameters ϕ. For any classical or
quantum experiment that makes ν independent samples of the probe, the covariances must be
larger than ν times the inverse of the cfi. This is expected; the more information that we have,
the greater the precision with which we can estimate ϕ. Hence, we must choose a suitable
estimator, which generates the conditional measurement outcome probabilities p(x |ϕ) that
maximises the cfi. This provides a dual degree of freedom: one of constructing suitable states
of the system ρ(ϕ) and choosing the povm Π̂(x).

An important case of the ccrb arises when the cfi is constant. The precision of estimates
then increases with the number of experimental repeats ν according to:

Cov
[
ϕ j , ϕk

]
∼ 1
ν
. (3.21)

This scaling is referred to as the standard quantum limit (sql), and is purely due to ν indepen-
dent runs of the experiment. In the next section, we will explore how using quantum resources
can improve this scaling, to achieve a tighter bound.
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3.2 Quantum estimation theory

We have seen how uncertainties associated with the probe preparation and the measurement
stages allows us to make only statistical inferences of parameters of interest. If we remove
uncertainties related with speci�c measurements, any further statistical uncertainties in the
data will result entirely from quantum noise inherent in the probe state. Assuming that we can
measure any self-adjoint operator, then operationally, the quantum Fisher information matrix
(qfim) is the maximisation of the classical Fisher information over all measurement strategies:

Cov
[
ϕ j , ϕk

]
≥ 1
ν



{
max
Π̂(x)

IC(ϕ)
}−1 jk

�
1
ν

[
IQ(ϕ)−1

]
jk
, (3.22)

where IQ is the qfim associated with the povm that achieves the inequality. The qfim can then
be understood as an optimisation of the cfim. What we see is that the bound in Eq. (3.22)
holds for all possible povms. Since we still have the 1/

√
ν scaling for the estimation error, no

quantum entangling strategies at the measurement stage can introduce enhancements past
the sql regime. With the qfim a function of only the state of the system, any improvements to
the precision scaling must originate from a suitable choice of the initial probe state ρ(0) (see
�gure 3.1). Speci�cally, we want to �nd the result

Cov
[
ϕ j , ϕk

]
≥ 1
ν



{
max
ρ(0)

IQ(ϕ)
}−1 jk

. (3.23)

In this section, we follow the approach of Braunstein and Caves [1994] who demonstrated that
the qfim arises as a solution to both these maximisation procedures. We will �nd the functional
dependence of the qfim on the probe state. In analogy with classical metrology, we will then
write the quantum version of the ccrb.

3.2.1 The quantum Fisher information

Recall from Eq. (3.1) that Born’s rule gives the probability distribution function that describes
how measurement outcomes are distributed,

p(x |ϕ) � Tr
[
Π̂(x)ρ(ϕ)

]
. (3.24)

We start by �nding the cfim �rst. From Eq. (3.12) we see that this requires taking the derivative
with respect to the parameter ϕ j

∂j p(x |ϕ) � Tr
[
Π̂(x)∂jρ(ϕ)

]
, (3.25)

where we de�ned ∂j � ∂/∂ϕ j for brevity. To help de�ne the derivative of the state, we introduce
the symmetric logarithmic derivative (sld), L � (L1 ,L2 , . . . ,LD)>, as the self-adjoint operator
that satis�es the equation:

∂jρ(ϕ) �
1
2

{
ρ(ϕ),L j

}
. (3.26)
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There are alternative state derivative descriptions, which are the right logarithmic derivative
(rld) [Belavkin, 1976; Genoni et al., 2013] and left logarithmic derivative (lld) de�ned through

∂jρ(ϕ) � ρ(ϕ)L (R)
j , (3.27)

∂jρ(ϕ) � L (L)
j ρ(ϕ), (3.28)

respectively. These relax the symmetric de�nition of the logarithmic derivative. However, these
descriptions have not attracted as much attention as the sld in quantum estimation theory
for two reasons. First, the precision of single parameter estimates derived from the sld is
tighter than the corresponding bound derived from the rld [Helstrom, 1976]. Second, the single
parameter sld bound is asymptotically attainable with the number of experimental runs. This
is not true for multi-parameter estimates, since bounds derived from all logarithmic derivatives
are generally not attainable [Monras and Illuminati, 2011]. Finally, the rld and lld are generally
not Hermitian. Consequently, the optimal estimator derived from these two quantities may
not correspond to a physical povm. Despite this, the use of non-self adjoint operators have
been demonstrated to saturate the multi-parameter qcrb [Yuen and Lax, 1973; Hayashi, 2005,
p. 113–125]. In the remainder of this thesis, we will consider only precision bounds based on
the Hermitian symmetric logarithmic derivative.

From the de�nition in Eq. (3.26), we can see that the sld has vanishing trace: Tr[ρ(ϕ)L] � 0.
Substituting Eq. (3.26) into Eq. (3.25) gives

∂j p(x |ϕ) �
1
2Tr

[
ρ(ϕ)Π̂(x)L j

]
+ 1
2Tr

[
ρ(ϕ)L jΠ̂(x)

]
,

� Re
{
Tr

[
ρ(ϕ)Π̂(x)L j

] }
.

(3.29)

where we used the property that for Hermitian operators Â, B̂, and Ĉ: Tr[ÂB̂Ĉ] � (Tr[ÂĈB̂])∗.
The cfim from Eq. (3.12) can then be re-written as

IC(ϕ) �
∫

dx

(
Re

{
Tr

[
ρ(ϕ)Π̂(x)L

] }) (
Re

{
Tr

[
ρ(ϕ)Π̂(x)L>

] })
Tr

[
Π̂(x)ρ(ϕ)

] . (3.30)

Armed with the classical Fisher information, we now maximise it over the povms Π̂(x), as
discussed earlier for Eq. (3.22). The result will be the measurement independent qfim. Since for
some complex vectors α, β ∈ C2 ,Re[α]Re[β] ≤ ‖αβ‖, we develop Eq. (3.30) [Paris, 2009]:

IC(ϕ) ≤
∫

dx











Tr
[
ρ(ϕ)Π̂(x)L

]

√
Tr

[
Π̂(x)ρ(ϕ)

]











2

,

�

∫
dx










Tr



√
ρ(ϕ)

√
Π̂(x)√

Tr
[
Π̂(x)ρ(ϕ)

]
√
Π̂(x) L

√
ρ(ϕ)













2

,

(3.31)

where equality holds if and only if Im[Tr[ρ(ϕ)Π̂(x)L]] � 0, i.e. if the vectors lie in the real
spaceR2, which requires the sld to be Hermitian. Introducing (∆L)2 as the variance of the sld,
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we use the Cauchy-Schwartz inequality de�ned earlier in Eq. (3.9) to obtain:

IC(ϕ) ≤
∫

dx Tr


√
Π̂(x) L

√
ρ(ϕ)

(√
Π̂(x) L

√
ρ(ϕ)

)† ,
�

∫
dx Tr

[
ρ(ϕ)LΠ̂(x)L>

]
,

� Tr
[
ρ(ϕ)LL>

]
,

� Tr
[
ρ(ϕ)(∆L)2

]
,

(3.32)

where the �nal equality used the vanishing trace property of the sld. This completes the
maximisation of the cfim over all possible measurements. It shows that the classical Fisher
information for any measurement is upper bounded by the quantum Fisher information matrix
(qfim) IQ(ϕ).

IC(ϕ) ≤ IQ(ϕ) � Tr
[
ρ(ϕ)LL>

]
. (3.33)

Elements of the qfim are then written [IQ] jk � Tr[ρ(ϕ){L j ,Lk }]/2 with the anticommutator
of operators Â and B̂ de�ned as {Â, B̂} � ÂB̂ + B̂Â. We see that the qfim is independent of the
povm and is a function of only the state. The calculation of the qfim for any physical system
is at the heart of quantum metrology and is typically a di�cult task. Determining the qfim
using the sld operator is particularly suited to unitary quantum metrology. It is less suited for
noisy processes, where the calculation involves complex optimisation procedures [Sarovar and
Milburn, 2006; Escher et al., 2011a]. To address this, an extended Hilbert space approach may be
taken where information about the parameter is obtained by observing both the system and its
environment [Escher et al., 2012]. This method prescribes the qfim in terms of the state evolving
Hamiltonian, and is well suited to many physical implementations of parameter estimations,
including open quantum systems [Chin et al., 2012; Kołodyński and Demkowicz-Dobrzański,
2013; Alipour et al., 2014; Demkowicz-Dobrzański and Maccone, 2014].

Analogous to the method in the preceding section, the variance of any estimator of ϕ can
now be lower bounded by the quantum Cramér-Rao bound (qcrb)

Cov
[
ϕ̌ j , ϕ̌k

]
≥ 1
ν

(
d〈ϕ̌k〉
dϕ j

d〈ϕ̌ j〉
dϕk

) [
IQ(ϕ)−1

]
jk
. (3.34)

In information theory, the qcrb is interpreted as a distinguishabilitymeasure for two probability
distributions that describes the initial and evolved probe state [Braunstein and Caves, 1994;
Braunstein et al., 1996; Bengtsson and Zyczkowski, 2008]. The qfi is then equal to the Bures
metric, which characterises the di�erence between two probability distributions, through their
statistical distance in the state space of the quantum probe states (see appendix D for further
details). This metric then tracks dynamics in the distance with changes to the probe state. A
large qfi implies that a small change in ϕ corresponds to a large displacement of the state, and
hence becomes more distinguishable from the initial state. This implies that the initial probe
state may be chosen for optimised measurements of ϕ. However, if no �exibility on the choice
of the state can be a�orded, the best estimation precision possible requires searching for the
measurement that minimises the variance via Eq. (3.34).
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We may equivalently re-write the qcrb to show its dependence on the average error in the
true value of the parameters:

Cov
[
ϕ j , ϕk

]
≥ 1
ν

[
IQ(ϕ)−1

]
jk
. (3.35)

The factor ν, which is the number of repeatmeasurements, represents the classical improvement
to precision scaling. In the following, we examine how quantum resources can improve the
estimation precision (for a single experimental run ν � 1). Any optimal estimator for the
estimation of ϕ corresponds to the povm, which equates the cfim with the qfim. This happens
when both of the inequalities in Eq. (3.31) and Eq. (3.32) are saturated. The �rst is satis�ed
when the sld is Hermitian and so corresponds to a proper quantum mechanical observable.
The second equality requires the following be satis�ed for all ϕ [Paris, 2009]√

Π̂(x)
√
ρ(ϕ)

Tr
[
ρ(ϕ)Π̂(x)

] �

√
Π̂(x) L

√
ρ(ϕ)

Tr
[
ρ(ϕ)Π̂(x)L

] . (3.36)

This requires the povm Π̂(x) to be constructed by the complete set of eigenstates describing the
sld, L [Braunstein et al., 1996]. Eq. (3.36) represents purely classical post-processing of data
that saturates the bound in Eq. (3.33), such that IC(ϕ) � IQ(ϕ). For single parameters the
qcrb provides an ultimate bound for unbiased estimators, and can be asymptotically saturated
through maximum likelihood estimation [Geyer, 2013]. This estimator has found widespread
uses owing to the fact that a �nite sample size a�ords satisfactory performance [Braunstein,
1992]. This can be realised by local operations and classical communications locc [Hayashi,
2005; Giovannetti et al., 2011]. For multiple parameters, the qcrb is generally not attainable for
simultaneous measurements of each parameter if the slds associated with the parameters do
not commute. It is important to note that the sld may not correspond to the optimal observable
to be measured. Instead, an explicit form of the optimal quantum estimator that saturates the
qcrb was �rst written by Paris [2009], and takes the form

Ô(ϕ) � ϕ1 + IQ(ϕ)−1L, (3.37)

which is a projective measurement onto the eigenstates of the sld [Paris, 2009]. This estima-
tor is suitably unbiased (〈Ô(ϕ)〉 � ϕ) and saturates the qcrb. The �rst term represents the
average estimate and the second the smallest covariance of the optimal measurement. Deter-
mining the measurement Ô(ϕ) is generally a di�cult task since it depends on the vector of
parameters to be estimated, ϕ. To overcome this di�culty, adaptive measurements have been
suggested [Berry and Wiseman, 2000, 2002]. This adds another layer of di�culty in �nding
the optimal measurement of multiple parameters with non-commuting slds. Therefore, the
multivariate qcrb is generally non-saturable. However, even for incompatible sld operators,
the multiparameter sld qcrb remains asymptotically attainable if and only if [Monras and
Illuminati, 2011; Ragy et al., 2016]

Tr
[
ρ(ϕ)[L j ,Lk]

]
� 0. (3.38)

Additionally, if this condition holds, the information content from a simultaneousmeasurement
of all parameters may match that obtained from separate measurements of each parameter.
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The condition in Eq. (3.38) is necessary and su�cient for unitary evolutions on pure states Mat-
sumoto [2002], which is equivalent to requiring the existence of commuting generators that
generate the evolution of the probe. For mixed states, the demands to realise optimal simultane-
ous estimation are more involved. Speci�cally, we require the existence of a single probe state
that maximises the qfi for all values of ϕ, a compatible measurement that ensures saturability
of the qcrb, and a diagonal qfim, which would allow independent estimations of each parame-
ter [Ragy et al., 2016]. Alternative methods to provide better precision bounds may involve
collective measurements over many independent copies of the system, which is experimentally
challenging.

From the above discussion we see that the sld operator plays a pivotal role in quantum
estimation theory. For amulti-parameter estimation problem, �nding the sld for each parameter
inϕ is su�cient to informwhether a simultaneous, e�cient estimation can be performed. It also
prescribes the optimal estimator that saturates the qcrb; the fundamental limit to estimation
precisions allowed by quantum mechanics. We therefore turn our attention to �nd a functional
form for the sld.

The sld was implicitly de�ned in Eq. (3.26). This is a basis-independent Lyapunov matrix
equation that has the general solution for the sld elements [Paris, 2009]

L j � 2
∫ ∞

0
dt exp

[−ρ(ϕ)t
]
∂jρ(ϕ) exp

[−ρ(ϕ)t
]
. (3.39)

The Lyapunov representation proves to be very useful for scenarios in which a periodic nature
is observed for the anti-commutator of the density matrix and its partial derivative [Liu et al.,
2016]. If this is not true, we can introduce a basis dependency by considering the spectral
decomposition of the state (the density matrix is positive semide�nite so can be diagonalised)

ρ(ϕ) �
s∑

j�1
p j (ϕ) |% j (ϕ)〉 〈% j (ϕ) | , (3.40)

where s � dim[supp(ρ(ϕ))] is the dimension of the support set of ρ(ϕ) [Liu et al., 2014]. Note
that both the eigenvalues and eigenvectors depend on the parameters ϕ. For ease of notation,
we will drop this dependence. By use of this decomposition, then we �nd from Eq. (3.26) that

〈%k |∂jρ(ϕ) |% l〉 � 1
2 (pl + pk )[L j]kl , (3.41)

with [L j]kl B 〈%k |L j |% l〉. Since generally both the eigenvalues and eigenstates of ρ(ϕ) in
Eq. (3.40) depend on the parameter ϕ, the matrix element observed on the lhs of Eq. (3.41)
becomes

[∂jρ(ϕ)]kl � (∂j pk )δkl + pl 〈%k |∂j% l〉 + pk 〈∂j%k |% l〉 � (∂j pk )δkl + (pl − pk )〈%k |∂j% l〉, (3.42)

and which yields, from Eq. (3.41), the �nal form for the sld operator

L j �

s∑
k�1

(∂j pk )
pk

|%k〉 〈%k | +
s∑

k ,l�1

2(pk − pl)〈∂j%k |% l〉
pk + pl

|%k〉 〈% l | , (3.43)

which is valid for all pk + pl , 0, and is Hermitian. From Eq. (3.43) it is clear that the sld takes
arbitrary values for k , l > s. However, since the spectral decomposition of the state is not

50



3.2. QUANTUM ESTIMATION THEORY

de�ned outside the support set s, we take [L]kl � 0 for all {k , l} > s. Hence the sld exists only
on the support set of the state. Note that Eq. (3.43) is not de�ned for pure states. However
a simple form exists if we write any general family of pure states as ρ(ϕ) � |ψ(ϕ)〉 〈ψ(ϕ) |.
Using ρ(ϕ)2 � ρ(ϕ) for pure states, then di�erentiating with respect to the parameters ϕ and
comparing with the implicit de�nition Eq. (3.26) we arrive at

L � 2∂ϕρ(ϕ), ρ(ϕ) pure. (3.44)

The sld for pure states is now well-de�ned. However, for mixed states, the sld often requires
diagonalising the density matrix. For arbitrarily large s-dimensional states, this becomes in-
creasingly di�cult. To address this di�culty, alternative methods at determining L have been
developed. For example, it has been shown that evaluating L is isomorphic to solving a set of
linear algebraic equations [Ercolessi and Schiavina, 2013]. Additionally, since the sld describes
the dynamics of the system, the Hamiltonian formalism can be alternatively used to determine
the qcrb and the optimal measurements. We detail this formalism next.

3.2.2 Hamiltonian formalism of the quantum Fisher information

Consider some unitary process where the state parameterisation is introduced through the
unitary Û (ϕ), then ρ(ϕ) � Û (ϕ)ρ(0)Û†(ϕ) with Û (ϕ)† the transposed complex conjugate
of Û (ϕ). For some generator of dynamics in the vector of parameters ϕ, F̂ , we have

Û (ϕ) � exp
[
−iF̂ϕ

]
. (3.45)

The operator F̂ is a local generator which characterises the sensitivity of the system state ρ(ϕ)
on changes in ϕ after unitary evolutions. If the unitary for the physical process governing the
parameterisation is known, the generator of changes in ϕ j is de�ned by [Pang and Brun, 2014]

F̂j � iÛ†(ϕ)∂jÛ (ϕ), (3.46)

which is Hermitian since Û†(∂jÛ) � −(∂jÛ†)Û and can be easily demonstrated by Taylor
expanding ρ(ϕ). We want to re-express the qfim in Eq. (3.33) in terms of the generator F̂ .

Consider elements of the qfim, written again for convenience:
[
I

Q
]

jk
�
1
2Tr

[
ρ(ϕ){L j ,Lk }

]
. (3.47)

We use the same spectral decomposition in Eq. (3.40) for the evolved probe state and the identity∑R
j�1 |% j〉 〈% j | � 1, where R � rank[ρ(ϕ)] the rank of the state. Note that for s , R,R > s we

have a non-full rank density matrix. We then write the elements of the qfim as

[
I

Q
]

jk
�
1
2

s∑
l�1

R∑
m�1

pl

(
[L j]lm[Lk]ml + [Lk]lm[L j]ml

)
, (3.48)

where we have de�ned [L j]lm �
〈
% l ��L j ��%m

〉
, and for clarity we recall j, k ∈ {1, 2, . . . ,D}, and

s � dim[supp(ρ(ϕ))] is less than the dimension of the system, R. We can now substitute the
expression for the slds we obtained in Eq. (3.43), which after simpli�cation yields

[
I

Q
]

jk
�

s∑
l�1

(∂j pl)(∂k pl)
pl

+
s∑

l�1

R∑
m�1

2pl (pl − pm)2

(pl + pm)2
[
〈∂j% l |%m〉〈%m |∂k% l〉 + 〈∂k% l |%m〉〈%m |∂j% l〉

]
.

(3.49)

51



CHAPTER 3. QUANTUM ESTIMATION THEORY

We split the last terms F1 and F2 using
∑R

j�1 �
∑s

j�1 +
∑R

j�s+1, where

F1 �

s∑
l ,m�1

2pl (pl − pm)2

(pl + pm)2
[
〈∂j% l |%m〉〈%m |∂k% l〉 + 〈∂k% l |%m〉〈%m |∂j% l〉

]
, (3.50)

F2 �

s∑
l�1

R∑
m�s+1

2pl

[
〈∂j% l |%m〉〈%m |∂k% l〉 + 〈∂k% l |%m〉〈%m |∂j% l〉

]
. (3.51)

Since
∑R

j�s+1 |% j〉 〈% j | � 1 −∑s
j�1 |% j〉 〈% j |, we can re-express term F2. Also since unitary dynam-

ics are generally governed by the von Neumann equation

∂jρ(ϕ) � i
[
ρ(ϕ), F̂j

]
, (3.52)

we write the qfim elements in terms of the generator according to [Sidhu and Kok, 2017]

[
I

Q
]

jk
�

s∑
l�1

(∂j pl)(∂k pl)
pl

+
s∑

l�1
4pl

[
Cov

(
F̂j , F̂k

)]
l

−
s∑

l,m

8pl pm

(pl + pm)

〈
% l

���F̂j
��� %m

〉 〈
%m

���F̂k
��� % l

〉
,

(3.53)

where we recall that s � dim[supp(ρ(ϕ))] is the dimension of the support set of ρ(ϕ) and
{l ,m ∈ Z|1 ≤ l ,m ≤ s} de�ne the elements of the qfim matrix elements. This expression
holds for any evolution of the probe. For unitary evolutions, the eigenvalue spectrum remains
invariant such that the �rst term of Eq. (3.53) evaluates to zero. The covariance matrix of the
generators on the jth-eigenstate of the initial state in Eq. (3.53) is de�ned as

[
Cov

(
F̂j , F̂k

)]
l
�
1
2
〈
% l

���
{
F̂j , F̂k

}��� % l

〉
−

〈
% l

���F̂j
��� % l

〉 〈
% l

���F̂k
��� % l

〉
. (3.54)

This generalises the result by Liu et al. [2014] to multi-parameter estimations. In the literature,
Eq. (3.53) is often written in the following compact form [Braunstein and Caves, 1994; Liu et al.,
2015]

[
I

Q
]

jk
≤ 4

[
Cov

(
F̂j , F̂k

)]
input

, (3.55)

where the subscript ‘input’ describes the initial input state. The equality is strictly limited to
pure states under unitary evolutions and the inequality applies to all other quantum states.
Explicitly for single parameter quantum estimation protocols using pure states, it is easy to see
that the qfim reduces to a constant equal to the variance of the generator of translations for ϕ.
We summarise some subtleties that arise from the unitary transformation formulation of the
qfim. First, the generator captures the dynamics of the parameterisation process of the state and
is basis-independent. Second, the qfim depends only on the generator and the initial states. The
form in Eq. (3.55) provides an easily computable upper bound on the qfi for di�erent quantum
states. A zero generator variance results when the state is invariant under unitary dynamics
of the type described by Eq. (3.45). Third, entanglement between speci�c eigenstates of the
generator can be used to construct an optimal state which maximises the qfim [Giovannetti
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Formalism Main quantity & advantages Thesis chapter

Hamiltonian Ĥ ; Basis-independent, optimal source 4, 5 and 6

sld L; Optimal measurement 4 and 6

Kraus K̂ ; Noisy quantum metrology 3

Table 3.1: Di�erent formalisms of quantum estimation theory, and the relevant chapters in this thesis.

et al., 2006, 2011]. Finally, comparing the implicit de�nition of the sld with the von Neumann
equation yeids [Tóth and Apellaniz, 2014]

L j � 2i
s∑

k ,l�1

[F̂j]k ,l (pk − pl)
pk + pl

��ψk
〉 〈
ψl �� (3.56)

where [F̂j]k ,l de�nes the matrix elements of the generator encountered in Eq. (3.46).
We have covered two common formalisms to calculate the qfi for parameter estimations. A

third, which we mention for completeness, is the Kraus formalism. This description has uses for
practical quantum parameter estimations in open, noisy systems [Sarovar and Milburn, 2006;
Kołodyński and Demkowicz-Dobrzański, 2013; Falaye et al., 2017]. This is since it is suited to
describing the e�ects of various types of noise. We will revisit how in subsection 3.2.3. Table 3.1
provides a comparative summary of each of the formalisms.

3.2.3 Entanglement assisted quantum metrology

We saw from subsection 3.2.1 that estimating the vector of parameters encoded in a probe state
has the standard quantum limit scaling for the rmse, ν−1/2, where ν is the number of repeat
measurements. To understand how ‘quantum resources’ improve estimation precisions, we
note that multiple parameters can generally be estimated sequentially or in parallel. For parallel
estimation strategies, there are four possible con�gurations of employing quantum entangle-
ment as a resource at the probe preparation and measurement stage. These con�gurations are
compactly written cc, cq, qc, qq, where c (q) indicates classical (quantum) resources [Gio-
vannetti et al., 2006] and are illustrated in �gure 3.2. Since the bound generated in Eq. (3.35)
holds for all possible povm, no quantum entangling strategies at the measurement stage can
introduce enhancements past the sql regime. As a result of this, the cc and cq strategies will
always yield at best the sql [Giovannetti et al., 2011]. Any resolution enhancements must then
be sourced from the other controllable stage of the general estimation protocol illustrated in
�gure 3.1: the probe preparation. In this subsection, we consider how entangling strategies at
the probe stage can push the precision of estimations past the classical limit.

Consider a single parameter nuclear spin example, where some initial probe evolves
through a unitary channel: ρ(ϕ) � Û (ϕ)ρ(0)Û†(ϕ) with Û (ϕ) � exp[iϕσ̂z/2], where σ̂z is
the Pauli spin-�ip gate. Then for some initial quibit state written in the computational basis
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...
...

...

Ûϕ

Ûϕ

Ûϕ

Π̂ j1

Π̂ j2

Π̂ jN

Q/C Q/C

Figure 3.2: General parallel parameter estimation strategies. The initial probe states, ρ(0) are repre-
sented by the light red circles on the left. Each probe state passes through a evolving channel, illustrated
by the grey central squares, and emerges parameterised with ϕ. Application of a local measurement Π̂ j
is represented by the blue polygons on the right. Entanglement between the initial and �nal states of the
probe can be utilised in four combinations, represented by the light blue rectangles. Figure adapted from
reference [Giovannetti et al., 2006].

��ψ(0)
〉
� |+〉 � (|0〉 + |1〉)/√2 , the unitary maps |0〉 → exp[iϕ/2] |0〉 and |1〉 → exp[−iϕ/2] |1〉.

Writing the evolved probe state as ��ψ(ϕ)
〉
and its derivative as ∂ϕ ��ψ(ϕ)

〉
� ��ψ′(ϕ)

〉
, then since

the qubit state is pure, the quantum Fisher information is readily obtained from Eq. (3.53)

IQ(ϕ) � 〈ψ′(ϕ) |ψ′(ϕ)〉 − ��
〈
ψ′(ϕ) |ψ(ϕ)

〉��2 . (3.57)

Table 3.2 summarises the qfim and the achievable precision scalings for di�erent probe states.
The results in this table have been illustrated in �gure 3.3. The precision improvement provided
by using N separable qubits (N here quanti�es the resources used),

��ψ(0)
〉
�

[
(|0〉 + |1〉)√

2

]⊗N

, (3.58)

is equivalent to a classical advantage. The linearity of the probe reproduces the same e�ect of
repeating the same estimation protocol N-times. This is since the qfim is additive for indepen-
dent probe states: IQ[ρ(ϕ)⊗N ] � NIQ[ρ(ϕ)]. To improve this performance we must consider
non-linear probe states. Consider using the entangled N-qubit Greenberger-Horne-Zeilinger
(ghz) state

��ψ(0)
〉
�
|0〉⊗N + |1〉⊗N

√
2

, (3.59)

which has the same resource count as Eq. (3.58). From the qcrb, we obtain the following rms
scaling: δϕ ≥ 1/N . This is theHeisenberg scaling1. Realising this quadratic improvement over the

1The Heisenberg limit bears no relation to the Heisenberg uncertainty principle that the name may suggest.
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Probe state
(ρ(0))

Quantum Fisher information
(IQ)

Quantum precision scaling
(δϕ)

Qubit state 1 1

N seperable qubits N 1/
√

N —(sql)

N–qubit ghz state N2 1/N—(hl)

Table 3.2: Comparison of achievable quantum precision scalings using di�erent probe states. The preci-
sion of estimating the spin of a nuclear ensemble can be improved by using di�erent resources. We may
choose the resource to be N separable copies of the qubit state. The quantum contribution to the precision
scaling then has the same e�ect of repeating the estimation N times independently. This is the standard
quantum limit (SQL). Alternatively, entangled sources can achieve Heisenberg-limited (HL) scaling.

standard quantum limit is one of the main objects of quantummetrology and estimation theory.
When the number of physical resources is known and correctly accounted for, the Heisenberg
limit maintains its optimality as the fundamental limit to precision experiments [Zwierz et al.,
2012a] (we will brie�y revisit this in the next subsection).

Achieving the hl is state dependent. However, the probe state chosen should be tailored
to achieve the best practical precision for a speci�c parameter. For example, squeezed light
is routinely used for phase estimations [Aasi et al., 2013]. A natural question that arises is:
what is the optimal probe state that maximises the QFIM for a parameter estimation protocol? This
was answered by Giovannetti et al. [2006]: the probe state constructed from the superposition
of eigenstates corresponding the minimum and maximum eigenvalues of the generator Ĝ is
optimal. Speci�cally, writing Ĝ ��ψ

〉
max � gmax ��ψ

〉
max, then the state that maximises the qfim is:

|Ψ〉Opt �
��ψ

〉
max + ��ψ

〉
min√

2
. (3.60)

Only a few experiments have reported a hl scaling for parameter estimates [Higgins et al.,
2007, 2009]. This is generally due to two factors. First, achieving the sql is practically di�cult
since it requires eliminating non-intrinsic system noises. Second, state entanglement of multi-
partite systems is challenging to realise due to their increasing susceptibility to environmental
losses with increasing particle number. For example, the path-entangled noon states de�ned

|ϕnoon〉 � 1√
2

(|N〉1 |0〉2 + |0〉1 |N〉2) (3.61)

can be shown to achieve the hl resolution scaling for phase measurements in optical interferom-
eters [Kok and Lovett, 2010]. However, as with number states, for N ≥ 2, these states become
plagued with decoherences. Even small Markovian noise reduces the hl scaling achievable by
highly entangled states to scalings proportional to the sql [Huelga et al., 1997; Kołodyński and
Demkowicz-Dobrzański, 2010; Escher et al., 2011b]. Common decoherences include depolarisa-
tion, dephasing and amplitude damping. Generally, the dynamics of a system that interacts
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...
...

...

Ûϕ

Ûϕ

Ûϕ

Π j1

Π j2

Π jν

|ψ(0)〉 |ψ(ϕ)〉

(a) Separable/independent probe states.

...
...

...

Ûϕ

Ûϕ

Ûϕ

Π j|Ψ(0)〉 |Ψ(ϕ)〉

(b) Entangled probe with same resources.

Figure 3.3: Demonstration of parameter estimate precision scalings with classical and quantum probe
states, using parallel estimation. Figure 3.3a illustrates the use of parallel estimation strategy using N
independent probe states. The uncertainty in the parameter ϕ then scales as 1/

√
N . Alternatively, en-

tangling the N input probe states, and performing a collective measurement, as illustrated in �gure 3.3b,
achieves a scaling 1/N .

with its environment can be described as the quantum channel [Breuer and Petruccione, 2002]

ρ′ � E(ρ) � TrE
[
Û (ρ ⊗ ρE)Û†

]
, (3.62)

where E is the quantum operation, and TrE[·] the partial trace over the environment. Note that
the bi-partite system ρ ⊗ ρE evolves according to some unitary. However the evolved state
can not be written as a unitary evolution of ρ. Let {|e〉 j } be an orthonormal basis that spans
the environment state space, then the operator-sum representation writes the �nal state of the
system in terms of the operators Ŝ, which act on the system alone [Nielsen and Chuang, 2010].
Speci�cally,

ρ′ � E(ρ) �
∑

j

〈
e j

���Û
(
ρ ⊗ |e0〉 〈e0 |) Û†��� e j

〉
�

∑
j

Ŝ jρŜ†j , (3.63)

where Ŝ j � 〈e j |Û |e0〉 are the Kraus operators or operation elements of E 2. Since Tr[E(ρ)] � 1, we
have the completeness relation of the Kraus operators

∑
j Ŝ†j Ŝ j , and that the quantum operation

E must be trace-preserving. The Bloch-representation of the density matrix ρ (Eq. (2.18))
requires E to be an a�ne map. The Bloch vector then transforms according to r′ � Ar + b,
with A a 3 × 3 real matrix and b some real vector. The Kraus operators describing this can be
expanded using the Pauli matrices P � {1, σx , σy , σz }: Ŝ j � c j1 +

∑3
k�1 d jkσk , and can be used

to describe certain decoherences. Figure 3.4 illustrates the e�ect of common decoherences on
the Bloch sphere.

2For an environmental bath with in�nite degrees of freedom, the unitary that evolves the bipartite system can
be easily speci�ed. Speci�cally, for a Hilbert space of dimension d, the environment can be modelled in a Hilbert
space of dimensions dE ≤ d2 [Nielsen and Chuang, 2010]. Also, the bath can suitably be described as a pure state
initially under a puri�cation operation.
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Figure 3.4: Geometric e�ect of decoherences on the Bloch sphere: the shaded region represents the initial
Bloch sphere with unit radius, and coloured regions the evolution of vectors in the presence of various
types of noise. In �gure 3.4a, the e�ect of a depolarising channel shrinks the Bloch sphere towards the
centre (maximally-mixed point). Dephasing noise describes the loss of coherence in a system, and is
illustrated in Figure 3.4b. The e�ects of a phase �ip operation, which is described by the Pauli-Z matrix—
so-called due to it’s e�ect on the Bloch vector—results in a contraction of the sphere about the Z-direction.
Figure 3.4c describes amplitude damping where the system relaxes to the ground state.

The use of quantum entanglement to achieve better resolutions than classical counter-
parts was �rst shown by Caves in 1981 [Caves, 1981]. However, owing to the di�culty and
stabilisation of highly entangled states, alternative approaches to achieve quantum enhanced
measurements have been investigated [Braun et al., 2018]. These methods rely on the use
of quantum correlations, and identical particles. To this end, we note that entanglement is
necessary but not su�cient for enhanced precision scalings.

3.2.4 Resource count

It is clear from the last subsection that the use of di�erent probe states leads to di�erent scalings
of the estimation precision. We need to characterise and quantify the type of resources that
establish the precision bounds allowed theoretically. To appreciate why, a series of proposals
reported super-Heisenberg scalings [Beltrán and Luis, 2005; Boixo et al., 2007; Roy and Braunstein,
2008], which surpassed the hl. In these cases, the precision scaled with the number of resources
used, and the variance of estimates was unbounded. By reconciling the de�nition of the
resources used in a parameter estimation protocol, the Heisenberg limit is found to be generally
optimal [Zwierz et al., 2010]. The physical resource should be de�ned as the expectation value
of the generator of translations in ϕ. For common optical phase estimations, the resource count
should be the average photon number used in the probe state. By re-addressing the scaling of
the Fisher information, the reported super-Heisenberg scalings were found not to supersede
the hl scaling.
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Part 2

Research

In this part of the thesis, we detail the research performed over the course of the
PhD. In chapter 4, we apply estimation theory to address the source optimisation
problem.We provide a cross-utility platform that can be used for many applications.
Chapter 5 develops on this work, and extends the treatment to multi-parameter
estimations of parameters that appear as arbitrary factors in a Hamiltonian. In
chapter 6, we consider the optimal estimation of complex squeezing in phase space.
This addresses the limitations and practical implementations that saturate the
theoretic fundamental bounds.
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4
Probe optimisation for estimation of source separations

I n this chapter we introduce analysis of spatial deformations to an array of light sources
and study how the estimation precision of the interspacing distance d changes with
the sources of light used. The quantum Fisher information (qfi) is used as the �gure
of merit in this work to quantify the amount of information we have on the estimation

parameter. We derive the generator of translations Ĝ in d due to an arbitrary homogeneous
deformation applied to the array. We show how the variance of the generator can be used to
easily consider how di�erent deformations and light sources can e�ect the estimation precision.
The single parameter estimation problem is applied to the array and we report on the optimal
state that maximises the qfi for d. Contrary to what may have been expected, the higher average
mode occupancies of the classical states performs better in estimating d when compared with
single photon emitters. The optimal entangled state is constructed from the eigenvectors of
the generator and found to outperform all these states. We also �nd the existence of multiple
optimal estimators for themeasurement of d. Our results �nd applications in evaluating stresses
and strains, fracture prevention in materials expressing great sensitivities to deformations, and
selecting frequency distinguished quantum sources from an array of reference sources.

In Sec. 4.1 we derive the form of the generator of translations in the source separation
distance d of a stationary array of arbitrary sources due to some general applied homogeneous
deformation matrix Ξ. We apply the generator in Sec. 4.2 to capture the dynamics of the state
parameterisation after a stationary 1-dimensional array of classical and quantum light sources
undergoes a stretching deformation Ξ→ ξs . The parameterisation arises from the pairings of
di�erent sources along the array. We calculate the qfi to compare the performance of arrays of
single photon emitters (spes), coherent, thermal, and entangled sources of light on the estimation
of d. In contrast to what may have been expected from earlier work [Thiel et al., 2007; Oppel
et al., 2012], we �nd that the higher mode occupancies of classical coherent and thermal states
a�ords better estimation precisions when compared with the spes. This would be favourable
since generating classical states may be less resource-expensive to create. However a quantum
enhancement is observed when entanglement is employed. In agreement with separate work,
the optimal state is that which entangles the eigenstates corresponding to the maximum and
minimum di�erence eigenvalues of the generator. We demonstrate that entanglement as a
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Figure 4.1:Array of identical, stationary, and equidistant emitters, each with an intrinsic spatial Gaus-
sian uncertainty s (blue envelopes). The continuous variable x runs along the source plane, d is the
source separation, and O de�nes the midpoint of the array of N sources. For a source operation e�-
ciency, η, �lled sources are understood to emit a photon whereas the un�lled sources do not. In this
work, all sources will be assumed to operate with e�ciency η � 1.

resource must be carefully used to provide precision enhancements. This insight is reminiscent
of previous studies where entanglement was concluded a necessary but insu�cient resource
for quantum metrology [Gottesman, 1997; Tsang, 2008; Tilma et al., 2010; Braun et al., 2018]. In
all these studies, rarely are the optimal measurement strategies considered. To address this, we
discuss the optimal estimator for spes in Sec. 4.3.

4.1 Generator of translations

We consider a 1D array of N identical, stationary, and equidistant emitters, each with an
intrinsic spatial Gaussian uncertainty s. This has been illustrated in �gure 4.1 and has been
experimentally realised to some extent for near-identical, pure, heralded single photon emitters
(spes) [Spring et al., 2017]. We estimate the source separation distance d after the array is
subjected to a general homogeneous deformation. This amounts to a single parameter estimation
which would help determine the deformation Ξ and the nature of the sources required to
maximise the qfi. Let r de�ne the initial coordinates of a source. After some applied deformation
the �nal source coordinates can be written

r̃ � Ξr , (4.1)

with the displacement being ε � (Ξ − 1)r � r̃ − r . The deformations considered in this work
leave the spatial distribution (and hence the variance) of each source invariant and only shift the
expected source positions µ j , j ∈ SN where SN denotes the set of positive integers {1, 2, . . . ,N }.
Cases where the source distribution change would suggest the unlikely scenario where the
nature of the sources change with the deformation. Figure 4.2 illustrates the di�ering e�ects
of both types of deformations. Before calculating the qfi, we �rst derive the generator of
translations in the estimating parameter d due to a homogenous deformation.

Without loss of generality, we �rst consider an array of N sources, each with a general
spatial pro�le f (x j , µ j) for the jth-source, where x j de�nes the general coordinate along the
array for source j and µ j is the central position of source j. In what follows, we reserve bold
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Figure 4.2:Consider the undeformed array of N � 4Gaussian spatially pro�led sources with a standard
deviation of s � 2 and a source separation distance d � 15 shown in solid black. For a simple homoge-
neous stretching of a 1D array, Ξs → ξs � 2, the red distribution illustrates the intended behaviour of
the generator on the source probability distribution. The expected source positions shift without chang-
ing the shape of the probability distribution. The blue distribution represents the unwanted result where
the probability distribution is changed implying the nature of the sources changes according the type of
transformation considered.

typesetting for tuples. The state may be written

|Ψ(d)〉 �
N⊗

j�1

∫
dx j f (x j , µ j) â†j (x j) |0〉 j ,

�

∫
dx f (x , µ) â†(x) |0〉 ,

(4.2)

where f (x , µ) �
∏N

j�1 f (x j , µ j), â†(x) �
∏N

j�1 â†j (x j), dx �
∏N

j�1 dx j , and |0〉 � |0〉⊗N is the mul-
timode vacuum. The jth-source position vector is chosen to be symmetric about the array centre
O (see �gure 4.1) such that

µ j �

[
j − (N + 1)

2

]
d. (4.3)

For now we assume that each source is mutually independent such that they can be de-
scribed by separate Hilbert spaces. Hence the mode operators obey the commutation relations
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[â j (x), â†k (y)] � δ jkδ(x − y) and all other combinations are zero. We later relax this assumption
to allow for source overlapping.

We search for the unitary that generates the new probability distribution after a defor-
mation is applied. Describing the deforming matrix Ξ in 1D as ξ, we search for the unitary
transformation Û (ξ) that speci�cally performs the following operation:

Û (ξ) |Ψ(d)〉 �
∫

dx f (x , µ̃(ξ)) â†(x) |0〉 , (4.4)

where

µ̃ j (ξ) � µ j + ε j (ξ) � ξµ j . (4.5)

This changes the expected mean positions of the sources but does not change the source
variances. By substituting the state Eq. (4.2) into Eq. (4.4), Fourier transforming the creation
operators, and rearranging terms, we �nd

Û (ξ) â†(k)Û†(ξ) � exp

i(ξ − 1)

N∑
j�1

k jµ j


â†(k). (4.6)

This corresponds to a linear unitary Bogoliubov transformation of the mode operators in the
Heisenberg picture. To �nd the unitary that performs of this operation, we write the exponent
of the exponential in Eq. (4.6) as iϕ, such that Û (ξ) � exp[iϕÂ]. For small ϕ, Û (ξ) � 1 + iϕÂ,
we require the operator Â to be Hermitian to ensure unitarity at lowest order in ϕ. Using this
to expand Eq. (4.6) to lowest order in ϕ, we �nd the condition

[
Â, â

]
� â , (4.7)

which is satis�ed when Â is the number operator. The operation in Eq. (4.6) is then achieved
by the following form of the unitary

Û (ξ) � exp

i (ξ − 1)

N∑
j�1
µ j

∫
dk j k j n̂ j (k j)


, (4.8)

which may be veri�ed by means of the Baker-Campbell-Hausdor� (bch) identity, and where
n̂ j (k j) � â†j (k j) â j (k j) is the number operator of the jth source in mode k j . Writing the total
unitary as the product Û (ξ) � ⊗N

j�1Û j (ξ), where Û j (ξ) is the unitary that performs translations
in source j by ε j . From Eq. (3.46), the generator of changes in d due to ξ can be written as

Ĝ(ξ) � iÛ†(ξ)∂dÛ (ξ). (4.9)

Combining with Eq. (4.8) provides the �nal form of our generator,

Ĝ(ξ) � −(ξ − 1)
N∑

j�1
µ′j

∫
dk j k j n̂ j (k j), (4.10)

where µ′j � ∂dµ j � j − (N + 1)/2 � µ j/d. This generator characterises the dynamical property
of the parameterisation process of the state on ξ due to homogenous deformations, and its
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Hermiticity follows from the properties of the number operator. It has units of momentum,
which is expected since the array sources undergo individual spatial translations according to
some homogeneous expansion by factor ξ. The unitary in Eq. (4.8) may then be rewritten as

Û (ξ) � exp
[
−idĜ(ξ)

]
. (4.11)

This unitary describes the shift in expected source positions along an array, governed by some
homogeneous transformations of the array, without modifying their spatial pro�le. It is related
to the momentum translation operator. To observe this, recall Lagrange’s translation operator,

exp
[
b
∂
∂x

]
f (x) � f (x + b). (4.12)

By change of variables, we can describe a dilation operation through

y ≡ exp [x] , �⇒ x � ln
[
y
]
. (4.13)

De�ning g(y) � g(exp [x]) ≡ f (x), then

exp
[
b y

∂
∂y

]
g(y) � g(exp [b + x]) � g(exp [b] y). (4.14)

This dilates the coordinate y by a factor of exp[b]; a stretching of factor 2 requires b � ln 2.
In terms of quantum mechanical position and momentum operators, the dilation operator
is exp[ib ŷp̂y]: a rotation in phase space. To recognise the generator in Eq. (4.10) as a form of
Lagrange’s dilation operator, recall the commutation relations satis�ed by the mode operators:

[
â j , â†k

]
� δ jk , (4.15)

which are combinatorially isomorphic to (the so-called Bargmann representation)

[
∂
∂y
, y

]
� 1, (4.16)

such that

exp
[
itωâ† â

]
g(â†) � g

(
exp [itω] â†

)
. (4.17)

The form of the unitary in Eq. (4.11) implies that the change in the qfi as a result of the array
deformation may be determined from the variance of the generator [Braunstein et al., 1996].
The qfi of the deformed array is instead computed from the variance of the generator Ĝ(ξ)
with the factor (ξ − 1) in Eq. (4.10) replaced by ξ. This is a consequence of having derived the
unitary by considering the shift in expected source positions, ε j � (ξ − 1)µ j , resulting from a
homogenous deformation, ξ. In this representation, the qfi is determined entirely by Ĝ and
the initial state of the undeformed array. In the next section, we evaluate the variance of the
generator for arrays of well-de�ned classical and quantum states of light.
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4.2 Classical and quantum light sources

We consider stretching deformations of the array with a factor ξs . From the variance of the
generator, we calculate the qfi for the array of identical, stationary, and equidistant emitters
shown in �gure 4.1. We compare the performance of di�erent sources of light on the estimation
precision of d. This will identify whether di�cult-to-prepare states for enhanced precision
measurements is a useful and feasible tradeo�. We choose to work in the near-�eld regime
over the far �eld. These de�ne di�erent regions of the electromagnetic �eld around the sources
and allow the use of intensity measurements in the near �eld to estimate d as opposed to
higher-order correlation measurements in the far �eld [Oppel et al., 2012; Pearce et al., 2015].
For complete state detection, the qfi remains invariant of the regime considered. To demonstrate
this, consider complete state detection and the parameter-independent unitary, Ûff, which prop-
agates the near-�eld pure state to the far �eld: |Ψff〉 � Ûff |Ψnf〉. For a parameter-independent
unitary,

��Ψ′ff
〉
� ∂d |Ψff〉 � Ûff∂d |Ψnf〉 , (4.18)

we �nd IQ
ff � IQ

nf . Hence, for complete detection of the state, parameter estimation in both
regimes yields the same precision. This equivalence cannot be extended to the case of incom-
plete detection of the state. Such an occurrence may be modelled by considering a near-�eld
calculation comprised of source e�ciencies η < 1.

4.2.1 Single photon emitters

We start by considering N independent sources. Each is assumed to be generated deterministi-
cally with e�ciency η � 1. A photon is generated by the jth source if |1〉 j � b̂†j |0〉 j , where b̂†j
is the mode operator describing a photon with a Gaussian spatial pro�le with centre µ j and
standard deviation s 1. This requires the following form for the creation operator:

b̂†j �
1

(2πs2)1/4

∫
dx j exp

[
−(x j − µ j)2/4s2

]
â†j (x j). (4.19)

We initially assume the limit of clear separation, d � s, where each source may be considered
mutually independent. The pure state describing the jth-source ��ψ

〉
j � b̂†j |0〉 j is then described

by its own Hilbert spaceHj . De�ning the total Hilbert space byH � ⊗N
j�1Hj , then the state of

the whole array shown in �gure 4.1 may be written as the product state

|Ψ(d)〉 �
N⊗

j�1

��ψ
〉

j (4.20)

where |Ψ(d)〉 ∈ H . Since the generator of translations in d is de�ned in Fourier space, we are
required to Fourier transform the state to compute the variance (∆Ĝ)2. Using

â†j (x j) �
1√
2π

∫
dk j â†j (k j) exp

[
ix j k j

]
(4.21)

1We denote the Gaussian standard deviation of the sources as s. This distinguishes it from the permutation
element σ used in appendix E.
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and combining with Eq. (4.19), the complete state of N sources in Fourier space may be written
as

|Ψ(d)〉 �
(
2s2

π

) N
4
∫

dk exp
[
ik · µ − s2k · k

]
â†(k) |0〉 , (4.22)

where the d dependence arises in the tuple µ since µ j+1 − µ j � d. After an applied stretching of
the array about the centre O, the qfi of the deformed array of sources is determined from the
variance of the 1D generator. The expectation of the generator is zero, which is a consequence
of an odd parity integral. Physically, this is since the stretching is performed about the centre of
the array and the array does not move as a whole. This is reminiscent of the average momentum
of a particle trapped in a harmonic potential well. Hence the qfi is given by 4〈Ĝ2(ξs )〉:

〈Ĝ2(ξs )〉 �
(
2s2

π

) N
2 N∑

j�1
µ2

j

∫
dk dk′ dk′′j dk′′′j k′′j k′′′j

× exp
[
i(k − k′) · µ − s2(k · k + k′ · k′)

]
ν(k′, k′′j , k

′′′
j , k),

(4.23)

where
ν(k′, k′′j , k

′′′
j , k) � 〈0| â(k′)n̂ j (k′′j )n̂ j (k′′′j ) â†(k) |0〉 . (4.24)

The vacuum expectation value ν(k′, k′′j , k
′′′
j , k) for arbitrary N may be written

ν(k′, k′′j , k
′′′
j , k) � δ(k′′j − k′′′j )δ(k′′′j − k j)δ(k′j − k′′j )

N∏
i�1,
i, j

δ(k′i − ki). (4.25)

Substituting Eq. (4.25) into Eq. (4.23), we obtain the qfi for an array of spes stretched by factor
ξs :

IQ
spe � 4(∆Ĝ)2 �

ξ2s
s2

N∑
j�1
µ′2j �

ξ2s N (N2 − 1)
12s2

, (4.26)

where we recall µ′j � ∂dµ j . The �rst equality holds since the generator is independent of d, the
second from the variance of the generator. The third equality is from the explicit summation of
µ′j which was de�ned earlier. We note that the qfi is independent of the separation distance
d, which is welcoming since the parameter to be estimated is often outside the control of the
experimenter. A better estimate of d can be achieved by increasing the number of sources N
and the stretching factor ξs , and decreasing the intrinsic Gaussian emission uncertainty s, as
expected. The cubic dependence on N may preliminarily suggest a precision scaling which
surpasses the Heisenberg limit. However, the resource count of this physical system is de�ned
by the variance of the generator of translations in d [Giovannetti et al., 2006; Zwierz et al.,
2010, 2012b], which is not the number of photons. The physical interpretation of the resource
is di�cult to characterise. Since the qfi depends on the number of sources used and their
placement along the array, we conjecture that the resource measure is proportional to the
number of source pairings, which scales quadratically.
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4.2.2 Single photon emitters from a single Hilbert space

If we drop the requirement that d � s, then neighbouring source distributions may overlap.
The resulting qfi is expected to vary with the source separation distance. To understand
this dependence, we drop the assumption that each source can be described by a di�erent
Hilbert space. This requires di�erent commutations relations to those used earlier, where it
was assumed that each source was mutually independent. Speci�cally, we have [â(x), â†(y)] �
δ(x − y) with all other combinations being zero. The Kronecker δ is dropped since we now
associate all of the sources with the same Hilbert spaceH , which can no longer be decomposed
in a tensor product structure. These updated commutation relations allow for di�erent source
distributions to overlap and will help determine how the qfi varies with the source separation
distance. This demonstration will be made for the array of spe emitters without loss of generality.
For distinction with the qfi derived through use of the former commutation relations, we de�ne
the qfi calculated with these updated commutation relations as IQ

spe.
We start by considering a stretched array of N sources, each emitting photons determinis-

tically with a Gaussian spatial pro�le. The stretching factor about the array centre is ξs and
transforms the mean jth source position to

µ̃ j �

[
j −

(N + 1
2

)]
ξs d. (4.27)

The state describing the N sources in the near �eld is written

|Ψ〉 � 1
N

∫ ∞

−∞
dx exp



N∑
j�1

−(x j − µ̃ j)2

4s2


â†(x) |0〉, (4.28)

where â†(x) � â†(x1) · · · â†(xN ) andN is the normalisation constant.We note the subtle change
to the notation used for the vacuum state and the mode operators which now span the entire
Hilbert spaceH . This is in contrast to Eq. (4.22), where mode operators corresponding to the
jth source acted only on its associated Hilbert space. De�ning

gβα � exp

− 1
2s2

β∑
k�α

x2
k − xk (µ̃k + µ̃σ(k))


(4.29)

then

|N |2 � exp


−d2IQ
spe

2



∑
σ

∫ ∞

−∞
dx gN

1 , (4.30)

where we recall the de�nition of IQ
spe from Eq. (4.26) in the main section and σ denotes all of

the possible permutations associated with the number of sources, N . Since Eq. (4.28) is a pure
state the qfi may be determined from

I
Q
spe � 4

{
〈Ψ′ |Ψ′〉 − |〈Ψ|Ψ′〉|2

}
, (4.31)

where |Ψ′〉 � ∂d |Ψ〉. We later realise this method provides the same result for the qfi as that
determined from the variance of the generator Ĝ(ξs ), providing a convincing veri�cation.
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Noting that the normalisation constant has no dependence on the integration variable, then by
use of the following vacuum expectation value

〈0|
N∏

j�1
b̂(x j)

N∏
j�1

b̂†(x′j) |0〉 �
∑
σ

N∏
j�1

δ
(
x j − x′σ( j)

)
, (4.32)

and the permutation group identities summarised in Appendix E, we �nd

〈Ψ|Ψ′〉 � γ + e−d2IQ
spe/2

2s2 |N |2
∑
σ

∫ ∞

−∞
dx *.

,

N∑
j�1
µ̃′j x j − ds2IQ

spe
+/
-

gN
1 ,

� γ − dIQ
spe
2 + e−d2IQ

spe/2

2s2 |N |2
∑
σ



N∑
j�1
µ̃′j

∫ ∞

−∞
dx x j gN

1


,

(4.33)

where we de�ne the constant γ � γ(d ,N) � ∂d

[
ln

(
1

N

)]
. The second line used the de�nition of

the normalisation constant Eq. (4.30). To ease the notation, we denote the last term in Eq. (4.33)
as B. Similarly,

〈Ψ′ |Ψ′〉 � γ
(
γ + 2B − dIQ

spe
)
+

d2(IQ
spe)2

4 −BdIQ
spe

+ e−d2IQ
spe/2

4s4 |N |2
∑
σ



N∑
j,k�1

µ̃′σ( j) µ̃
′
k

∫ ∞

−∞
dx x j xk gN

1


.

(4.34)

We de�ne C to be the last term in Eq. (4.34). From Eq. (4.31) we get the following for the qfi

I
Q
spe � 4

(
C − |B |2

)
. (4.35)

Despite this simplicity, the evaluation of the qfi for particular values of d can only be addressed
through a numerical approach due to the sum over all permutations associated with the two
expressions involved. It has no dependence on γ, which is expected since the normalisation
constant trivially has no physical contribution to the information in the system.On the numerical
front, the simplicity of Eq. (4.35) provides a two-fold advantage. First, there are fewer terms
to evaluate. Second, this term dominates the value of all other terms which contributes the
qfi. This domination sees the resulting di�erence between 〈Ψ′ |Ψ′〉 and 〈Ψ′ |Ψ〉 to be zero. A
solution to overcome this would be to increase the working precision of the numerical analysis
at the expense of greater computational time. Identifying the cancellation of terms avoids
unnecessarily large computation times. We note that the evaluation of the qfi is reduced to
that of two terms only: B and C . However, both terms contain multidimensional integrals over
all possible permutations for any given N . The computation time to evaluate this using a brute-
force method increases rapidly with N , rendering this unsuitable. We address this by taking a
functional approach to the problem. This is possible since both terms B and C are comprised
of repeat integrals, di�ering only in the index of the source positions. For convenience, both
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terms are written here

B �
e−d2IQ

spe/2

2s2 |N |2
∑
σ

*.
,

N∑
j�1
µ̃′j

∫ ∞

−∞
dx x j gN

1
+/
-
, (4.36)

C �
e−d2IQ

spe/2

4s4 |N |2
∑
σ

*.
,

N∑
j,k�1

µ̃′σ( j) µ̃
′
k

∫ ∞

−∞
dx x j xk gN

1
+/
-
. (4.37)

Both contain repeating Gaussian integrals of the type hn �
∫ ∞
−∞ dx j xn

j g j
j . By analytically solving

and de�ning

h0 �
√
2πs2 exp



(µ̃ j + µ̃σ( j))2

8s2


,

h1 �

√
πs2

2
(
µ̃ j + µ̃σ( j)

)
exp



(µ̃ j + µ̃σ( j))2

8s2


, (4.38)

h2 �

√
πs2

8

[(
µ̃ j + µ̃σ( j)

)2
+ 4s2

]
exp



(µ̃ j + µ̃σ( j))2

8s2


.

we rewrite the terms B and C . Simplifying, we �nd that

B �

∑
σ

{∑N
j�1

[
µ̃′j (µ̃ j + µ̃σ( j))

]
exp

[∑N
k�1

µ̃k µ̃σ(k)
4s2

]}
4s2

∑
σ exp

[∑N
l�1

µ̃l µ̃σ(l)
4s2

] , (4.39a)

C �

∑
σ

*
,




∑N
j�1 µ̃

′
j µ̃
′
σ( j)

[
(µ̃ j + µ̃σ( j))2 + 4s2

]
+

∑
j,k�1,
j,k

µ̃′σ( j) µ̃
′
k (µ̃ j + µ̃σ( j))(µ̃k + µ̃σ(k))



exp

[∑N
l�1

µ̃l µ̃σ(l)
4s2

]+
-

16s4
∑
σ exp

[∑N
l�1

µ̃l µ̃σ(l)
4s2

] .

(4.39b)
The same result is reached if the calculation was repeated using instead the variance of the
generator. We �nd that the qfi from Eq. (4.35) depends only on the properties of the source
positions. This is a property of the qfi which depends only on the state. Since it contains a sum
over all possible permutations of source overlaps, a reduced analytic form is not possible and a
numerical approach is taken. The simulation results are illustrated in �gure 4.3 and indeed
show a dependence with d. As expected, for small separation distances the estimation precision
increases with increasing d. For larger source separations where neighbouring sources are spa-
tially distinct, the qfi converges to the value governed by Eq. (4.26). This mutual independence
was assumed to hold for d � s. However, we observe from �gure 4.3 that this regime is in
fact satis�ed when d ≥ 2s for all N for a unit (untransformed) stretching factor. Between these
two regimes, a small bump is observed between d ∼ (0.2 − 1.5)s. This nearest-neighbour e�ect
persists for arbitrarily large number of sources N on the array. The observed protuberance in
�gure 4.3 appears to suggest that light sources with a higher average mode occupancy may be
preferential for the estimation of d. To test this, we will next determine the precision scalings
achievable with an array of coherent and thermal states. If this proposition is found to be true,
the use of coherent and thermal states over single photon emitters in this context would give a
better estimate of d. In what follows, we shall assume each source to be mutually independent.
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Figure 4.3: The QFI with varying d in units of s, where s � 300 nm—typical of photons from quantum
dots—and ξs � 2. Photon bunching is allowed andwe note that theQFI approaches the value determined
by Eq. (4.26) for d ∼ 2ξs s. The observed bump preceding the limit of clear separation is a consequence
of photon interference arising due to all the permutations of achieving the same detection.

4.2.3 Coherent sources

The semi-classical single-mode coherent state is de�ned as

|α j〉 � exp
[−|α j |2

2

] ∑
n

αn
j b̂†nj

n! |0〉, (4.40)

where α j � r j exp[iϕ j] is the amplitude associated with the source mode j ∈ SN and b†j is the
creation operator for that mode. To encode the source separation distance d into Eq. (4.40), we
use the same mode creation operator b̂ j �

∫
dx j f (x j , µ j) â†j (x) as de�ned for the single photon

emitters, where the function f (x j , µ j) de�nes the spatial Gaussian pro�le. Assuming negligible
overlap between di�erent sources, the N–mode coherent state, |Ψ〉c � ⊗N

j�1 |α j〉, is written

|Ψ〉c � exp
[
−N |α |2

2

]
1

Nc

∞∑
n1�0
· · ·

∞∑
nN�0



N∏
j�1

(
r exp[iϕ j]

∫
dx j f (x j) â†j (x j)

)n j

n j!



|0〉,

� exp
[
−N |α |2

2

]
1

Nc

∑
{n}≥0

A (n)
∫

dxn f (x)n â†n (x) |0〉,
(4.41)

where n! � n1!n2! · · · nN !, α(x)n �
∏N

j�1 α j (x j)n j , â†n (x) �
∏N

j�1 â
†n j

j (x j), Nc � c〈Ψ|Ψ〉c is the
normalisation constant and A (n) �

∏N
j�1 rn j exp[iϕ j n j]/n j !. Applying a stretching with factor
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ξs , we can calculate the qfi of the new state from the variance of the generator yielding

IQ
Coherent �

ξ2s exp[−Nr2]
s2

∑
{n}≥0

N∏
j�1

(
r2n j

n j!

) N∑
k�1

µ′2k n2
k . (4.42)

We immediately observe that the qfi is independent of the phase ϕ j of the coherent states.
Although the qfi is a function of the state alone, this independence may be understood by
considering the phase di�erence of any two sources, ∆ϕ, at any region of space along the
near-�eld plane. A change to the phase di�erence ∆ϕ 7→ ∆ϕ + ϕ0 only occurs if any one of the
two sources contributing the phase di�erence shifts along the array. However, since

∂
∂x

(∆ϕ + ϕ0) �
∂∆ϕ

∂x
, (4.43)

any changes to the phase of each source do not contribute to the overall qfi. Any information
change is encoded in the separation distance.

A meaningful comparison with the spes requires a unit average photon number in the
N-coherent state, such that 〈n̂〉 � |α |2 � r2 � 1. For the limiting value n j → ∞ ∀ j ∈ SN ,
Eq. (4.42) takes a similar form to IQ

spe as follows

IQ
Coherent �

ξ2s N (N2 − 1)
6s2

. (4.44)

We note that the scaling with resources is similar to that of the spes, and the constant factor of 2
improvement results from the increased mode occupancy of the coherent states.

4.2.4 Thermal sources

Another class of widely occurring states in nature are the thermal states. In this section, we
replace the array of single photon sources for the classical thermal states. This would address a
comparative performance on the estimation on the source separation distance d. A thermal
state emits at all frequencies with an intensity determined by the Planck distribution. This
distribution can be considered an in�nite number of independent spectral modes [Barnett and
Radmore, 2005; Walls and Milburn, 2008]. The N-mode blackbody distribution is de�ned by

ρBb �

N⊗
j�1

ρ
j
Th �

∑
{n}≥0

cn

n!
b̂†nk |0〉〈0| b̂n

k , (4.45)

where the total spectral mode creation operator

b̂†nk �

N⊗
j�1

b̂
†n j

k j
(4.46)

is composed from the tensor product over the jth source mode operator and n! �
∏N

j�1 n j!. The
photon-counting distribution or occupancy number cn is determined from the Bose-Einstein
probability distribution and has the form

cn �

N∏
j�1

n
n j

j

(1 + n j)1+n j
, (4.47)
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where

n j �
〈
n̂ j

〉
� Tr

[
ρBbn̂ j

]
(4.48)

is the mean photon number for the jth source. The creation operator b̂†j de�nes the same
inherent Gaussian uncertainty in the position basis as that used for the coherent states. Since
the blackbody distribution is de�ned in the Fourier space, we are required to use the Fourier
transform of the �eld operator in Eq. (4.19) for a single mode. This yields

b̂†j �
(
2s2

π

)1/4 ∫
dk j â†j (k j) exp

[
k j (−k j s2 + iµ j)

]
, (4.49)

which upon substitution into Eq. (4.45) yields the �nal form of the array of thermal states ρBb.
It describes thermal states produced at positions µ j , each with an average number of photons
n j . It runs along the continuous variable k, in contrast to Eq. (4.45), which describes a discrete
combination over the di�erent Hilbert spaces associated with each source.

The qfi for multimode states becomes additive such that for the blackbody state in Eq. (4.45)
we can write

IQ
Bb �

N∑
j�1

[
IQ
Th

]
j
, (4.50)

where the sum is over the thermal modes. Since the thermal states are mixed states, the variance
of the generator provides only an upper bound to the qfi. Hence, using the full form of the qfi
in Eq. (3.53) for an arbitrary thermal state we have

IQ
Th � 4

∞∑
k�0

pk

(
∆Ĝ2

)
k
−

∞∑
k ,l�0,

k,l

8pk pl

pk + pl

���
〈
%k

���Ĝ
��� % l

〉���
2
, (4.51)

where the probabilities and eigenstates of the jth-mode thermal state ρ j
Th are given by

pk �
cnk

nk !
, ��%k

〉
j � b̂†nk

j |0〉 j . (4.52)

As expected, we �nd that the expectation of the generator is zero since a stretching of the array
does not produce a net shift of the sources about the origin O. We then �nd

IQ
Bb �

ξ2s
s2

N∑
j�1
µ′2j

∞∑
n j�0

n2
j n

n j

j

(1 + n j)1+n j
,

�
ξ2s
s2

N∑
j�1
µ′2j n j (1 + 2n j),

(4.53)

where the second equality made use of the in�nite summation identity
∑

k k2ak � a(1 + a)/(1−
a)3, since |n j/1 + n j | < 1. For a meaningful comparison with single photon emitters we take a
unit average photon number, requiring 〈n̂ j〉 � n j � 1. This gives

IQ
Bb �

ξ2s N (N2 − 1)
4s2

. (4.54)
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Figure 4.4: QCRB scaling with N for single photon emitters, coherent, thermal states, and the opti-
mally entangled state Eq. (4.59) with s � 300 nm and ξs � 2. The higher mode occupancy of thermal
states permits better estimation performance when compared with the quantum single photon emitters.
However, the optimal state remains the entangled state constructed from the eigenvectors corresponding
to the minimum and maximum eigenvalues of the generator Ĝ.

Figure 4.4 illustrates this scaling with the number of thermal sources N along the array. Earlier
studies have shown that with data post processing, higher-order correlations of independent
sources yield more information than thermal light sources [Oppel et al., 2012]. Here, we �nd
that thermal states provide a better estimate of the source separation distance for a single-shot
experiment (ν � 1) in the absence of any post-processing techniques.

The relative performance of the di�erent states as illustrated in �gure 4.4, holds if we
consider arbitrary photon number emissions by each source. This is straight forward to see
for the single photon emitters and the thermal state. In subsection 4.2.3 we derived the qfi
for a coherent state with a photon number distribution collapsed to have unit average photon
emission. We lift this limitation by considering an arbitrary number r2 of photons emitted by
each coherent source along the array. In Eq. (4.42) we had

IQ
Coherent(n̂) �

ξ2s exp[−Nr2]
s2

∑
{n}≥0

N∏
j�1

(
r2n j

n j!

) N∑
k�1

µ′2k n2
k . (4.55)

where r2 � 〈n̂〉 is the average number of photons emitted by each source. This is numerically
di�cult to compute due to the in�nite summation, but we can analytically obtain an expression.
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Figure 4.5: Contour plot of the QFI for N Nav-Fock states, coherent states and thermal states. Here we
allow the average photon emitted by each source to vary. Note that the thermal states still perform best.

De�ning the summation as

S(〈n̂〉) �
∞∑

n1 ,n2 ,...,nS�0



*.
,

N∏
j�1

〈n̂〉n j

n j!
+/
-

N∑
k�1

µ′2k n2
k


, (4.56)

then we can re-write S(〈n̂〉)

S(〈n̂〉) �
N∑

j�1



∞∑
n j�0

( 〈n̂〉n j

n j!
µ′2j n2

j

) N∏
k�0,
k, j

∞∑
nk�0

〈n̂〉nk

nk !



,

�

N∑
j�1



∞∑
n j�0

( 〈n̂〉n j

n j!
µ′2j n2

j

) N∏
k�0,
k, j

exp [〈n̂〉]



,

� exp [(N − 1)〈n̂〉]
N∑

j�1
µ′2j

∞∑
n j�0

〈n̂〉n j

n j!
n2

j ,

� exp [(N − 1)〈n̂〉]
N∑

j�1
µ′2j

(
〈n̂〉 + 〈n̂〉2

)
exp [〈n̂〉] ,

(4.57)

where we used the identity
∑∞

j j2α j/ j! � (α + α2) exp[α], which is in fact the second moment
of the Poisson distribution of the coherent states. Using the de�nition of the source expected
positions and combining with Eq. (4.55), then we have a general form of the qfi for coherent
states

IQ
Coherent(n̂) �

ξ2s (〈n̂〉 + 〈n̂〉2)N (N2 − 1)
12s2

. (4.58)

The relative comparison with arbitrary photon expectations is illustrated in �gure 4.5.
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4.2.5 Entangled states of single photon emitters and the optimal state

In this section we consider how entanglement can be used as a resource to improve the es-
timation precision for detection of spatial deformations. Since the qfi is a property of the
quantum state alone and does not depend on a particular measurement scheme, the estimation
precision is limited only by the uncertainty in the state. The optimal state de�nes the statistical
properties of the probe state which saturates the qcrb. However, it does not address the optimal
measurement strategy that should be employed to achieve this bound. We defer a discussion
of this to the next section.

Giovannetti et al. showed the optimal state to be that which entangles the states correspond-
ing to the maximum and minimum eigenvectors of the generator Ĝ [Giovannetti et al., 2011].
Speci�cally, we consider

|Ψ〉Opt �
��ψ

〉
max + ��ψ

〉
min√

2
, (4.59)

where ��ψ
〉
max is the state corresponding to the maximum eigenvalue of the generator such

that Ĝ ��ψ
〉
max � gmax ��ψ

〉
max and similarly for the state ��ψ

〉
min. Then, from the variance of the

generator we have

IQ
Opt � 4∆Ĝ2

�
(
gmax − gmin

)2 . (4.60)

From the matrix elements of the generator in the momentum Fock-basis

〈nα (kα) |Ĝ |nβ (kβ)〉 � ξsµ
′
βkαnβ (kβ)δαβ , (4.61)

where α, β ∈ SN , we see that the generator is diagonal with eigenvalues given when α � β.
Given the de�nition of the source positions in Eq. (4.3), the maximum eigenvalue corresponds
to α � N and the minimum to α � 1 when n1(k1) � nN (kN ) � N. This �nding could have
been consistently anticipated from the results obtained in the preceding sections. For the same
resource count, all of the calculations for the qfi for the di�erent sources considered contained
the term

∑
j µ
′2
j . Hence the optimal state—that which maximises the qfi—would have all N-

photons emitting from the most extremal positions about the array centre O. From this, we
construct the optimally entangled state in Eq. (4.59) by identifying

��ψ
〉
max �

∫
dxN f (x , µN )N â†N (x)N

√
N!

|0〉

��ψ
〉
min �

∫
dxN f (x , µ1)N â†1 (x)N

√
N!

|0〉
(4.62)

Then from the variance of the generator we obtain

IQ
Opt �

ξ2s N2(N − 1)2

4s2
. (4.63)

The scaling of the qcrb with N has been illustrated in �gure 4.4. As expected, it outperforms
the spes, coherent and thermal states. We note that not all entangled states reproduce a better
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performance than the classical states. To demonstrate this, consider the following simple
entangled state of spes:

��ψ(d)
〉
�
√

p ��ψ(d)
〉
odd +

√
1 − p ��ψ(d)

〉
even , (4.64)

which emits single photons from either the odd sources along the array, ��ψ(d)
〉
odd, or the even

sources, ��ψ(d)
〉
even. From the variance of the generator we obtain

IQ
e-spe �

ξ2s
s2



p
N∑

j�1,
j�odd

µ′2j + (1 − p)
N∑

j�2,
j�even

µ′2j



. (4.65)

Figure 4.6 illustrates the scaling of the qfi with N for di�erent values of p. For p � 0 (p � 1), it is
preferred to have an odd (even) number of sources to maximise the qfi. The di�erence observed
for varying p becomes negligible for large N . A precision enhancement with entangled states is
better achieved if the state is prepared such that the N-photons are distributed with maximal
distance.Speci�cally, we note that for a maximally entangled state p � 1/2, Eq. (4.65) reduces to

IQ
e-spe �

1
2I

Q
spe. (4.66)

Hence, entanglement as a resource does not necessarily always provide precision enhancements.
This is reminiscent of separate studies in both optical imaging and quantum computing where
entanglement was necessary but insu�cient in providing performance enhancements [Gottes-
man, 1997; Tsang, 2008]. While the entangled state introduced by Giovannetti et al. remains
optimal, it is constructive to acknowledge the increasing number of researchers who consider
entanglement unnecessary to achieve resolutions beyond the di�raction limit [Tilma et al., 2010;
Braun et al., 2018].

4.3 Optimal estimator
An optimal estimator is one that saturates the qcrb in the asymptotic limit of large samples.
From chapter 3 we saw that it corresponds to a minimisation of the covariance of the estimator.
We �rst consider intensity measurements. If found to be optimal, we expect the classical Fisher
information (cfi) for photon number counting to become identical to its corresponding qfi.

We start by �nding the cfi for the stretched array of N independent spes with η � 1. The
detector is placed in the near �eld and is discretised into M pixels, which covers the entire
spatial extent of the array. For some state ρ(d) incident on the detector, the measurement is
generally described by a positive operator-valued measure povm. Intensity measurements of
the state are most common in imaging and can often be described by operators which are
diagonal in the Fock basis. Hence we write the probability distribution of number counting at
each pixel as

p(n1 , . . . , nM) � Tr
[
ρ(d) |n1〉 〈n1 | ⊗ · · · ⊗ |nM〉 〈nM |] ,

� Tr
[
ρ(d) ��~n

〉 〈
~n��

]
, (4.67)

� ��〈~n |ψ(d)〉��2 ,
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Figure 4.6: Scaling of the QFI with N for the entangled single photon emitter state (4.64) for di�erent
p and s � 300 nm. This demonstrates that entanglement does not generally provide enhancements to
parameter estimates.

where we use the notation ~n to de�ne vectors spanning the Hilbert space of the detector. We
note that the form of the probability distribution in Eq. (4.67) is motivated by photon counting
and the separable form of the single photon emitter state. Since we assume the sources to be
well separated, then in the near �eld it is unlikely that more than one photon is detected at the
same pixel. This truncates the Fock basis of each of the sources to values in the set nk ∈ {0, 1}
for all k ∈ SM . Hence we �nd that

p(~n |d) �
N∏

j�1

��� f (x j , µ̃ j)
���
2
, (4.68)

where f (x j , µ̃ j) de�nes a normalised Gaussian centred on µ̃ j and standard deviation s. We
then obtain

IC
spe �

∫
dx

1
p(~n |d)

(
∂p(~n |d)
∂d

)2
�
ξ2s N (N2 − 1)

12s2
(4.69)

for the near-�eld cfi. We �nd that the cfi is equal to the qfi, since the probability distribution
in Eq. (4.68) is the same as that describing the state ρ(d) of the array of spes. This equivalence
implies that photon-number counting in the near �eld is the optimal measurement strategy
which saturates the qcrb. To examine this statement further, we recall that the optimal observ-
able is given by the eigenbasis of the sld for single-parameter estimations. Since for pure states
ρ(d) � ρ(d)2, then from the implicit de�nition of the sld, we have [Fujiwara and Nagaoka,
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1995]

L̂ (d) � 2∂dρ(d). (4.70)

The optimal estimator then becomes

Ô(d) � d1 + 12
ξ2s N (N2 − 1)

N∑
j�1
µ′j

∫ ∞

−∞
dx dx′ f (x) f (x′)

(
x j + x′j − 2µ j

)
â†(x) |0〉 〈0| â(x′).

(4.71)

To check the optimality of the estimator, we con�rm that its variance reproduces the in-
verse of the qfi for a single-shot experiment ν � 1. For shorthand, we rede�ne Eq. (4.71) as
Ô(d) � d1 + Q̂, where the �rst term ensures that the estimator is unbiased since Tr[Ô(d)ρ(d)] �
d. From

Ô(d)2 � d(Ǒ(d) + Q̂) + Q̂2 (4.72)

and since the expectation of the sld is zero, we have

〈Ô(d)2〉 � d2 +
〈
Q̂2

〉
. (4.73)

From this we �nd the characteristic condition for any optimal estimator: ∆Ô(d)2 � 1/IQ
spe. We

also observe that the sld is a function of the source distribution and describes interference e�ects
between di�erent sources along the array. Surprisingly, the form of the estimator in Eq. (4.71)
has o�-diagonal elements in the number basis, which suggests that intensity measurements
along the near �eld are not the only optimal strategy. The existence of a second optimal estimator
that is not photon number counting motivates an open question into the uniqueness of optimal
measurements. A possible cause for this may be the degeneracy of the eigenstates of the
generator.

4.4 Discussion and summary
In this chapter, we applied the theory of quantum estimation to an array of identical, station-
ary and equidistant emitters each with an intrinsic spatial Gaussian uncertainty pro�le. The
quantum Fisher information (qfi) has been used as the �gure of merit for the estimation of
the source separation distance d in the near �eld. We compare the estimation performance of
di�erent classical and quantum light sources. In order to e�ciently report this comparison, we
derive the generator Ĝ responsible for changes in d due to a general spatially homogeneous
deformation ξ applied to the array. These deformations change the expected mean positions of
the sources, leaving the source variances invariant. Each source was assumed to be mutually
independent and was treated in its individual Hilbert space.

First, to quantify when the mutual independency of sources is valid and observe the
dependence of the qfi on d, we allow for source overlaps. Calculating the qfi for an array of
spes, we found that a numerical approach is necessary to �nd the qfi. The qfi was observed
to initially increase with d until d ∼ ξs s/4 after which it settles to the value consistent with
those determined for d � s. In between these two regimes, we �nd that the qfi peaks slightly
above that predicted when d > 2s. This is a nearest-neighbour e�ect and remains for arbitrary
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d � 2s

Figure 4.7: Illustration of separation distance required for mutually independent sources. The white
distribution is the joint spatial probability distribution.

N . Figure 4.7 illustrates the total spatial distribution from two neighbouring sources that are
considered well-separated by a distance d � 2s. These results gave an indication that a source
with higher average mode occupancy is favoured in this context for the estimation of d. With
this insight, we explored the estimation performance of di�erent classical and quantum states
with the assumption of mutual independency.

We considered arrays of single photon emitters as well as coherent, thermal, and entangled
light sources and conveniently summarise the following results:

IQ
Bb �

ξ2s N (N2 − 1)
4s2

�
3
2I

Q
Coh � 3IQ

spe � 6IQ
e-spe. (4.74)

The photon number distributions for the blackbody and coherent states were set to one for fair
comparisonwith the single photon emitters. Interestingly, we �nd that highermode occupancies
of the classical sources provide better estimates of d than single photon emitters. This is
contrary to what may have been expected from earlier work, where higher-order correlations
of single photon sources yield more information than thermal light sources. However, unlike
this previous work, no post selection of data was used here. The scalings determined here
are based on the maximal information content in the state. We demonstrated that the relative
performance of di�erent states, summarised in Eq. (4.74), holds if we consider arbitrary photon
number emissions by each source.

The preference of classical sources in this context was found to be misleading. By using
the entanglement resource between the sources carefully, we �nd that it provides a precision
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enhancement. By constructing the optimal state which entangles the eigenstates corresponding
to the maximum and minimum eigenvectors of the generator Ĝ, we found

IQ
Opt �

ξ2s N2(N − 1)2

4s2
. (4.75)

Physically the optimal state is found to be an extension of the noon state. It is a superposition
of all N photons emitted from the most extremal positions about the array centre O.

To address the optimal measurement scheme that saturates the qcrb, we �rst considered
calculating the classical Fisher information for intensity measurements. Since we found it is
equivalent to the qfi, photon number counting is found to be optimal. From the eigenbasis
of the symmetric logarithmic derivative, we �nd the existence of a second optimal estimator,
which is not photon counting. To support our claim of its optimality, we con�rm that it is
unbiased and bounded by the quantum Fisher information. The existence of multiple optimal
estimators motivates an open question into the uniqueness of optimal measurements.

The work in this chapter permits the precise evaluation of deformed coordinates of the
quantum emitters and allows for corrective measures to negate their e�ects. This would �nd
applications in evaluating stresses and strains and fracture prevention in materials expressing
great sensitivities to deformations, and in selecting a particular quantum source distinguished
by its frequency from an array of references or di�ering sources. Further research will consider
the e�ect of incomplete detection of the state on the estimation precision, treatment of source
e�ciencies, temporal jitters, non homogeneous deformations in higher dimensions, and far-�eld
detection.
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Multi-parameter estimations with arbitrary Hamiltonians

I n this chapter we present a framework for the detection and estimation of deformations
applied to a grid of sources. Quantummetrology for grid deformations provides an ideal
testbed to examine multi-parameter estimations for arbitrarily parameterised channel
evolutions with generally non-commuting Hermitian generators. We generalise the local

generator of translations for deformation parameters to multi-parameter estimations and use it
to explore how well di�erent deformations can be detected and corrected for. This approach
holds for any deformation.We explore the application of our theory to the set of a�ne geometry
maps. Both the con�guration of the grid and the properties of the sources help to maximise the
sensitivity of the qfim to changes in the deformation parameters. For the non-multiplicative
Hamiltonian parameterisations resulting from grid rotations about any chosen axis, the qfi
can be made independent of the rotation angle, ϑ, for speci�c source properties and grid
con�gurations. The quantum Cramér-Rao bound is then attainable without the use of adaptive
strategies.

5.1 Generator formalism for quantum metrology
In this section we review the generator formalism of the qcrb. We �nd that the qfim and hence
the qcrb depends on only the initial probe states through the generator of translations in the
parameters ϕ. A natural question that arises concerns the form of the generator. Hamiltonians
which are parameterised by simple multiplicative factors have received much of the atten-
tion in this �eld [Braunstein and Caves, 1994; Kolenderski and Demkowicz-Dobrzański, 2008;
Holevo, 2011; Vaneph et al., 2013]. In this case, the generator of translations are parameter
independent and are just the Hamiltonian. In this work, we consider more general forms of
parameter-dependent generators due to its wider applicability in quantum parameter estima-
tions. This arises when the parameters appear as di�erent orders in the eigenvalues and/or
eigenvectors decomposition of the Hamiltonian. This scenario is less developed, with a few
authors considering general parameterisations of Hamiltonians. With this motivation, in sub-
section 5.1.1 we generalise the approach developed by Pang and Brun [Pang and Brun, 2014],
and Wilcox [Wilcox, 1967] to derive the form of the generator for arbitrary Hamiltonian pa-
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rameterisations for multi-parameter estimations. Once the form of the generator is established,
we are able to determine the multi-parameter qfim. How this is achieved is summarised in
subsection 5.1.4.

5.1.1 Multiparameter generators for arbitrary parameterisations

Consider evolving a quantum state ρ(0) by some systemHamiltonian, Ĥ (ϕ). For the archetypal
quantum estimation channel, the input probe state evolves according to

Λ[ρ(0)] � Û (ϕ)ρ(0)Û†(ϕ) (5.1)

with

Û (ϕ) � exp
[
−iĤ (ϕ)

]
≈ exp

[
−iĜδϕ> + O(ϕ2)

]
, (5.2)

where we assume that we can linearise the unitary in ϕ1. Our objective is to �nd the form
of the generator Ĝ such that the unitary can be written approximately in the form shown in
Eq. (5.2). The initial probe state is chosen so as to maximise its sensitivity to changes in ϕ.
Under in�nitesimal changes to the parameterisation, this sensitivity may be characterised by
the following Taylor expansion to second order of the evolving unitary

Û (ϕ + δϕ) ≈ Û (ϕ) + ∇ϕÛ (ϕ)δϕ> + 1
2δϕHδϕ> , (5.3)

where the parameter derivative vector, ∇ϕ, and Hessian matrix, H , have the elements
[
∇ϕÛ (ϕ)

]
j
� ∂jÛ,[

H (ϕ)
]

jk � ∂j
[
∇Û (ϕ)

]
k
� ∂2jkÛ (ϕ),

(5.4)

with ∂j � ∂/∂ϕ j and ∂2jk � ∂2/∂ϕ j∂ϕk . The parameter derivative vector, ∇ϕ, di�erentiates the
unitary matrix with respect to each element of ϕ, which may generally correspond to di�erent
physical observables. This is a subtle, but important distinction with the gradient vector that
di�erentiates a function with respect to di�erent elements of ∇, which correspond to the same
observable. To maintain full generality, we do not specify ϕ at this stage. Hence, we are unable
to de�ne the inner product of the operators in Eq. (5.4) to determine their Hermitian conjugate.
Hence, we write

Û (ϕ + δϕ)† ≈ Û†(ϕ) +
(
∇ϕÛ (ϕ)

)†
δϕ> + 1

2δϕH†δϕ> , (5.5)

For unbiased estimators, the average of the estimated data will yield the true value ϕ in
the asymptotic limit. The general objective of �nding a measurement and estimator with
highest sensitivity to small variations in ϕ then justi�es taking the approximation ‖Rδϕ‖ � 1,
where the risk matrix R ensures dimensional consistency. This implies that we may make the
approximation δϕHδϕ> ≈ 0, such that the unitary in Eq. (5.3) and Eq. (5.5) may be truncated
to �rst order in δϕ. By considering the sensitivities of the initial probe state to in�nitesimal
changes in ϕ, we are able to �nd the generator of translations in ϕ. Hence,

ρ(ϕ + δϕ) �
(
1 + ∇Ûδϕ>Û†

)
ρ(ϕ)

(
1 + Û∇Ûδϕ>

)
,

≈ exp
[
−iĜδϕ>

]
ρ(ϕ) exp

[
iĜ†δϕ>

]
,

(5.6)

1The assumption of linearising the unitary transformation, Û, in ϕ can always be realised.
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where elements of the local generator of parameter translations Ĝ are given by
[
Ĝ(ϕ)

]
j
� Ĝ j � i[∂jÛ (ϕ)]Û†(ϕ). (5.7)

The derivative of the exponential operator Û is given by Duhamel’s formula [Wilcox, 1967]

∂jÛ � −i
∫ 1

0
dα exp

[
−i(1 − α)Ĥ

]
∂jĤ exp

[
−iαĤ

]
,

� −iÛÂ j � −iÂ jÛ,
(5.8)

where Â j (ϕ) is a Hermitian operator de�ned by the integral equation determined fromEq. (5.8).
By combining Eq. (5.8) with Eq. (5.7), we �nd an integral equation representation for the
generator of translations

Ĝ j � Â j �

∫ 1

0
dα exp

[
−iαĤ

] (
∂jĤ

)
exp

[
iαĤ

]
. (5.9)

A number of properties of the local generator immediately follow from this. First, its Hermicity
can be con�rmed from Eq. (5.9) which is demanded for the state evolution expressed in Eq. (5.6)
to remain valid. To show this, we require knowledge of (∂jĤ )†. Since Ĝ j governs local dynamics
in ϕ j we write

i∂j ��ψ
〉
� Ĝ j ��ψ

〉
. (5.10)

Spectrally decomposing Ĥ using the complete orthonormal basis {p j , |ψ j〉}, di�erentiating
with respect to ϕ j and using Eq. (5.10) we recover the Von Neumann equation

dĤ
dϕ j

� ∂jĤ − i
[
Ĝ j , Ĥ

]
. (5.11)

The �rst term is the eigenvalue dependence on the parameter and is Hermitian. Since we
have (∂jĤ )† � ∂jĤ then the Hermicity follows. Second, we notice that Ĥ is not necessarily
equivalent to Ĝϕ> in general as expected. An equality is only valid when the Hamiltonian
has multiplicative dependence on the parameters ϕ. Speci�cally, for Hamiltonian tomography
Ĥ (ϕ) �

∑
j ϕ jĤj , we recover Ĝ j � Ĥj . Third, despite our second observation, it is clear from

Eq. (5.8) that the generator of translations in ϕ j commutes with the unitary describing the
channel evolution, [Ĝ j , Û] � 0. This maintains conservation of the physical observable corre-
sponding to the generator. Further, the generators of di�erent parameters do not commute in
general.

5.1.2 Solving the integral equation for the generator

In this subsection, we want to solve the integral operator Eq. (5.9) to �nd a solution for Ĝ j .
Doing so will yield the generator for arbitrary Hamiltonian parameters and will allow the
calculation of the qfi. Our approach to solving the integral operator equation for Ĝ j , is to use
the Baker Campbell Hausdor� (bch) identity on the integrand. This will represent the solution
as an in�nite series of nested commutators between the Hamiltonian Ĥ and its derivative ∂jĤ .
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Note that this approach is generally better suited for perturbative solutions for in�nite series.
The bch for a Hermitian operator B̂ and arbitrary operator Â reads

exp
[
µB̂

]
Â exp

[
−µB̂

]
� Â + µ

[
B̂, Â

]
+
µ2

2!
[
B̂,

[
B̂, Â

] ]
+ . . . ,

�

∞∑
n�0

µn

n! C(n)
B̂

(Â),
(5.12)

for some µ ∈ C and where we have de�ned C(n)
B̂

(Â) as the nth–order nested commutator of
Â and B̂ (note the subscript n does not refer to a power). Using Eq. (5.12) to re-express the
integrand of Eq. (5.9) and performing the integration, we obtain

Ĝ j � Ĥj − i
2!

[
Ĥ , Ĥj

]
− 1

3!
[
Ĥ ,

[
Ĥ , Ĥj

] ]
+ . . . ,

�

∞∑
n�0

(−i)n

(n + 1)!C
(n)
Ĥ

(
Ĥj

)
,

� g
[
−iCĤ

] (
Ĥj

)
,

(5.13)

where Ĥj � ∂jĤ and where we de�ned the generating function of the expansion coe�cients
in Eq. (5.13) as

g[t] �
exp [t] − 1

t
. (5.14)

Eq. (5.13) is a series solution for the local generator of translations for the parameter [ϕ] j . It
reproduces the adjoint action series of Duhamel’s formula in Eq. (5.8). Operationally, since
it depends only on the operator Ĥ , we should expect to be able to write the generator in
terms of the eigenvalues and eigenvectors of Ĥ . Hence, we consider the following spectral
decomposition of the Hamiltonian: assume that Ĥ has ng unique eigenvalues, each with value
E j , j ∈ {1, 2, . . . , ng } and degeneracy d j such that the corresponding eigenvectors are |E(k)

j 〉,
k ∈ {1, 2, . . . , d j } satisfying 〈E(β)

α |E(δ)
γ 〉 � δαγδβδ. The Hamiltonian is then diagonal in this basis,

and we write

Ĥ (ϕ) �
ng∑
j�1

d j∑
k�1

E j (ϕ)
����E

(k)
j (ϕ)

〉 〈
E(k)

j (ϕ)
���� , (5.15)

wherewe allow both the eigenvalues and eigenvectors to depend onϕ. Then, from its derivative,
we have

Ĥj �

ng∑
k�1

d j∑
l�1

[
∂jEk

���E
(l)
k

〉 〈
E(l)

k
��� + Ek∂j

(���E
(l)
k

〉 〈
E(l)

k
���
)]
. (5.16)

Using the resolution of the identity and the orthonormality criterion of the projectors of the
Hamiltonian, the nth–order nested commutator of Ĥ and Ĥj becomes

C(n)
Ĥ � −

∑
a ,b ,c ,d

(Ea − Ec)n+1 ���E
(b)
a

〉 〈
E(b)

a
���∂jE

(d)
c

〉 〈
E(d)

c
��� ,

� −
∑

a ,b ,c ,d

(Ea − Ec)n+1Âa ,b ,c ,d ,
(5.17)
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for n ≥ 1, where we have collected all summations under the same sign for brevity, although
they are paired such that a , c sum over distinct eigenvalues and b , d sum over the eigenvector
degeneracies for eigenvaluesEa ,Ec respectively, and,wherewe introduce theweighted projector

Âa ,b ,c ,d �

〈
E(b)

a
���∂jE

(d)
c

〉
Γ̂(bd)

ac , (5.18)

for brevity. Clearly then the nth-order nested commutators captures the dynamics resulting
from the eigenvectors dependence on ϕ. The zeroth-order nested commutator is, by de�nition,
the derivative of the Hamiltonian, written in Eq. (5.16). By inspection the �rst term of Ĥj
reproduces the eigenvalue contribution to the local generator of translations Ĝ j written in the
main body of the text. By use of the resolution of the identity, the eigenvector dependence of
Ĥj (second term) is in fact the result obtained by C(0)

Ĥ , such that

Ĥj �

ng∑
k�1

∂jEk P̂k + C(0)
Ĥ , (5.19)

where we introduced the projector P̂k �
∑

j |E( j)
k 〉 〈E

( j)
k | onto the Ek-eigenspace of Ĥ (ϕ). Our

task now is to generate an expression for the eigenvector dependence of the generator (the
sum over nth-order nested commutators), so we temporarily omit the �rst term of Ĥj . Then,
combining the result of the nth-order nested commutators in Eq. (5.17) and Eq. (5.19) with the
series solution of the generator in Eq. (5.13), we have

Ĝ j (ϕ) �
ng∑
k�1

∂jEk P̂k + i
∑

a ,b ,c ,d

*
,

∞∑
n�0

[−i(Ea − Ec)]n

n! − 1+
-
Aa ,b ,c ,d ,

�

ng∑
k�1

∂jEk P̂k + i
∑

a ,b ,c ,d

(
exp[−i(Ea − Ec)] − 1

)Aa ,b ,c ,d ,

(5.20)

where we write the proportionality to indicate our omission of the term with eigenvalue
dependence. By use of the identity

exp[−i(Ea − Ec)] − 1 � −2i exp
[
− i(Ea − Ec)

2

]
sin

[ (Ea − Ec)
2

]
, (5.21)

and including the eigenvalue dependence, we arrive at the following form of the local generator
of translations:

Ĝ j (ϕ) �
ng∑
k�1

∂jEk P̂k + 2
∑
k,l

dk∑
m�1

dl∑
n�1

exp [−i(Ek − El)/2]

× sin
[ Ek − El

2

] 〈
E(n)

l
���∂jE

(m)
k

〉 ���E
(m)
k

〉 〈
E(n)

l
��� .

(5.22)

This is a generalisation of the result obtained by Pang and Brun [2014] to multiple parame-
ters. We will review the method they used to show this in the next subsection. Checking for
consistency, we verify that for phase-like Hamiltonians we obtain the expected multiplicative
factors of the parameters Ĝ(ϕ) � ϕ

∑
k Ek P̂k � ϕĤ , and, that the generator is Hermitian. This

circumvents common methods, such as restricting the domain of the parameters ϕ, or multi-
plying by the imaginary unit, to ensure Hermiticity or self-adjointness of operators. Further, we
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observe that the generator has two distinct parts. The �rst part is due to the dependence of the
eigenvalues on ϕ j and the second due to the dependence of the eigenstates on ϕ j . We expect
the qfi to exhibit this same feature. Increasing the channel qfi can be achieved by enhancing the
sensitivity of the generator through additional terms in the Hamiltonian Ĥ [Fraïsse and Braun,
2017]. Speci�cally, for time evolutions with parameter independent eigenvalues, Eq. (5.15)
exhibits a periodic time dependence of the channel qfi [Pang and Brun, 2014]. Generally, this
alone does not saturate the Heisenberg limit precision, but has been shown to with use of
feedback controls [Yuan and Fung, 2015; Yuan, 2016]. A key di�culty of �nding the generator
can be observed from Eq. (5.15), which requires the spectral decomposition {E j , |E(k)

j 〉} of the
Hamiltonian Ĥ . For large dimensional systems, obtaining this spectrum is in general a di�cult
problem. This in general can not be circumvented as we will see in the next subsection. This
di�culty in fact plagues the calculation of the qfi in any chosen formalism.

5.1.3 Alternative approach

In this subsection, we look at an alternative method to solve the integral operator equation for
the local generator of translations in ϕ j , which achieves the the same result as the previous
subsection. We follow the method �rst proposed in [Wilcox, 1967; Pang and Brun, 2014]
to show it agrees with our result for multi-parameter estimation. This method recasts the
integrand Y(α) of Eq. (5.9) as a �rst order di�erential equation and introduces the super-
operator Ĥ [Y(α)] � [Ĥ ,Y(α)].

De�ning the integrand as Ŷm (β), then we have the �rst order di�erential equation

∂βŶm (β) � −i
[
Ĥ , Ŷm (β)

]
� −iĤ

[
Ŷm (β)

]
, (5.23)

where Ĥ is the Hermitian superoperator of Ĥ de�ned by Ĥ [Ô] � [Ĥ , Ô], and the initial
condition is Ŷm (0) � ∂mĤ . To recover our result from the previous section, we consider the
same spectral decomposition of the Hamiltonian to solve Duhamel’s formula. In Eq. (5.15),
we de�ned the Hamiltonian Ĥ to have ng unique eigenvalues E j , j ∈ {1, 2, . . . , ng }, with
degeneracies d j , and corresponding eigenvectors |E(k)

j 〉, k ∈ {1, 2, . . . , d j }. Hence, we write the
superoperator Ĥ as

Ĥ (ϕ) �
ng∑

k ,l�1

dk∑
i�1

dl∑
j�1
λ

(i j)
kl (ϕ)Γ̂(i j)

kl (ϕ), (5.24)

with

λ
(i j)
kl (ϕ) � Ek (ϕ) − El (ϕ), Γ̂

(i j)
kl (ϕ) � ���E

(i)
k (ϕ)

〉 〈
E( j)

l (ϕ)��� , (5.25)

and where the projectors satisfy Γ̂(αβ)
kl Γ̂

(γδ)
mn � δlmδβγΓ̂

(αδ)
kn . We can now solve the �rst order

operator di�erential Eq. (5.23) in this basis by writing Ĥ [Ŷm (β)] � λ(i j)
kl Ŷm (β) and using the

initial condition

Ŷm (0) � ∂mĤ �

ng∑
k ,l

dk∑
i

dl∑
j

Tr
[
Γ̂

(i j)†
kl ∂mĤ

]
Γ̂

(i j)
kl , (5.26)
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to obtain

Ŷm (β) �
ng∑
k ,l

dk∑
i

dl∑
j

Tr
[
Γ̂

(i j)†
kl ∂mĤ

]
Γ̂

(i j)
kl exp

[
−iλ(i j)

kl β
]
. (5.27)

Note that the zero eigenvalues of the superoperator occur when k � l with degeneracy r �
∑

j d2
j .

From the de�nition of Ĥ in Eq. (5.15) and the properties of the projectors Γ̂(i j)
kl ,

Tr
[
Γ̂

(i j)†
kl ∂mĤ

]
�




(∂mEk )δi j for k � l
(Ek − El)〈E( j)

l |∂mE(i)
k 〉 for k , l

. (5.28)

Substituting Eq. (5.27) for the integrand of Eq (5.9) and conducting the integration, we obtain
the form of the local generator:

Ĝ j (ϕ) �
ng∑
k�1

∂jEk P̂k + 2
∑
k,l

dk∑
m�1

dl∑
n�1

exp [−i(Ek − El)/2]

× sin
[ Ek − El

2

] 〈
E(n)

l
���∂jE

(m)
k

〉 ���E
(m)
k

〉 〈
E(n)

l
��� ,

(5.29)

where we recall that P̂k �
∑

j |E( j)
k 〉 〈E

( j)
k |. This is in exact agreement with the result obtained in

the previous subsection.

5.1.4 Quantum Fisher information matrix

In this subsection, we summarise the form of the qfim required for multi-parameter estimations
with generalised Hamiltonian evolutions. We will then be able to use these results for what
follows. We start by considering the spectral decomposition of the evolved probe state

ρ(ϕ) �
D∑

j�1
% j (ϕ) ���% j (ϕ)

〉 〈
% j (ϕ)��� , (5.30)

where D � dim[supp(ρ(ϕ))] is the dimension of the support of ρ(ϕ). We generalise the result
for the qfi in [Liu et al., 2014] to multiple parameters

[
I

Q
]

mn
�

D∑
j�1

4% j
[
Cov

(
~∂m , ~∂n

)]
j
−

D∑
j,k

8% j%k

(% j + %k )

〈
% j

���
~∂m

��� %k

〉 〈
%k

���
~∂n

��� % j
〉
, (5.31)

where {m , n ∈ Z|1 ≤ m , n ≤ D} de�ne the elements of the qfi matrix elements, the arrows
above the derivatives indicate the direction of operation, such that (~∂j ��%k

〉
)† �

〈
%k �� ~∂ j , and the

covariance matrix of the generators on the jth-eigenstate of the initial state in Eq. (5.31) is
de�ned as

[
Cov

(
~∂m , ~∂n

)]
j
�
1
2
〈
% j

���
(
~∂m
~∂n + ~∂n

~∂m
) ��� % j

〉
−

〈
% j

���
~∂m

��� % j
〉 〈
% j

���
~∂n

��� % j
〉
. (5.32)

Despite unitary evolution of the probe, the qfimmay depend on the parametersϕ, IQ
� I

Q(ϕ).
We can easily re-write the qfim in terms of the generator by realising that

|∂j%(ϕ)〉 B ∂jÛ (ϕ) ��%(0)
〉
� −iĜ j ��%(ϕ)

〉
. (5.33)
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Given the Hermicity of the generators, it su�ces to replace both ~∂ j and ~∂j with Ĝ j in Eq. (5.31)
to obtain a general qfim for arbitrary unitary channel evolutions. This is the form of the qfim
used in this work. We also observe that only for pure states, the qfim can be written as the
covariance matrix of the generators

[
I

Q
]

mn
� 4Re

[〈
%��ĜmĜn ��%

〉 − 〈
%��Ĝm ��%

〉 〈
%��Ĝn ��%

〉]
. (5.34)

Note that although the form of the qfim in Eq. (5.31) holds for probe states of arbitrary ranks,
diagonalising a Hamiltonian of increasing rank is generally increasingly di�cult.

Recall from chapter 3 that we can intuitively relate the Hamiltonian formalism of the qfim
written in Eq. (5.31) to the sld formalism. We note from the implicit de�nition of the sld
that it describes dynamics of the system ρ(ϕ). Unitary dynamics are generally given by the
von-Neumann equation

[∂jρ(ϕ)]kl � (∂j%k )δkl + (% l − %k )〈%k |∂j% l〉. (5.35)

where we de�ned [∂jρ(ϕ)] jk B 〈% j |∂jρ(ϕ) |%k〉, used the fact that ∂j 〈%k |% l〉 � 0, and where we
have dropped explicit dependence on ϕ on the rhs. Similarly, by decomposing the implicit
de�nition of L in the eigenbasis of the state and combining with Eq. (5.35), we obtain

[L j]kl �
2(∂j%k )δkl

%k + % l
+
2(%k − % l)〈∂j%k |% l〉

%k + % l
, (5.36)

where |∂j%(ϕ)〉 B ∂jÛ (ϕ) ��%(0)
〉
.

To conclude this section, we have provided a generalisation of the generator for multipa-
rameter estimations. With this, the qfim can be used as a �gure of merit from in Eq. (5.31) and
the sld in Eq. (5.36) to determine the optimal observables. In the next section, we address how
the grid con�guration can be chosen to enhance the sensitivity of the qfim.

5.2 Quantum metrology of grid deformations

In this section, we apply the Hamiltonian formalism introduced in the previous section to
determine how well di�erent spatial deformations of grids of photon emitters may be detected.
One method of gauging how well deformations may be detected is to estimate the change in
source positions by tracking changes to the emitted signature of the grid. We use the qcrb
as the metric that describes the performance of our ability to estimate di�erent deformations
introduced to the grid and to de�ne the ultimate theoretical precision bounds. This problem is
isomorphic to source localisation which has been of considerable interest in the literature [Mo-
erner, 2007; Fairhurst, 2011; Tsang, 2015; Sidhu and Kok, 2017]. In the following, we work in the
near-�eld regime, which de�nes the region of the electromagnetic �eld adjacent to the sources.
This omits the need to propagate the emitted �eld to an alternative far-�eld region, allowing
us to better concentrate on the source localisation problem.

Consider a two dimensional grid of Nt photon emitters arranged in a N ×M con�guration
with N (M) the number of sources along the x (y) direction. This grid con�guration is illustrated
in �gure 5.1 for N � 3 and M � 2. Homogenous deformations introduced to the grid of sources
will a�ect the expected mean positions of each source, not their covariances. By tracking these
changes, we aim to estimate the type of deformation the grid has been subjected to. The expected
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Figure 5.1: A grid of Nt � 6 sources distributed in a 3 × 2 con�guration, each with bi-variate Gaus-
sian spatial pro�les and source separation distances dx � 4, dy � 4 (arbitrary units). The projected
probability distributions onto the xz and yz planes are illustrated by P(x) and P(y) respectively. We
assume that the sources are independent and identically distributed (IID) such that covariance matrix
of the emitted light in the near �eld is diagonal in the chosen basis. Any deformations introduced to this
grid a�ects only the expected positions of the emitters whilst preserving the source covariances. This is
demanded since any deformations should not change the emitters nature.

position of the jth source, µ j � (µ jx , µ jy )>, j ∈ {1, 2, . . . ,Nt }, is chosen to be symmetric about
the grid centre O such that

µ jx �

[
Mod

[
j − 1,N

] − (N − 1
2

)]
dx ,

µ jy �

[⌈
j

N

⌉
−

(M + 1
2

)]
dy ,

(5.37)

where Mod[a , b], {a , b} ∈ R, de�nes the modulo operation that returns remainder of the
division a/b, dae � Ceiling[a] returns the smallest integer that is greater than or equal to a,
dx and dy de�ne the source separation distance in the x and y direction respectively. The
convention chosen for labelling emitters j is from bottom left to top right, with increasing j
running along the rows. We now assume that the jth-source emits n j photons, each with a
bi-normal spatial distribution with mean position µ j and covariance matrix Σ j . In what follows,
we reserve bold typesetting for tuples. Then, the distribution of each emitted photon may be
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described by the �rst and second moments according to

f (r j , µ j) �
1

2π |Σ j |1/2 exp
[
−12 (r j − µ j)

>Σ j (r j − µ j)
]
, (5.38)

where

Σ j � *
,

s2jx
rs jx s jy

rs jx s jy s2jy

+
-
, µ j �

(
µ jx , µ jy

)>
, (5.39)

and r is the correlation coe�cient between x and y. The pure state describing the emitted light
from the initial undeformed grid of Nt iid sources in the near �eld may then be written as

|Ψ(0)〉 �
∫

dRn f (R,M )n/2 â†(R)n |0〉 , (5.40)

where dR �
∏Nt

j�1 dr
n j

j , f (R,M )n �
∏Nt

j�1 f (r j , µ j)
n j is the mode function with which the state

is normalised, |0〉 � |0〉⊗Nt is the global vacuum state (i.e., no excitations in any mode), and,
â†n (R) �

∏Nt
j�1 â

†n j

j (r j) is the multimode creation operator composed of tensor products of
creation operator on the Fock space of the jth source, â†j (r j). These creation operators do not
have explicit time dependence. From its Heisenberg equation of motion, we may write the
position dependent creation operator as

b̂†j (r j) �
∫

dk j â†j (k j) exp
[
ir j k j

]
. (5.41)

Substituting Eq. (5.41) into Eq. (5.40) and using the de�nition of the mode function f , we write
the state in the Fourier domain as

|Ψ(0)〉 �
∫

dKn g(K)n/2 â†(K)n |0〉 , (5.42)

where the Fourier-space mode pro�le function g is

g(k j) �

√
2s2jx

s2jy

π
(1 − r)1/4 exp

[
ik>j µ j − k>j Σ j k j

]
, (5.43)

which di�ers from the characteristic function of f owing to the square root of the binormal
Gaussian distribution in the state de�nition in Eq. (5.40). Grid deformations will have the e�ect
of parameterising the initial probe state ρ(0) by changing the expected source positions µ j to
µ̃ j .

The complexity of the calculation depends on how the grid deformation, F , parameterises
the generator. The case for multiplicative factors such as grid stretching, was considered in the
previous chapter. There, the qfi was used to estimate the source separation distance d � (dx , dy).
The generator for d used there was

Ĝ � −
∑

j

∫
dk jΛ jV>j n̂(k j), (5.44)
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αdx

βdy

(a) Composite stretching.

ϑ

(b) Rotation.

(c) Composite shear. (d) Inhomogenous.

Figure 5.2: This �gure illustrates di�erent deformations of the grid of Gaussian distributed sources
shown in �gure 5.1. The deformed grids are shown with orange sources, and compared with the original-
undeformed grid shown with blue sources. The central black dot de�nes the grid centre O. In �gure 5.2a
we consider a composite stretching which provides a platform for multiparameter estimation of the unit-
less multiplicative factors α and β. In �gure 5.2b we consider rotations about the grid centre O. Whilst
this is a single parameter estimation, it is not a simple multiplicative factor. Figure 5.2c represents a grid
shear, and in �gure 5.2d we consider a position dependent inhomogeneous (non-linear) deformation,
where the x-coordinates are transformed to x′ � x exp(y/γ) for γ ∈ R.

with Λ j � diag(µ jx , µ jy ), V j � (F> − 1)k>j , n̂ is the number operator, and, Ĝ � (Ĝdx , Ĝdy )>
generates dynamics in the source separation distances.We note that this is a self-adjoint operator.
For an array of equidistant sources, the generator becomes Ĝ � ξ

∑N
j�1 µ

′
j

∫
dk j k j n̂ j (k j) and

this system has been explored metrologically in chapter 4. In this work, we consider applying a
wider range of homogeneous and inhomogeneous deformations to a two dimensional grid
of sources and evaluating their impact on the qfi. By determining how the qfi changes with
di�erent deformations, we can track changes to the source coordinates in the grid and apply
corrective measures to negate the e�ects of the deformation. This would also enable evaluation
of stresses and strains in materials when deformed. Figure 5.2 illustrates the types of grid
deformations that we would like to consider in this section.
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Recall that the form of the unitary that parameterises the position of a grid of Nt sources in
terms of some deformation is

Û (ϕ) � exp
[
−iĤ (ϕ)

]
, (5.45)

where,

Ĥ (ϕ) � −
Nt∑
j�1

∫
dk j

(
k j u>j (ϕ)

)
n̂ j (k j). (5.46)

By inspection of this generator, the Fock-basis is suitable to span this operator. De�ning the
eigenvectors as

|n〉 ≡ ��n1(k1), . . . , nNt (kNt )
〉
, (5.47)

then from the eigenvalue problem Ĥ (ϕ) |n〉 � E(ϕ) |n〉, we obtain

E(ϕ) � −
Nt∑
j�1

n j

∫
dk j

(
k j u>j (ϕ)

)
(5.48)

for the corresponding eigenvalues. Since the eigenvectors have no dependence on the parameter
to be estimated, we have that the generator of translations in deformation [ϕ] j � ϕ j is

Ĝ j �

Nt∑
k�1

∂jEk |n〉 〈n | . (5.49)

This generator is Hermitian and has units of momentum. This is expected since the grid
sources undergoes spatial translations according to some deformation F . For any homogenous
deformation, there is no net translation of the sources about the grid centre, O (see �gure 5.2).
This suggests that 〈Ĝ j〉 � 0, which can be con�rmed through direct calculation. Hence, the
qfim for a pure state becomes

[
I

Q
]

mn
� 2

〈
ĜmĜn + ĜnĜm

〉
� 4

〈
ĜmĜn

〉
. (5.50)

The second equality on Eq. (5.50) used a further property of the generators: [Ĝm , Ĝn] � 0, which
follows directly from Eq. (5.49). Using the de�nition of the state |Ψ〉, we can calculate the qfi,
which yields

[
I

Q
]

mn
�

Nt∑
j�1

n2
j

(1 − r2)




(∂m u jx )(∂n u jx )

s2jx

+
(∂m u jy )(∂n u jy )

s2jy

−
r

[
(∂m u jx )(∂n u jy ) + (∂m u jy )(∂n u jx )

]

s jx s jy



.

(5.51)

We note that the qfi depends only on the properties of the probe state and the grid con�guration.
This suggests that it may be possible to modify both properties to maximise the sensitivity of
the qfim to changes in ϕ. We explore this possibility in the following subsections. The result
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Figure 5.3:Diagonal elements of theQFIM for a composite stretching deformation of the grid (illustrated
in �gure 5.2a) as a function of the grid size N (x-axis) and M (y-axis), with dx � 1m, dy � 2m, r � 0.5,
and s jx � s jy � s � 300nm—typical of photons from quantum dots. The zero o�-diagonal elements is
a consequence of assuming IID sources along the grid. From �gure 5.3a we verify that the QFI for the
stretching factor α along the x-axis increase as the grid size increases. Increasing the number of emitters
along the stretching direction is favoured for this. This recovers the same �nding in [Sidhu and Kok,
2017]. Figure 5.3b demonstrates similar conclusions for the QFI for β.

obtained in Eq. (5.51) is central to the chapter since it completes the metrology approach for
grid deformations. It is valid for all possible deformations. For non-homogenous deformations,
the deforming matrix will also depend on the source index number j,

u>j � F jµ>j . (5.52)

Site-dependent deformations signi�cantly increase the computation time, so in the remain-
der of this chapter, we limit our treatment to homogenous deformations. This is the set of
a�ne deformations [Hartshorne, 2010; Kadianakis and Travlopanos, 2016], composed entirely
of linear transformations such as rotations, shear, and composite stretches. In this instance,
the deformation matrix is the same for all emitters in the grid. To proceed further, we must
consider speci�c parameterisations. In the following sub-sections, we consider di�erent grid
deformations and use the Hamiltonian approach to calculate the precision of detecting changes
introduced to the grid. We �rst check that the formalism works for deformations with multi-
plicative parameterisations of the Hamiltonian, such as grid stretching and shearing, before
considering the simplest non-multiplicative parameterisation resulting from grid rotations
about any chosen axis.

5.2.1 Grid stretching and shearing deformations

We start by �rst considering the simplest grid deformation. The stretching shown in �gure 5.2a
stretches the grid by a factor α in the x-direction and factor β in the y-direction. Each source in
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the grid is deformed according to the same deformation matrix described by

Fstretch �

(
α 0
0 β

)
, (5.53)

This is a multiplicative, bi-variate estimation scheme. We would like to determine how the qfi
behaves with changing ϕ � (α, β). Using Eq. (5.51) and Eq. (5.52), the 2 × 2 dimensional qfim
can be written as

[
IQ

]
kl
�

Nt∑
j�1

n2
jAklµ jkµ jl

s jk s jl

, (5.54)

where we recall that n j is the number of photons emitted by each source,

Akl �
δkl

(1 − r2)
− (1 − δkl)r (5.55)

with k , l ∈ {α, β}, and where we assumed each source has the same standard deviation in the
ordered basis for the grid, s jx � s jy � s. We note that the only source dependence of the qfim
arises from the expected mean positions of the emitters. All other terms detail the properties
of continuous variable Gaussian states for each source, and factorise out of the summation
since we assume each source is iid, and are subject to the same deformation F . This greatly
simpli�es the calculation of the qfim, whose diagonal elements are illustrated in �gure 5.3. We
observe that the qfim is independent of ϕ, which is entirely a consequence of the multiplicative
parameterisation of the Hamiltonian Ĥ . However, we are still able to maximise the sensitivity
of the qfi by adjusting the grid con�guration. To understand how, we provide an analytic
expression for the diagonal elements

[
I

Q
]
αα

�
d2

x Nt (N2 − 1)
12s2(1 − r2)

,
[
I

Q
]
ββ

�
d2

y Nt (M2 − 1)

12s2(1 − r2)
. (5.56)

It is clear from this that maximising the sensitivity of the qfi is achieved by increasing the
number of emitters along the same direction as the grid stretching is performed, for identical
number of total sources, Nt . This is in agreement with results obtained in chapter 4. Further,
we note that the qfi for α is e�ectively just the mirror image of the qfi for β, with the mapping
N ↔ M, which can also be observed from the contour plots in �gure 5.3. The ratio, R, of the
diagonal elements

R �

(
dx

dy

)2 N2 − 1
M2 − 1

, (5.57)

provides a clear instructive guide for maximising either the qfi for α or for β, by controlling the
grid con�guration. To illustrate this, we plot the qcrb along the N � M plane of the contour
plots for the stretching deformation in �gure 5.4.

The results discussed for composite grid stretching can immediately be applied to grid
shearing, since they both parameterise the Hamiltonian with similar multiplicative factors. The
composite grid shear illustrated in �gure 5.2c, can be described by a shear in the horizontal
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Figure 5.4: Plot of the QCRB along the N � M slice of the contour plots in �gure 5.3. The black solid
line illustrates the QCRB for α and the red dashed line for β. For a square grid, N � M, the relative
di�erence between the estimate variances is accounted for by the fraction of source separations distances
in the x and y directions, according to Eq. (5.57). Along this plane, we choose dx � 1, dy � 2 (and
observe a constant factor 4 di�erence between the two lines).

direction with factor ι and factor κ in the vertical direction. The deformation matrix for each
source along the grid is then described by

Fshear �

(
1 ι
κ 1

)
. (5.58)

The generator of translations inϕ � (ι, κ) has the same form as that for the composite stretching,
except for an interchange of basis. The consequence of this is that the qfi for ι is exactly that
shown in �gure 5.3b. Similarly, the qfi for κ is that shown in �gure 5.3a.

5.2.2 Grid rotations

In this subsection, we consider the rotation map illustrated in �gure 5.2b. For rotations in the
counterclockwise direction, the expected position of each emitter transforms according to the
deformation matrix

Frot �

(
cos(ϑ) − sin(ϑ)
sin(ϑ) cos(ϑ)

)
. (5.59)

The transformed expected emitter positions then satisfy the following properties: ∂ϑ ũ jx � −u jy

and ∂ϑ ũ jy � u jx . Estimating the rotation angle ϑ is a single parameter estimation protocol,
only with a non-multiplicative factor in the Hamiltonian. Our expression for the qfim written
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in Eq. (5.51) accounts for this. From the properties of the transformed source positions, we
calculate the qfi to be

[
IQ

]
ϑ
�

NT∑
j�1

n2
j

(1 − r2)
*.
,

u2
jx

s2jy

+
u2

jy

s2jx

+
2ru jx u jy

s jx s jy

+/
-
. (5.60)

For consistency with the preceding subsection, we assume each source has the same standard
deviation in the ordered basis of the grid, s jx � s jy � s. Then using the properties of the ceiling
function and the modulo operation, we compute this sum to provide the following, more
informative expression of the qfi,

[
IQ

]
ϑ
�

Nt

12s2(1 − r2)

{
d2

x (N2 − 1)[1 + r sin(2ϑ)]

+ d2
y (M2 − 1)[1 − r sin(2ϑ)]

}
.

(5.61)

From this form,we observe two contributions to the qfi for arbitrarily chosen grid con�gurations
and source properties (speci�cally the correlation coe�cient, r, and the covariance matrix).
The �rst provides a constant o�set of the qfi and may be enhanced by increasing the number
of emitters in the grid in either direction. Alternatively, for the same number of emitters, Nt ,
the qfi may be enhanced by increasing the mutual source separation distances. The second
contribution provides an oscillatory dependence of the qfi on ϑ, which emerges only when the
following criteria are met

r , 0, and, d2
x (N2 − 1) , d2

y (M2 − 1). (5.62)

The �rst requirement is on the source properties and the second on the grid con�guration.
Provided both criteria aremet, then fromEq. (5.61) it is clear that the amplitude of the oscillatory
behaviour may be enhanced by choosing a grid con�guration with N > M for positive r, and
N < M for negative r. The interplay between the requirements for a constant qfi can be clearly
illustrated by the qcrb. From the inverse of Eq. (5.61), the qcrb is shown in �gure 5.5. We
note that if the requirements in Eq. (5.62) are not met, the qfi can be made independent of the
rotation angle ϑ. The qcrb is then attainable without the use of adaptive strategies.

5.3 Discussions and summary
In this chapter, we have developed a framework for detecting deformations applied to arbitrarily
sized grid of sources. This �nds many important practical applications in engineering. Our
formalism allows the detection of stresses and strains subjected tomaterials, which provides the
ability to prevent fractures before they eventuate. By tracking changes to the expected source
positions during an applied deformation, our work is an analogue of the source localisation
problem.On the theoretical side, our formalism is the �rst to estimate the nature of deformations
by use of quantummetrology, whilst maintaining full generality for unitary channels evolutions.

Our approach uses the quantum Fisher information as a �gure of merit to estimate the type
of deformation being administered to the grid. The sources comprising the undeformed grid
are taken to be stationary, identical and independently distributed (iid) in a uniform manner
with constant x-separation distance dx , and y-separation dy between neighbouring emitters. We
model the jth source with a bi-normal spatial pro�le centred on µ j . Any deformation exacted
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Figure 5.5: The QCRB for a grid composed of Nt � NM source con�guration undergoing a rotation
about the centre O, with dx � 1m, dy � 2m, correlation parameter r � 0.5, and, s jx � s jy � s � 300nm.
We observe a greater precision of detecting the rotation as the number of sources in the grid increases.
The amplitude of the oscillatory behaviour can be made more pronounced by re-arranging sources such
that N > M for positive r, and N < M for negative r. Further, we note that since rotations form a
homogeneous deformation about the grid centre, a period of π is observed in the variation of the QCRB.

a�ects only the expected source positions and not their covariances. This is physicallymotivated,
since the nature of the sources should not be altered in the process. Then, the application of
general deformations on the initial grid can be viewed as a unitary process, with grid dynamics
described by the Hamiltonian Ĥ . To ensure full generality, we allow the vector of parameters,
ϕ, that fully describes the applied deformation, to appear as arbitrary parameterisations of
both the eigenvalues and eigenvectors of Ĥ . We solve for the local generator of translations in
ϕ, which is a generalisation of the result derived in [Pang and Brun, 2014] to multi-parameter
quantum metrology.

For the grid metrology formalism presented here, only the eigenvalues of the Hamiltonian
depend on the vector of parameters ϕ, encoding information on the applied deformation. The
generator describing dynamics in the parameters reduces to the set of commuting operators

Ĝ j �

Nt∑
k�1

∂jEk |n〉 〈n | . (5.63)

From this and the iid property of the sources—which permits each source to be treated in its
individualHilbert space—wederive the qfim fromgenerator co-variances. Our expression of the
qfim holds for any general grid deformation. We provide example applications to homogenous
deformations, comprised of linear combinations of rotations, shearing, and, composite stretches.
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For composite grid stretches and shears, the deformation parameterises the Hamiltonian with
the multiplicative factors (α, β). Since the factor stretch in each direction is independent, the
qfim is diagonal. If a material is understood to be susceptible to fracture due to stretching
along a speci�c direction, the sensitivity of qfi may be maximised by increasing the number of
emitters along the direction in which the grid stretching eventuates, for an identical number of
total emitters, Nt . The optimal grid con�guration then becomes an array of sources, which is
in agreement with results obtained in chapter 4, where the source optimisation problem was
considered for enhancing estimates of source separation distances in stretched arrays.

We also considered non-multiplicative Hamiltonian parameterisations resulting from grid
rotations about any chosen axis. We �nd that the qfi can be made independent of the ro-
tation angle ϑ, if the following source properties and grid con�guration requirements are
met: r � 0 (zero correlation coe�cient of the bi-normal spatial source distributions) and/or
d2

x (N2 − 1) � d2
y (M2 − 1). The qcrb is then attainable without the use of adaptive strategies. If

both of the requirements are not met, an oscillatory dependence of the qfi surfaces. Although
enhancing the amplitude of oscillations can enhance our estimate of ϑ, adaptive strategies may
be required in general.

A natural extension of the work considered here would be to consider the qfi in the far-�eld.
The need for spatially propagating the �eld was circumvented here by working in the near
�eld of the sources. This would motivate more realistic models and lead to the concept of the
quantum Fisher information over a subset in space. Additionally, our formalism provides the
machinery for non-commuting generators, multi-parameters, and arbitrary parameterisations
of the Hamiltonian. Since, the full extent of this formalism is not taken advantage of with
quantum metrology of grid deformations, this would be fruitful future work.
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Optimal estimation of complex squeezing

A ll measurements that use optical �elds as probes are subject to fundamental limits
in their precision. This is due to the stochastic quantum indeterminacy in the phase
and amplitude of the light �eld. Squeezed states have gained signi�cant attention
in quantum optics since they can surpass this precision limit in one quadrature at

the expense of a concomitant increased uncertainty to the complementary quadrature. Besides
this, squeezed light has become an essential ingredient to realise many other applications in
quantum information processing and optical quantum computing. This includes improved
detection sensitivities of weak forces such as gravitational waves and enhanced communication
rates.

Applications of squeezed light require a certain level of squeezing to demonstrate advan-
tages over classical alternatives. A natural question to ask then is: given a squeezed probe, how can
we be sure that its properties are commensurate with its intended application? This can be answered
by use of quantum state tomography. Alternatively, since we are only interested in the squeez-
ing operations, we apply quantum estimation theory to provide complete characterisation of
the amplitude and direction of squeezed states. Previous attempts in the literature to optimally
estimate state squeezing have been limited to its magnitude [Chiribella et al., 2006a,b; Gaiba and
Paris, 2009; Šafránek et al., 2015; Rigovacca et al., 2017]. However, a complete characterisation
requires knowledge of the complex squeezing parameter ξ that parameterises the squeezing
Hamiltonian. Few authors have calculated the qfi for complex squeezing [Pinel et al., 2013;
Gao and Lee, 2014], but these research e�orts did not address the measurements required to
attain the fundamental precision bounds for complex squeezing.

In this chapter, we start by deriving the quantum Cramér-Rao bound of ξ for arbitrary
single mode Gaussian states. We demonstrate that the optimal observables for both parameters
obey a non-commutative nature that prohibits a simultaneous optimal measurement-even
in the asymptotic limit. This is a true multi-parameter quantum estimation of incompatible
observables, which is the de�ning contrast from the work completed in the preceding chapter.
Within these constraints we �nd the quantum optimal estimators for individual measurements
of both parameters and discuss its physical implementation.
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CHAPTER 6. OPTIMAL ESTIMATION OF COMPLEX SQUEEZING

6.1 Single mode Gaussian state model
Gaussian states have foundmany uses in quantum information processing and quantummetrol-
ogy. Examples include enhanced resolutions in interferometry, quantum teleportation [Wang
et al., 2007], and cryptography [Zhou et al., 2018]. A particularly pleasing feature of Gaus-
sian states is that their description and kinematics can be completely characterised theoreti-
cally [Adesso et al., 2014]. Speci�cally this class of states can be written in terms of Gaussian
unitaries operating on some initial Gaussian state ρin. For pure states ρin � |0〉 〈0|, while for
mixed states it is the thermal state:

ρth �

∞∑
n�0

nn

(1 + n)1+n |n〉 〈n | , (6.1)

where n � 〈n̂〉 is the expectation of the photon number n̂. Thermal radiation exhibits a Gaussian
characteristic function with zero mean λth � 0 and covariance matrix Σth � (2n + 1)1. For the
following discussion we focus onmixed Gaussian probes, though a discussion of pure Gaussian
states follows suit.

Any arbitrary single mode Gaussian state can be written in terms of the state [Weedbrook
et al., 2012]:

ρG � R̂ΘŜεD̂αρthD̂†αŜ†εR̂†Θ � ÛρthÛ† , (6.2)

where the set Gaussian unitaries

D̂α � exp
[
αâ† − α∗ â

]
, (6.3)

Ŝε � exp
[1
2 (ε∗ â2 − εâ†2)

]
, (6.4)

R̂Θ � exp [−iΘn̂] , (6.5)

are de�ned as the displacement operator, single mode squeezing operator, and phase operator
respectively. The identities Ŝ†ε � Ŝ−ε � Ŝ−1ε will prove useful for later. We reiterate that the
description of ρG is completely general, since the ordering of Gaussian unitary operations on
the thermal state is a convention. For example, the ordering of a displacement and squeezing
operations can be reversed according to

D̂αŜε � ŜεD̂γ , (6.6)

with γ � α cosh rε − α∗ exp[iϑε] sinh rε. States described by Eq. (6.2) are readily prepared in
laboratories and their unitary evolutions realised by use of lasers and atomic ensembles [Ferraro
et al., 2005].

For a general Gaussian probe state, we characterise the squeezing operation parameters.
This requires estimating the squeezing parameter ξ � ξI + iξR � r exp[iϑ], where r indicates
the amplitude of squeezing and ϑ the phase. This is a bivariate estimation problem ϕ � (r, ϑ).
We start by considering the following probe state evolution

ρ(ϕ) � ŜξρGŜ†ξ , (6.7)

which is illustrated in �gure 6.1. Using this probe description, we determine the fundamental
bound to the estimate variance in ξ and determine the measurement strategy that minimises it.
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D̂α Ŝε R̂Θ Ŝξρin ρ(ϕ)

Figure 6.1: Description of the general Gaussian state in phase space ρ(ϕ) used in this work. The �nal
state can be decomposed in terms of the Gaussian unitaries V̂ � ŜξR̂ΘŜεD̂α, such that ρ(ϕ) � V̂ρinV̂†.
We fully characterise the squeezing ξ of the evolved prove state. Each unitary is represented as a black
box in this work. For experimental implementation and applications of each of these Gaussian unitary,
we refer the reader to references Carolan et al. [2015]; Andersen et al. [2016]. In this chapter, we consider
pure and mixed single mode Gaussian states, which are generated when the input state is the vacuum
|0〉 〈0| or the thermal state ρth, respectively.

Note that we are not performing state tomography by estimating the squeezing parameter ε,
but instead we are interested in estimating the applied squeezing ξ.

To calculate the qcrb for ϕ in the Hamiltonian formulation, we require a description of the
probe state. De�ning

V̂ � ŜξR̂ΘŜεD̂α , (6.8)

such that V̂†V̂ � V̂V̂† � 1, then Eq. (6.7) can be written in the basis {pk , V̂ ��pk
〉} as:

ρ(ϕ) �
∞∑

n�0

nn

(1 + n)1+n V̂ |n〉 〈n | V̂† , (6.9)

where {pk , ��pk
〉} de�nes the spectral decomposition of the thermal state in the Fock space. This

transformation of the probe can be described by a similarity transformation of the thermal state
bosonic mode operators â. In the Heisenberg picture, this corresponds to the linear unitary
Bogoliubov transformations of the form

V̂† âV̂ � A â† + B â + C (6.10)

where the complex numbers {A ,B , C} ∈ C are de�ned by:

A � −
(
e i(ϑε−Θ) cosh r sinh rε + e i(ϑ+Θ) cosh rε sinh r

)
,

B � e−iΘ cosh r cosh rε + e i(ϑ+Θ−ϑε ) sinh r sinh rε ,
C � αB + α∗A ,

(6.11)

We can use this similarity transformation to determine the sld and the qcrb for ϕ. However,
since Gaussian states are conveniently described using a phase space description, it is also
appropriate to describe the state ρ(ϕ) in terms of its moments. Unitary transformations on
a Hilbert space map to real symplectic transformations of the �rst and second moments of a
state in phase space. Hence, we write the �rst and second moments of the evolved probe as

λ � S(λth + dα) � Sdα , (6.12)
Σ � SΣthS> � (2n + 1)SS> , (6.13)
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respectively, where the moments of the thermal state were de�ned earlier, dα � (q , p)>, and
where we have de�ned S � SξRΘSε as the total symplectic transformation of the quadrature
�eld operators R, with [Weedbrook et al., 2012]

Sξ � cosh r1 − sinh r
(
cos ϑ sin ϑ
sin ϑ − cos ϑ

)
,

RΘ �

(
cosΘ sinΘ
− sinΘ cosΘ

)
.

(6.14)

These symplectic matrices transform the operators R̂ corresponding to the action of V on the
initial thermal state. We will use this formalism to address the optimal measurement strategy
that saturates the qcrb in section 6.4.

6.2 Single mode squeezing generators

In this section, we derive the generators of translations for a squeezing operation. These
generators will be used to determine the qfi in the next section. Also, this serves as a good
exercise since many of the di�culties for optimal measurements can be pre-empted by simply
examining the properties of these generators.

Recall from chapter 5 that elements of the generator of translations are given by the following
integral equation representation [Wilcox, 1967; Pang and Brun, 2014; Sidhu and Kok, 2018]

Ĝj �

∫ 1

0
dα exp

[
−iαĤ

] (
∂jĤ

)
exp

[
iαĤ

]
. (6.15)

The Baker-Campbell-Hausdor� (bch) identity can be used to write the generator Ĝj as the
following in�nite series (see Eq. (5.13))

Ĝj � ∂jĤ − i
2!

[
Ĥ , ∂jĤ

]
− 1

3!
[
Ĥ ,

[
Ĥ , ∂jĤ

] ]
+ . . . �

∞∑
n�0

(−i)n

(n + 1)!C
(n)
Ĥ

(
∂jĤ

)
, (6.16)

where C(n)
B̂

(Â) is the nth–order nested commutator of Â and B̂. The action of a single mode
squeezer can be analysed as an evolution with the Hamiltonian

Ĥ �
i
2

(
ξ∗ â2 − ξ â†2

)
� r

[
sin(ϑ)

(
q̂2 − p̂2

)
− cos(ϑ)

{
q̂ , p̂

}]
,

(6.17)

where the second form is parameterised in terms of the canonical position q̂ and momentum p̂
quadrature operators. FromEq. (6.16) we can �nd the generator of translations for the squeezing
parameters ϕ. We �nd (see appendix F)

Ĝr (ϑ) �
i
2

(
e−iϑ â2 − e iϑ â†2

)
, (6.18)

Ĝϑ (r, ϑ) � α
(
n̂ + 1

2

)
+
β

2
(
e−iϑ â2 + e iϑ â†2

)
, (6.19)
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with α, β ∈ R de�ned by

α �
1
2 (cosh [2r] − 1) ,

β �
1
2 sinh [2r] .

(6.20)

These are real constants that depend only on the magnitude of squeezing. Note that the gener-
ator for the squeezing amplitude r could have been readily obtained from i[∂jÛ (ϕ)]Û†(ϕ)
since it provides a multiplicative factor to the squeezing Hamiltonian. This is not true for the
generator for ϑ, since it parameterises the Hamiltonian (6.17) with oscillatory dependence.
This explains the indicated dependence of each generator on the parameters in Eq. (6.18) and
Eq. (6.19). The generator (6.18) is consistent with the result in Chiribella et al. [2006b] for ϑ � 0.
The generator of the directional parameter is interesting; it contains the conjugate number
operator as expected, but with an additional squeezing term that speci�es the amount and
direction of the squeezing. The commutation of both generators,

[
Ĝr , Ĝϑ

]
� 2iβ

(
n̂ + 1

2

)
+ iα

(
e−iϑ â2 + e iϑ â†2

)
, (6.21)

is zero only in the trivial case of no squeezing. This non-commutativity extends to the sld,
which suggests that for some ξ , 0, we should anticipate non-commuting slds. This implies
that there is no common eigenbasis that permits simultaneous optimal measurements of r and
ϑ. We will observe this in more detail in subsection 6.4.

6.3 Precision bounds for squeezing in Gaussian probes

In the following section, we turn our attention to �nding the fundamental bounds to the
precision of estimating ϕ. We start by writing the 2 × 2 qfim as:

I
Q (ϕ) � *

,
IQ

rr IQ
rϑ

IQ
ϑr IQ

ϑϑ

+
-
. (6.22)

This is a symmetric real matrix: IQ
rϑ � IQ

ϑr . Determining the qfim then reduces to �nding three
quantities. All these terms can be determined through the Hamiltonian formalism, or equiva-
lently through the sld formalism. Since we have presented the generators of local translations
in ϕ in Eq. (6.18) and Eq. (6.19), we use them to determine the qfim in this section. We can
then de�ne the precision bounds for the amplitude and direction of squeezing in single mode
Gaussian probe states described in section 6.1.

The �rst quantity we want to calculate is the qfi for the real squeezing parameter. For the
evolved probe state ρ(ϕ) de�ned in Eq. (6.9), the eigenvalues

p j �
n j(

n + 1
) j+1 , (6.23)

for integer j, do not depend on the estimation parameters ϕ. Hence, the only contribution to
the qfi comes from the eigenvectors. Combining Eq. (6.19) with the multi-parameter qfi in
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Eq. (3.53) from chapter 3, and using the commutator [â , â†] � 1 to normal order all operator
terms, we obtain the following expression for the qfi for the magnitude of squeezing:

IQ
rr �

∑
j

p j

(
2
〈
â†2 â2

〉
j j
+ 4

〈
â† â

〉
j j
+ 2 − e−2iϑ

〈
â4

〉
j j
− e2iϑ

〈
â†4

〉
j j

)
−

∑
j,k

2p j pk

p j + pk

����e
−iϑ

〈
a2

〉
jk
− e iϑ

〈
â†2

〉
jk

����
2
,

(6.24)

with j, k � 0, 1, 2, . . ., and where the expectation values are performed on the eigenspace of the
evolved state described by Eq. (6.9). Speci�cally, the expectation of any arbitrary operator Â is
written 〈Â〉 jk � 〈p j |Â|pk〉 � 〈n j |V̂†ÂV̂ |nk〉. Similarly, we can calculate the remaining elements
of the qfim.

The normally ordered form of the qfi for the direction parameter of squeezing ϑ is written:

IQ
ϑϑ � 4

∑
j

p j

{ 〈
â†2 â2

〉
j j

(
α2 +

β2

2

)
+

〈
â† â

〉
j j

(
2α2 + β2

)
+ 2Re

[
αβe iϑ

〈
â†3 â

〉
j j

]

+ 3Re
[
αβe iϑ

〈
â†2

〉
j j

]
+ 1
2Re

[
β2e2iϑ

〈
â†4

〉
j j

]
+

(
α2

4 +
β2

2

)}
−

∑
j,k

8p j pk

p j + pk

�����
α

(〈
â† â

〉
jk
+
δ jk

2

)
+
β

2

(
e−iϑ

〈
â2

〉
jk
+ e iϑ

〈
â†2

〉
jk

) �����

2

,

(6.25)

where 2Re[t] � t + t∗ de�nes the real element of any complex number t. For completeness, the
normally ordered form for the o�-diagonal elements of the qfim is written

IQ
rϑ � 4

∑
j

p j

{
αIm

[
e iϑ

(3
2
〈
â†2

〉
j j
+

〈
â†3 â

〉
j j

)]
+
β

2 Im
[
e2iϑ

〈
â†4

〉
j j

]}

− i
∑
j,k

4p j pk

p j + pk

(
e−iϑ

〈
â2

〉
jk
− e iϑ

〈
â†2

〉
jk

) (
α

[〈
â† â

〉
k j
+
δk j

2

]
+
β

2

[
e−iϑ

〈
â2

〉
k j
+ e iϑ

〈
â†2

〉
k j

])
,

(6.26)

where 2Im[t] � t − t∗. To determine these three information elements, we are required to
determine the expectation values of products of normally ordered bosonic mode operators.
We evaluate these terms by using the Bogoliubov transformation, which we write again for
convenience:

V̂† âV̂ � A â† + B â + C , (6.27)

with {A ,B , C} ∈ C de�ned in Eq. (6.11), and through repeated use of V̂†V̂ � 1. A complete
list of all expectation values for this calculation can be see in appendix F. The resulting terms
are lengthy and consequently we do not write the qfi elements explicitly.

The qfim (6.22) is non-singular, implying that we can readily determine the qcrb. Assuming
that we have access to the probe state ρ(ϕ) (which we assume is known exactly), we are now
in a position to de�ne the fundamental precision bound to the estimates of the magnitude and
direction of the squeezing applied to this state. In �gure 6.2, we plot the diagonal elements of
the qcrb as a function of conjugate parameters r and ϑ. Interestingly, we clearly observe white
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Figure 6.2: Precision bounds for the estimation of squeezing in the Gaussian probe state ρ(ϕ) in phase
space, as a function of r (x-axis) and ϑ (y-axis). Figure 6.2a illustrates the QCRB for the amplitude
parameter and �gure 6.2b for the angle of squeezing. The numerical value of the QCRB exhibits strong
dependence on the probe state. For this plot, the free parameters that encode the state are chosen to
have the values rε � 0.78, ϑε � π, α � 1,Θ � 0.8π, n � 1. The observed white regions correspond to
values of ϕ which generates large variances and should be avoided. Note that saturating the QCRB
for the magnitude of squeezing does not require large r. The plot on the right illustrates the minimum
squeezing required for optimal directional information on the squeezing.

regions that correspond to values of ξ that generate large estimate variances. We also note
that there is no obvious value of ξ that minimises the estimate variances in both parameters
simultaneously. From this feature alone, we expect that simultaneous optimalmeasurements for
both parameters is not possible. We explicitly demonstrate this later. The parameter covariance
is not zero and non-negligible, implying that both parameters are correlated. This mutual
dependence can be clearly detected in �gure 6.2.

For an experimental characterisation of squeezed probe states through an estimation ap-
proach, we naturally want the procedure to saturate these precision bounds. Finding the form
of these optimal measurements is the aim for the next section.

6.4 Optimal measurements of complex squeezing

Optimal estimation of real squeezing was considered by Chiribella et al. [2006b]. The optimal
observable requires an optimisation step that depends on the choice of probe. Displaced
squeezed states were reported to achieve the smallest estimation variance with homodyne
measurements providing an optimal strategy. In this section, we explore how the optimal
strategy changes when we additionally estimate the imaginary squeezing component. We
start by exploring the estimation strategy for the probe state ρ(ϕ) introduced earlier, before
focussing on speci�c pure and mixed Gaussian states.

The qcrb for each parametermay be achieved by performingmeasurements in the eigenbasis
of the sld operator, if its eigenvectors are locally independent of the parameter [Braunstein and
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Caves, 1994; Braunstein et al., 1996]. The optimal quantum estimator that saturates the qcrb for
ϕ j is given by

Ô(ϕ j) � ϕ j1 +
[(
I

Q
)−1
L̂

]

j
, (6.28)

which is a projective measurement onto the eigenstates of the sld [Paris, 2009]. The �rst term
leads to the average estimate and the second the smallest covariance of the optimalmeasurement.
The optimal measurement is therefore achieved by measuring in the eigenbasis of the sld.

The traditional method for �nding the sld operator is to expand it in the eigenspace
of density matrix. De�ning the spectral decomposition of the evolved thermal probe state,
ρ(ϕ) � V̂ρthV̂†, with the set {p j , |p j〉}, the sld takes the form

[
L̂ j

]
mn

�
2(∂j pm)δmn

pm + pn
+
2(pm − pn)〈∂j pm |pn〉

pm + pn
, (6.29)

where m , n ∈ {1, 2, . . . , s}, and pm + pn , 0. We saw in the previous chapter that we can rewrite
this in terms of the local generator in ϕ j , according to:

[
L̂ j

]
mn

�
2i(pm − pn)〈pm |V̂†ĜjV̂ |pn〉

pm + pn
, (6.30)

which is Hermitian. This formulation of the sld requires knowledge of both the generators and
the spectral decomposition of the probe state, which are known.

Before investigating optimal measurements, we draw attention to the general non com-
mutative structure of the sld for each estimation parameter [L̂r , L̂ϑ] , 0. The absence of a
simultaneous eigenbasis for both operators rules out the possibility of simultaneously mea-
suring in the eigenbases of the slds to achieve a simultaneously optimal estimate of complex
squeezing in phase space. Additionally, there is no collective measurement that attains the
qcrb asymptotically since 〈[L̂r , L̂ϑ]〉 , 0. The best option is to address the individual optimal
measurement scheme for the indirect estimation ofϕ. This is the objective in this section, where
we consider speci�c pure and mixed single mode Gaussian states.

6.4.1 Pure state models

We start by considering single mode pure Gaussian states. This class of states closely models
mixed states since the qfim exhibits a convex property. Speci�cally, if we denote I as the set of
achievable qfims, convexity entails that for any I ∈ I and I′ ∈ I, we know that pI + (1 − p)I′ ∈ I
for all 0 ≤ p ≤ 1.

Consider a rotated coherent state as the input probe such that such that the evolved state is
written:

��ψ(ϕ)
〉
� Ŝξ ��ψ(0)

〉
in � ŜξR̂ΘD̂α |0〉 , (6.31)

This state is equivalent to the mixed state (6.9) with ε � 0 and pn � 0 for all n , 0. The qfim for
the squeezing parameters as a function of r and ϑ has the same dependency as that illustrated
in �gure 6.2. We argued in section 6.3 that this prohibited simultaneous optimal estimates
variances for both parameters. To demonstrate this precisely, we nowwork in the sld formalism
since it is better suited to addressing this line of examination.
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The sld for a pure state is well known and is written L̂ j � 2∂jρ [Paris, 2009]. This form is
su�cient to determine the commutator of the sld for each parameter, but is not in a convenient
form to describe the optimal measurement scheme. Instead, we express the operator as

L̂ j � 2 ˆ̃Gj � 2
(
Ĝj −

〈
Ĝj

〉)
, (6.32)

where the expectation value is with respect to the pure state (6.31). Note that the sld is suitably
Hermitian with zero trace. From the generators de�ned in Eq. (6.18) and Eq. (6.19), we have
the following slds for complex squeezing

L̂r (r) � ie−iϑ â2 − ie iϑ â†2 − 2〈Ĝr〉,
L̂ϑ (r, ϑ) � βe−iϑ â2 + βe iϑ â†2 + 2αâ† â + (α − 〈Ĝϑ〉),

(6.33)

where we recall that α and β are real constants de�ned in Eq. (6.20). Note that the sld for
amplitude squeezing depends on only its conjugate parameter, while the sld for directional
squeezing depends on both parameters. This is purely a consequence of how ϕ parameterises
the Hamiltonian (6.17). The operators in Eq. (6.33) do not commute:

[
L̂r , L̂ϑ

]
� 4iα

(
exp [−iϑ] â2 + exp [iϑ] â†2

)
, 0. (6.34)

Since simultaneous optimal measurements are not possible, we attempt to �nd separable
optimal measurements for r and ϑ separately. The optimal observable is determined from the
second term in Eq. (6.28):

Ô �

(
I

Q
)−1
L̂ , (6.35)

where we have de�ned Ô � (Ôr , Ôϑ)> and L̂ � (L̂r , L̂ϑ)> for squeezing estimates. Through
numerical values, the o�-diagonal elements of the qfim are not negligible when compared with
the diagonal elements. This implies that the optimal observable for any one of the parameters
depends on the sld basis for both parameters.

Given the length of the expression for Ô, we do not write its speci�c form. However, to
address the optimalmeasurement strategies, this is not necessary. Speci�cally, if we can describe
a particular measurement strategy that reproduces the form of Ôr then we are able to report an
optimal implementation. Focussing on estimating the amplitude of squeezing, from Eq. (6.35)
we write

Ôr � l1 + l2n̂ + l3 â†2 + l∗3 â2 , (6.36)

where we have introduced the complex coe�cients

l1 �
(
α − 〈Ĝϑ〉

)
[(IQ)−1]rϑ − 2〈Ĝr〉[(IQ)−1]rr , (6.37)

l2 � 2α[(IQ)−1]rϑ , (6.38)

l3 � e iϑ
(
β[(IQ)−1]rϑ − i[(IQ)−1]rr

)
, (6.39)

for further brevity, and where [(IQ)−1] jk denotes the element of the complex, symmetric qcrb
in row j and column k. Our intention now is to �nd a measurement strategy that has the same
form as Eq. (6.36).
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Intensity measurements are a basic tool of quantum optics experiments. In general this can
be implemented via correlated intensity measurements. However, since we have a single mode,
we try writing the optimal observable as a photon counting measurement of some mode b̂.
Since we are trying to estimate the squeezing elements, an instinctive approach to realise the
observable (6.36) is to apply a ‘reverse’ squeezer. Physically, the squeezed characteristics of
an evolved state can be deduced by �nding the values for ξ′ that generates the original probe
state. Hence, we investigate whether the optimal observable can be reproduced by applying a
squeezer Ŝξ′ and then conducting intensity measurements. Speci�cally, this is described by

b̂† b̂ � Ŝ†ξ′ â
†Ŝξ′ Ŝ†ξ′ âŜξ′

�

(
cosh[r′]2 + sinh[r′]2

)
â† â + e iϑ′ cosh[r′] sinh[r′]â†2

+ e−iϑ′ cosh[r′] sinh[r′]â2 + sinh[r′]2 ,

(6.40)

where we have used the Bogolioubov transformation of the mode operators under a single
mode squeezing operation

Ŝ†ξ′ âŜξ′ � cosh[r′]â + e iϑ′ sinh[r′]â† , (6.41)

and have expressed the result in normal order. The primed parameters are tuneable parameters
of the squeezing operation. For this strategy to be optimal, we are required to determine the
coe�cients l j for j ∈ {1, 2, 3}. Clearly this is underdetermined, which suggests that classical
post-processing is additionally required. Any processing function of the experimental data
is permitted, since this does not change the physical implementation. We choose to take the
function: γb̂† b̂. Taking this form and comparing coe�cients with the optimal observable that
we found in Eq. (6.36), we �nd that a reverse squeezer followed with intensity measurements
is an optimal strategy if:

e2r′
�
2
√

l1(l2 − l1) + l2
l2 − 2l1

, (6.42)

e iϑ′
�

l3√
l1(l2 − l1)

, (6.43)

γ � − 2l1 + l2 , (6.44)

where γ is the classical post-processing factor. Although these values are not unique, this
does not alter the physical implementation. Hence the optimal measurement scheme is that
described by Eq. (6.40) and is illustrated in �gure 6.3.

Our discussion has so far focussed on the estimation of amplitude squeezing. However,
by observing the form of the optimal observable in Eq. (6.35), we notice that Ôϑ has the same
dependence on the mode operators as Ôr , but with di�erent de�nitions of the weightings l j .
This implies that the measurement scheme remains the same as that shown in �gure 6.3, but
with di�erent values for r′, ϑ′ and γ. Hence, with the individual optimal measurement for
both r and ϑ determined, we have provided a method to completely characterise the squeezing
operation on single mode pure Gaussian states (6.31) using estimation theory. In the next
section, we see how this changes when we consider mixed states.

6.4.2 Mixed state models

In the previous subsection, we derived the sld for pure states using the generators of local
translations. However, this method is much less convenient for general multi-mode Gaussian
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n̂Ŝξ′
â b̂

Figure 6.3: Optimal measurement scheme that saturates the QCRB for the magnitude and direction of
complex squeezing of a pure Gaussian models indicated with a dashed border. For some bosonic mode
â, the optimal measurement scheme is to perform a single-mode squeezer and follow up with intensity
measurements of the emerging mode b̂. Our objective is to �nd values of ξ′ for which this measurement
recovers the optimal observable for ξ. Note that classical processing of data is required to obtain the
optimal estimates of squeezing.

states. In this subsection, we use phase space methods to derive the slds for ϕ for single mode
mixed Gaussian state. From this, we can address the optimal measurement scheme. Analogous
to the pure state case in the preceding subsection, we consider the rotated, displaced thermal
state

ρin � R̂ΘD̂αρthD̂†αR̂†Θ , (6.45)

as the input probe state. The squeezed state is then ρ(ϕ) � ŜξρinŜ†ξ , which is equivalent to the
mixed state (6.9) with ε � 0.

The sld of a general n-mode Gaussian state in the phase space representation is written in
terms of the vector of 2n canonical operators R̂ � (q̂1 , p̂1 , . . . , q̂n , p̂n)> and its �rst twomoments

λ � Tr
[
ρR̂

]
, Σ jk �

〈{ ˆ̃R j ,
ˆ̃Rk

}〉
, (6.46)

known as the mean and covariance respectively, where ˆ̃R j � R̂ j − 〈R̂ j〉 are the zero mean
operators. An equivalent expression for the sld can be written in terms of the bosonic mode
operators â :� (â1 , â†1 , . . . , ân , â†n)>. Several authors have developed and reviewed methods to
calculate the qfi and the sld using the phase space formalism [Monras, 2013; Gao and Lee,
2014; Jiang, 2014; Šafránek et al., 2015].

In this subsection, we use the approach detailed by Monras [2013]1, who derived a closed
1A di�erent approach was developed by Y. Gao and H. Lee to also derive an exact form of the sld. The result

was summarised as [Gao and Lee, 2014]

L̂ j �
1
2M
−1
γκ,αβ

(
∂jΣ

αβ
) (

ˆ̃aγ ˆ̃aκ − Σγκ
)
+ Σ−1µν

(
∂jλ

ν
)
ˆ̃aµ ,

whereM � Σ ⊗ Σ +Ω ⊗ Ω/4, Ω is the symplectic matrix de�ned in chapter 2. Assuming that the derivatives of the
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form for the sld as the solution to the Stein-equation to give

L̂k �
1
2A

(k)
αβ

{ ˆ̃Rα , ˆ̃Rβ
}
+B (k)

α
ˆ̃Rα − 1

2Tr
[
A

(k)Σ
]
, (6.47)

where Greek indices imply Einstein summation convention and

A
(k)

�

∞∑
j�0

F> j∂k (Σ−1)F j , B
(k)

� 2Σ−1∂kλ, (6.48)

with F � (Σω)−1. The constantA (k) is de�ned for non-singular ρ [Monras, 2013]. Note that
due to the structure of Gaussian states, the sld is at most quadratic in the canonical operators
(or equivalently, the bosonic operators). Speci�cally, the �rst term in Eq. (6.47) is composed
of bilinear contributions that corresponds to linear unitary operations. This describes passive
devices such as beam-splitters, half and quarter wave plates, and phase-shifters. The quadratic
contribution describes active devices such as squeezers and down-converters. The second term
in Eq. (6.47) has a linear dependence on the operators. These operations describe displacements
of Gaussian states in phase space. The coe�cientsA (k) and B (k) are completely determined
from the �rst and second moments of the probe state and their derivatives. Using the de�nition
of themoments in Eq. (6.46), we observe that the expectation value of the sld is zero, as required.
Eq. (6.47) is a general form of the slds for Gaussian states.

For the state in Eq. (6.45), the mean and covariance matrix of the state is given by

λ � Sdα , Σ � (2n + 1)SS> (6.49)

respectively with the symplectic matrix S � SξRΘ. Both moments depend on the squeezing
parameter ξ. Similar to the previous subsection, we write the sld (6.47) in terms of the bosonic
�eld operators â. This requires mapping the transformed moments to the bosonic operator
basis using the unitary map R̂ � sâ, where

s �
1√
2

(
1 1
−i i

)
. (6.50)

We �nd that the moments in this basis can be written as

λ′ � sλ, Σ′ � sΣs>. (6.51)

Substituting this into Eq. (6.47), we write the sld in its �nal form:

L̂k �
1
2A

(k)
αβ

{
ˆ̃aα , ˆ̃aβ

}
+B (k)

α
ˆ̃aα − 1

2Tr
[
A (k)Σ

]
, (6.52)

where

A (k)
� s>A (k)s , B (k)

� B
(k)s . (6.53)

and k ∈ {r, ϑ}.We nowhave a closed form for the sldwritten in the bosonicmode basis.With the
moments de�ned in Eq. (6.49), our task is one of determining the matrix coe�cientsA (k) and

�rst and second moments exist, we can then determine the slds and the qfim for any n-mode bosonic Gaussian
system. However, the necessity of inverting large matrices is a drawback of this method.
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B (k) . These coe�cients are solutions to the Stein Eq. (F.21). We derive their explicit expressions
in appendix F.3 and summarise the results as:

2n(n + 1)
2n + 1

AAA r
�

(
cosh[2r]e−iϑ sinh[2r]
sinh[2r] cosh[2r]e iϑ

)
(6.54)

−2n + 1√
2 α

BBBr
�

(
cosh[r]e−i(ϑ+Θ) + sinh[r]e iΘ

cosh[r]e i(ϑ+Θ) + sinh[r]e−iΘ

)
(6.55)

4in(n + 1)
2n + 1

AAA ϑ
�

(
sinh[2r]e−iϑ 0

0 − sinh[2r]e iϑ

)
(6.56)

i(2n + 1)√
2 α sinh[r]

BBBϑ
�

(
sinh[2r]e iΘ − cosh[2r]e−i(ϑ+Θ)

cosh[2r]e i(ϑ+Θ) − sinh[2r]e−iΘ

)
(6.57)

Note that only the vector constants depend on the displacement term α and the rotation
parameter Θ. This is due to the parameterisation of the transformed state moments. The
constantsA (k) for k ∈ {r, ϑ} is singular for pure states n � 0. Hence the sld for pure state is
not-de�ned using this approach. This is since the Stein Eq. (F.21) gives unique solutions for
non-singular ρ, which excludes pure states.

Taking the commutator of the sld for r and ϑ, we �nd they do not commute [L̂r , L̂ϑ] , 0.
To �nd the optimal povm, we �rst determine the operators Ô � [IQ]−1L̂. For the amplitude of
squeezing, we write

Ôr � l′1 + l′2n̂ + l′3 â† + l′∗3 â + l′4 â†2 + l′∗4 â2. (6.58)

Since the povm is in normal order, it can be implemented through the intensity measurements
ĉ† ĉ. In contrast to the optimal observable for the pure state, this has terms that are linear in
the mode operators. The Bogolioubov transformation (6.41) of the mode operators must be
updated accordingly. Speci�cally, we �rst squeeze then displace the operators where we have
used the Bogolioubov transformation of the mode operators under a single mode squeezing
operation

ĉ � b̂ + α′ � cosh[r′]â + e iϑ′ sinh[r′]â† + α′. (6.59)

Writing α′ � r′α exp[iϑ′α], we write:

e2r′
� l′2 −

√
l′22 − 1 ,

e2iϑ′
�

4l′24
l′22 − 1

,

2r′2α � 1 − l′2 + 2l′1 ,

e iϑ′α �
l′3e r rα

(
2l′2 − e2r + 1

)
2(l′2 + 1)r2α

+

√√
l′23 − 2e iϑr2α

(
e2r − l′2

)
2(l′2 + 1)r2α

(6.60)

The optimal measurement scheme for mixed squeezed states is illustrated in �gure 6.4. It is a
homodyne detection of a single-mode squeezer applied to the probe and an intense coherent
source as inputs. Although no classical post-processing is required, this implementation still
requires adaptivemeasurements. This may become prohibitive, especially if strong single-mode
squeezing is demanded. The optimality of homodyne detection is consistent with the geometric
argument provided by Monras [2013] for general Gaussian states.
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â b̂ ĉ

|β〉 |β〉

Ŝξ′ n̂

Figure 6.4: Optimal measurement scheme that saturates the qcrb for the magnitude and direction
of complex squeezing for mixed Gaussian states. For some bosonic mode â, the optimal measurement
scheme is to perform a mode squeezer, displaced by α′ � r′α exp[iϑ′α], and followed with intensity mea-
surements. The displacement is achieved by using an intense laser source with |β |2 � 1 as the second
input to a beam splitter with unit transmissivity. The intensity measurements are performed on the out-
put arm containing the displaced mode operators. The second output is just the same intense coherent
state ��β

〉
and contains no information on the estimation parameters. Hence the arm that has the coherent

state can be suitably ignored.

6.5 Discussions and summary

The use of squeezed light as a quantum resource is ubiquitous in many applications across
quantum optics. These states have formed an integral part of the drive towards realising
quantum technologies, which promise to deliver practical advantages over classical strategies.
However, an in�uential factor to a successful implementation of these applications is the level
of squeezing in a light �eld. With this in mind, it is important to check whether the properties
of experimentally-tailored squeezed states are indeed suitable for its intended implementation.

To address this, we have presented a means to completely characterise both the magnitude
and direction of a squeezing operation. We approached this by estimating the two conjugate
parameters of a squeezing operation. The quantum Cramér-Rao bound of the squeezing
parameter ξ was calculated for arbitrary single mode Gaussian states. We demonstrated that
the optimal observables for both parameters obey a non commutative nature which prohibits
a simultaneous optimal measurement-even in the asymptotic limit. Despite this, we found
the quantum optimal estimators for individual measurements of both parameters. Finally, we
presented the measurement scheme that saturates these bounds for pure and mixed, single-
mode Gaussian states. The work in this chapter is the �rst to address both the estimation
bounds for complex squeezing and their optimal measurement schemes.

For future work, it would be interesting to explore simultaneous measurements of both
the amplitude and direction of squeezing. Although both can not be measured optimally
simultaneously, an open question in this work is how close simultaneous measurements can
come to optimal by optimising the cost function of both parameters. To supplement this study,
an estimate of the squeezing parameter values should be determined. This would require
�nding a suitable unbiased estimator that maximises the classical Fisher information. A further
extension would explore how the estimation precision and optimal measurement scheme
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changes for multi-mode Gaussian states.
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Part 3

Summary and Outlook

In this �nal part of the thesis, we review what we have achieved. Potential avenues
for future research that extend the scope of the work presented are also discussed.
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Summary and Outlook

I n this thesis, we considered di�erent applications of quantum estimation theory. We
presented a framework for the detection and estimation of deformations applied to a grid
of sources. This made progress towards multi-parameter quantum estimation theory and
addressed two commonly visited problems in quantum metrology: source optimisation

and source localisation. We also used estimation theory to provide better characterisation of
squeezed states. Previous work in the literature has been limited to estimates of its amplitude.
We extended this to include an estimate of the direction. This work is crucial for many ap-
plications in quantum optics and quantum information that use squeezed states to provide
quantum enhancements. In this chapter, we provide a summary of the research conducted
over the PhD, and detail ideas for future work.

7.1 Executive research summary
In chapter 4, we applied the theory of quantum estimation to an array of identical, stationary
and equidistant emitters. The spatial uncertainty associated with the emitter position was char-
acterised by a spatial Gaussian uncertainty pro�le. We explored how the estimation precision
of the source separation distance d is e�ected with the choice of probe states. The quantum
Fisher information (qfi) was chosen as a suitable metric to quantify the performance of the
estimation. We derived the qfi for multi-mode thermal states IQ

Bb, coherent states IQ
Coh, single

photon emitters IQ
spe, and entangled sources of single photon emitters IQ

e-spe. We conveniently
summarise the analytic expression for each as

IQ
Bb �

ξ2s N (N2 − 1)
4s2

�
3
2I

Q
Coh � 3IQ

spe � 6IQ
e-spe , (7.1)

where s is the standard deviation of the Gaussian sources and N the number of emitters used.
The photon number distributions for the black body and coherent states were set to one for fair
comparison with the single photon emitters. We observed that the higher mode occupancies
of the classical sources provided better estimates of d than single photon emitters. Hence, the
classical black body states outperformed the single photon emitters for the estimation of source
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separation distances. This can be seen from Eq. (7.1). The relative performance of these states
held independent of the average photon number emitted at each array site. Consistent with
other work in the literature, the optimal state was that constructed from the maximum and
minimum eigenvectors of the generator governing dynamics in d. For regular arrays, this state
is an extension of the noon state, constructed from a superposition of all N photons emitted
from the most extremal positions about the array centre O. The analytic results that were
obtained are possible only if the sources are mutually independent. We demonstrated that
this occurs when d > 2s. The optimal estimator that saturated the qcrb was �nally presented.
Photon number counting is found to be optimal. We also �nd the existence of a second optimal
estimator, which motivates an open question into the uniqueness of optimal measurements.

In chapter 5, we considered a source localisation problem. We developed a framework for
detecting arbitrary deformations applied to multi-dimensional grids of sources. This extended
the work in chapter 4 to Hamiltonian dynamics beyond the phase-like Hamiltonians. We started
by deriving the generators of arbitrary unitary evolutions and demonstrated that the result is a
multi-parameter extension of previous results derived in the literature. These multi-parameter
generators described changes to the expected mean positions of each source as a result of
any grid deformation, but did not change the source variances. For any grid deformation, the
generators describing dynamics in the parameters reduced to the set of commuting operators

Ĝ j �

Nt∑
k�1

E j,k |n〉 〈n | , (7.2)

where Nt is the total number of sources in the grid and the deformation is parameterised within
the quantity E j,k . Using this, we derived the qfim of parameters that govern any arbitrary grid
deformation.We considered the set of a�ne spatial maps, including composite stretches, shears,
and, rotations, to provide numerical results. We demonstrated how changing the con�guration
of emitters in the grid enhanced the estimation sensitivity of the applied grid deformation.
Speci�cally for rotations, we demonstrated an ability to arrange sources in a manner that
eliminates an oscillatory dependence of the qfi. This implies that the qcrb is then attainable
without the use of adaptive strategies.

The work completed in chapter 5 is applicable to many quantum estimation protocols.
However, the application to grid metrology did not fully exercise the generality permitted
by the formalism introduced, since we had a set of mutually commuting generators. This
motivated a more general application in chapter 6, where we estimated the amplitude and
direction of complex squeezing in phase space. This application is a true multi-parameter
quantum estimation problem of incompatible observables. For some single mode squeezing
ξ � r exp[iϑ], the generators

Ĝr (ϑ) �
i
2

(
e−iϑ â2 − e iϑ â†2

)
, (7.3)

Ĝϑ (r, ϑ) � α
(
n̂ + 1

2

)
+
β

2
(
e−iϑ â2 + e iϑ â†2

)
, (7.4)

for some α, β ∈ R that depend on the amplitude of squeezing, do not commute. This prohibits
simultaneous optimal joint estimates of both parameters, even in the asymptotic limit of large
samples. As a result, we focussed on �nding separable optimal estimates. The Cramér-Rao
boundwas determined to provide a theoretical benchmark on the bi-variate estimation precision
for general single mode Gaussian probes. Using this, we presented the quantum optimal
estimators of complex squeezing.
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r1 � (1, 1, 1, 0)
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r2 � (1, 1, 0, 1)
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Figure 7.1: For sources with e�ciency η < 1, single photons will be emitted at some of the sources.
Filled circles represent sources which successfully emit a photon and the un�lled represent the dormant
ones. For N � 4, we illustrate the di�erent arrangements of working-dormant sources for m � 3. There
are

(4
3
)
� 4 con�gurations, each illustrated above.

7.2 Future work

There are somenatural extensions that follow from thework in this thesis. For the gridmetrology
framework introduced in chapters 4 and 5, the need for spatially propagating the �eld to some
far-�eld plane was circumvented by working in the near �eld of the sources. This was su�cient
to analyse source optimisation for enhanced estimation precisions. However, a more practical
treatment would treat the qfi in the far-�eld. This would provide a practical description by
quanti�ng the quantum Fisher information over a subset in space. This is a possible method to
consider the e�ects of incomplete detection of the state on the estimation precision of source
separation distances.

We also assumed that the sources were stationary and positioned with equidistant spacing.
It would be interesting to observe the e�ect that non-unit source e�ciencies and temporal
jitters has on the qfi. Through a quick calculation, we can motivate why this may be fruitful:
Consider sources with operation e�ciencies η < 1, then at a particular time t, only some of the
sources will emit single photons. For some number of sources N along an array, and m ∈ [0,N],
of sources that emit a single photon, there exists

(N
m
)
number of possible con�gurations (see

�gure 7.1). Denoting the successful emission of a photon from a source with a ‘1’ and dormant
sources with a ‘0’, the jth con�guration of operational sources may be characterised with the bit-
vector r j . The probability of occurrence for each con�guration r j is P(r j |N,m) � ηm (1− η)N−m .
By considering an arbitrary number of photons, n j , generated by source j, we can calculate the
qfi for any arbitrary η. Since the qfi is additive, we have

IQ
spe(η) �

(N
m)∑

j�1

[
IQ

spe(η)
]

j
�

1
s2

(N
m)∑

j�1

N∑
i�1

µ′2i r2j,i . (7.5)

The normalised qfi, IQ
spe � IQ

spe(η)/IQ
spe(η � 1), has been illustrated in �gure 7.2 with varying

η. It demonstrates that our technique remains feasible even for low e�ciency sources. Poor
performing spe can be compensated for by increasing the number of emitters.

In this thesis, we made extensive use of the Hamiltonian formulation of the qfi. The multi-
parameter generators that we derived were all Hermitian. However, this is generally not the
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Figure 7.2: The normalised QFI as a function of the source e�ciencies, η. Each source is assumed to
emit a single photon with e�ciency η. As expected, it is 0 for η � 0 and reaches 1 for η � 1. We note
that this technique improves for �nite source e�ciency as N increases. Even for poorly behaved sources,
increasing N improves the estimation precision which motivates complete detection of all sources.

case. This is a well know problem in quantum theory [Robertson, 1929; Luo, 2000], and it would
be interesting to see the consequences this has for deriving generalised uncertainty relations
for a pair of operators in terms their variances.

A �nal suggestion for future work is the existence of multiple optimal estimators. This
was brie�y discussed in chapter 4 and it motivates an open question into the uniqueness of
optimal measurements. A related suggestion follows from our work in chapter 6. We found the
separable optimal estimators for complex squeezing. A major step to experimentally realise the
fundamental Cramér-Rao bound requires �nding a measurement scheme that corresponds
to the optimal estimators. This is typically di�cult since the existence of such a map is not
guaranteed.
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ix A
Functional Analysis

S ince quantum mechanics is de�ned on a complex vector space, we review the basic
notion of a vector space. Most readers will have some familiarity and recognition
of the basics of functional analysis, and so we review these only brie�y. In this ap-
pendix, we will introduce the Hilbert space and some operations on it. For a more

complete exposition, upon which this appendix is based, I encourage the reader to read the
texts by Kreyszig [1989]; Debnath and Mikusinski [2005]; Clarke [2013]. In this section, we
adopt a more mathematical tone to write a precise de�nition of the space and its properties.

A.1 Normed spaces

We assume that all vector spaces are over either the space of real numbers R or the space
of complex numbers C. Throughout the following, we denote the space F as either R or C.
Many problems in Physics and Mathematics involve dealing with in�nite-dimensional vector
spaces. Typically, the elements of such spaces are functions. Let S be a metric space, and C(S)
the set of continuous functions f : S → F, then C(S), together with the addition and scalar
multiplication de�ned as

( f + g)(x) � f (x) + g(x), for f , g ∈ C(S), x ∈ S,
(α f )(x) � α f (x) for α ∈ F, f ∈ C(S), x ∈ S,

respectively, is a vector space. Axioms that de�ne the vector space follow from these two
operations. That is, for every f , g , h ∈ C(S), x ∈ S and β ∈ F the following hold:

1. f (x) + g(x) � g(x) + f (x) (Commutative law)

2. ( f (x) + g(x)) + h(x) � f (x) + (g(x) + h(x)) (Associative law)

3. 0 + f (x) � f (x) + 0 � f (x) (Existence of identity element for ‘+’)

4. f (x) + (− f (x)) � 0 (Existence of inverse for ‘+’)
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5. α( f (x) + g(x)) � α f (x) + αg(x) (Distributive law)

6. (α + β) f (x) � α f (x) + β f (x) (Distributive law)

7. 1 f (x) � f (x)1 � f (x) (Existence of scalar multiplication)

8. (αβ) f (x) � α(β f (x)) (Compatibility)

A.2 Hilbert spaces
As we saw in chapter 2, the entire structure of quantum mechanics is formulated in terms of
states and operations in Hilbert space. The state of a physical system is written as a vector in a
complex vector space. Observables are linear Hermitian operators that operate in this complex
space. The Hilbert space, named in honour of D. Hilbert, generalises the notion of Euclidean
space. It is an abstract vector space (�nite or not) possessing the structure of an inner product
that allows length and angle to be measured. In this appendix, we will review the de�nition of
this complex space, and the operators that act on it.

A.2.1 Inner products

The norm introduced in the preceding section on some vector spaceV over the �eld F gives a
measure of distance. Similarly, inner products provide a measure of angle. The inner product
of two vectors inV is a scalar that is de�ned through the map

〈−,−〉 :V ×V → F, (A.1)

such that for any u , v ,w ∈ V, and α, β ∈ F
1. 〈u , αv + βw〉 � α〈u , v〉 + β〈u , w〉, (Linearity of second argument)

2. 〈u , v〉 � 〈v , u〉∗, (Hermitian symmetric)

3. 〈u , u〉 ≥ 0 with equality if and only if u � 0, (Positive-de�nite)

where ∗ denotes complex conjugation. We call a vector space with an inner product an inner
product space.

To give an example, let u , v ∈ Cn with u � (x1 , . . . , xn) and v � (y1 , . . . , yn), then an inner
product on Cn is de�ned by

〈u , v〉 �
n∑

j�1
x∗j y j � u†v. (A.2)

The norm of a vector u ∈ V is de�ned by

‖u‖ �
√
〈u , u〉 . (A.3)

If ‖u‖ � 1, the vector u is a unit vector. The set of unit vectors {exp[iϕ]u} with ϕ ∈ [0, 2π)
form a so-called ray in the linear vector space (consult postulate 1 of quantum mechanics in
section 2.1). A linear vector space that is complete (as a normed vector space), with norm ‖·‖ is
called a Hilbert space, and writtenH .
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For vector spaces with an inner product, the Cauchy-Schwarz inequality holds

|〈u , v〉| ≤ ‖u‖ · ‖v‖ (A.4)

for any u , v ∈ V. This inequality is only saturated if one of the vectors is a constant multiple
of the other. Since the inequality depends on only the inner product structure, it makes the
Heisenberg uncertainty relation—that depends on it—generally valid. Combining Eq. (A.3)
with the Cauchy-Schwarz inequality yields the triangle inequality:

‖u + v‖2 � (‖u‖ + ‖v‖)2 , (A.5)

and the parallelogram law:

‖u + v‖2 + ‖u − v‖2 � 2(‖u‖ + ‖v‖)2. (A.6)

All complex vector spaces with an inner product is a Hilbert space if it is �nite dimensional.

A.2.2 Orthonormal sets

We call two elements u , v ∈ H orthogonal, if their inner product is zero. If in addition they are
also unit vectors, we say that they are orthonormal. In other words, u , v ∈ H , u , v , 0are said
to be orthonormal if

〈u , u〉 � 〈v , v〉 � 1,
〈u , v〉 � 0.

(A.7)

The process of constructing orthonormal sets from orthogonal sets is called normalisation. In
quantum mechanics, this ensures that the total probability of a state sums to 1. To describe
some further properties, we introduce the orthonormal set of vectors e j ∈ H , j ∈ {1, 2, . . . , n}
that are normalised for all j and are mutually orthogonal. The vectors {u j } are said linearly
independent if the only solution to the equation∑

j

α j u j � 0, α j ∈ C (A.8)

is α j � 0 ∀ j. The maximum number of linearly independent vectors inH is the dimension of
H . Constructing an orthonormal set of vectors from linearly independent vectors is called the
Gram-Schmidt orthonormalisation process.

Gram-Schmidt orthonormalisation: For the set of linearly independent vectors {ln ∈ H |n ∈ N},
we construct the orthonormal sequence of vectors {en ∈ H} de�ned through

en �
wn

‖wn ‖ with wn � ln −
n−1∑
j�1
〈e j , ln〉e j , (A.9)

such that Span{e1 , . . . , en } � Span{l1 , . . . , ln }.
The span of some subset S of some vector spaceV,

Span{α1l1 + . . . , αn ln | α j ∈ F, l j ∈ V , n ∈ N}, (A.10)
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is de�ned as the smallest linear subspace ofV that contains S. �

Amaximal set of linearly independent vectors is said complete. For a Hilbert spaceH , there
always exists a complete set of orthonormal vectors {e j }. In particular, this set is a basis forH ,
so that every vector v ∈ H can be written as

v �

n∑
j�1

c j e j , (A.11)

with 〈e j , ek〉 � δ jk , and c j � 〈e j , v〉. We can take the inner product of v with any of the basis
vectors ek to obtain

〈ek , v〉 �
n∑

j�1
c j 〈ek , e j〉 �

n∑
j�1

c jδk j � ck . (A.12)

This is a statement of Fourier’s theory to determine the magnitude of each orthonormal vectors
in the vector v. Note that by substituting this result into Eq. (A.11) and using Eq. (A.2) gives

v �

n∑
j�1

e j e†j v (A.13)

Therefore, we arrive at the resolution of identity
∑n

j�1 e j e†j � 1, which is clearly understood
from the de�nition of e j from Eq. (A.9). In Dirac’s bracket notation, this can be recast in a more
recognisable form ∑

j

���ψ j
〉 〈
ψ j

��� �
∑

j

P̂ j � 1. (A.14)

where we de�ned the projector P̂ j that projects any vector onto the space spanned by the basis
e j . This form hints that general operators onH can be written as sums over general matrices
|χ〉 〈ξ |. This will be the subject of the next subsection.

A.2.3 Linear operators in Hilbert space

Let T : H →V be a linear map between two vector spaces. IfV � H , then L(H ) denotes the
set of all linear operators onH . That is, T ∈ L(H ) if and only if:

1. T (v + w) � T (v) + T (w), for any v ,w ∈ H ,

2. T (αv) � αT (v), for any α ∈ F, v ∈ H .

We dedicate capital typeset to denote linear operators S, T , . . .. LetL(H ) denote the set of linear
operators inH , then L(H ) is a linear vector space on C, where for any S, T ∈ L(H ), α ∈ C,
v ∈ H the sum and scalar multiplication are de�ned as

1. (S + T )(v) � S(v) + T (v),

2. (αT )(v) � T (αv)
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respectively. Moreover, for S, T ∈ L(H ), we de�ne their product ST as the operator on H
given by

(ST )(v) � S(T (v)). (A.15)

Note that, multiplication of two operators is generally non-commutative, with the di�erence
between the two de�ned as the commutator

[S, T ] � ST − TS. (A.16)

The non-commutativity of operators satis�es matrix algebra. This conveniently motivates a
matrix representation of linear operators. In quantum mechanics, the state of some physical
system is denoted by some vector ��φ

〉 ∈ H , and linear operators describe dynamics of the state
��ψ

〉
� T ��φ

〉
. From the inner product of two vector elements of the complete orthonormal basis

|ψ j〉, 〈ψ j |T |ψk〉 � T jk , the matrix form of operators is easy to observe. A description of the
operation of T inH depends on the basis (we will discuss this in more detail in the next section).
For the sequence of vectors {v j } ∈ H , j � 1, 2, . . . , n, the action of any linear operator T vk ∈ H
can be written as a linear combination of the vectors:

T vk � T k j v j , (A.17)

where the Einstein summation rule is applied to repeated indices. Given this, how can the
matrix representation of T be written in a di�erent basis? Consider a change of basis from {v j }
to {w j }. Let

A ∈ C2n : T ({v j }) → T ({w j }) for j ∈ {1, . . . , n} (A.18)

denote some invertible operator that describes the basis transformation of T according to

Ak j v j � wk ⇔ vk � A−1k j w j . (A.19)

Combining Eq. (A.19) with Eq. (A.18) yields

T ({w})w j
(A.19)
� A jkT ({v})vk

(A.17)
� A jkT kl ({v})v l

(A.19)
� A jkT kl ({v})A−1lm wm , (A.20)

which gives

T ({w}) � AT ({v})A−1. (A.21)

This allows us to understand how a basis change a�ects the matrix representation of linear
operators.

A.2.4 Adjoint and Hermitian operators

In this subsection, we introduce adjoint andHermitian operators. To understand their properties,
we �rst introduce introduce dual spaces and linear functionals.

A linear functional is de�ned as the linear map J of elements in any vector space to its �eld
of scalars. For any element v ∈ H , we de�ne the linear functional Jv : H → F by:

Jv (z) � 〈v , z〉, (A.22)
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for any z ∈ H . This map is bounded with norm ‖ Jv ‖ � ‖v‖, which can be veri�ed using the
Cauchy-Schwarz inequality for z , v and z � v. The set of all linear functionals fromH → F

forms a vector space that satis�es the operations of addition and scalar multiplication (sec-
tion A.1). This space is called the dual vector space of H and is denoted H ∗. The following
theorem establishes that every element ofH ∗ can be uniquely written in the form in Eq. (A.22):

Riesz representation theorem: Let Jv : H → F be some continuous linear map, then there exists a
unique vector v ∈ H such that

Jv (z) � 〈v , z〉 (A.23)

for any z ∈ H .

Let {e1 , . . . , en } be an orthonormal basis forH , then

z �

n∑
j�1
〈e j , z〉e j . (A.24)

To �nd the unique vector v that satis�es this we apply the functional Jv on Eq. (A.24) to give

Jv (z) �
n∑

j�1

〈
e j , z

〉
Jv (e j) �

n∑
j�1

〈
J∗v (e j)e j , z

〉
�

〈 n∑
j�1

J∗v (e j)e j , z
〉
, (A.25)

where we used the conjugate-linearity of the inner product 1. With comparison to Eq. (A.30)
we have an expression for a unique element v that establishes a connection between the Hilbert
space and its dual vector space. �

We can now use this theorem to prove the existence of the adjoint of an operator. For some
bounded linear operator T on a vector spaceV, there exists an adjoint linear operator written
T† onV such that

〈v , T z〉 �
〈
T†v , z

〉
, (A.26)

for any v , z ∈ H . The adjoint has the following properties for some S, T : H →H and α, β ∈ F:
1. (αS + βT )† � α∗S† + β∗T†,

2. (S†)† � S,

3. (ST )† � T†S†.

At this point, we draw parallels between the Riesz representation theorem and quantum
mechanics. In Dirac’s notation, the vector elements v ∈ H are written as so-called kets: ��ψ

〉
, ��φ

〉
that describes the physical state of some system. The adjoints are called bras:

〈
ψ�� ,

〈
φ�� and are

elements of the dual space ofH . The inner product of both gives the overlap written by 〈ψ |φ〉.
These physical states obey all the conditions for inner products.

1The map T : V →W is termed conjugate-linear if T (αu + βv) � α∗T (u) + β∗T (v), for α, β ∈ F and u , v ∈ V.
If the two vector �elds are described over the real space F � R, then the map is just linear.
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A.3 Structure of vector spaces
An understanding of vector spaces can be achieved by observing the structure of its subspaces.
In this subsection we describe how we can combine two linear vector spaces. This is important
in understanding how linear operators operate on the Hilbert space.

Sometimes we can write a vector spaceH in terms of its subspacesU1 ,U2 , . . . ,Un . More
precisely, ifUj ∩Uk � {0} for all j, k ∈ {1, 2, . . . , n}, and for every element v ∈ H , there exists
the unique sum v � u1 + u2 + · · · + un , where u j ∈ Uj , then we can writeH as the direct sum
of its subspaces:

H �

n⊕
j�1
Uj . (A.27)

The dimension ofH is then the sum of the dimensions of its subspaces:

dimH �

n∑
j�1

dimUj . (A.28)

We can use the notion of an inner product to construct interesting subspaces ofH . Let S be a
subset of vectors in the Hilbert spaceH , that is not necessarily a subspace2. We then de�ne the
orthogonal complement of S as the closed linear subspace ofH , containing the set of all vectors
orthogonal to the vectors in S:

S⊥ � {v ∈ H | 〈s |v〉 � 0 for all s ∈ S} . (A.29)

Projection theorem: If S is a closed subspace of a Hilbert spaceH , then the subspace and its orthog-
onal complement give a direct sum decomposition of the full space:

H � S + S⊥. (A.30)

This is not di�cult to show. For any orthonormal basis of S {e j }, we can trivially write any
vector v ∈ H as

v �
*.
,

n∑
j�1
〈e j , v〉e j

+/
-
+ *.

,
v −

n∑
j�1
〈e j , v〉e j

+/
-
. (A.31)

the �rst vector in parenthesis is clearly in S since it is written as a linear combination of e j .
The second vector is clearly in S⊥ as one can see that it is orthogonal to any vector in S. Let
v ∈ S ∩ S⊥. Then, since v is in S and in S⊥, it should satisfy 〈v , v〉 � 0, which implies v � 0.
Thus S ∩ S⊥ � {0}. This ensure the uniqueness of v. �

This theorem guarantees the existence of the orthogonal projection map P̂S : H → S. That
is, given a Hilbert spaceH and a closed linear subspace S ⊆ H , any element v ∈ H can be

2A subset of S is any set contained in S. A subspace of S is any subset of S that inherits the spacial structure
of the space S. Hence a subspace of a vector spaceV is a subset ofV that is also a vector space with the same
operations. To verify that a subsetU ofV is a subspace you must check thatU contains the zero vector 0, and that
U is closed under addition and scalar multiplication.
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written uniquely as the sum v � x + y where x ∈ S and y ∈ S⊥. The projector P̂ then acts on
the element v to give x, from which it is clear that projectors are associated with subspaces. To
understand this, consider some Euclidean space E3 spanned by the unit vectors {e1 , e2 , e3}. The
projector then acts on any element in E3 and sets all components to zero besides those on the
subspace it projects to. Projectors describe the ‘collapse’ of the state of some physical system
onto some eigenspace of the measurement operator. Hence it is clear that from Eq. (A.31)

P̂Sv � x �

n∑
j�1
〈e j , v〉e j . (A.32)

Note that the null space of P̂S is S⊥. Once projected to a subspace, a second operation of the
same map should have no e�ect. It follows then that P̂S is a bounded linear map satisfying

P̂2
S � P̂S . (A.33)

This implies that the eigenvalues of P̂S is either zero or one, which corresponds to the orthonor-
mal basis of S or S⊥ respectively. That is, for some (n + m)-dimensional space decomposed
according to Eq. (A.30) with e � {e1 , . . . , en } an orthonormal basis for S and f � { f 1 , . . . , f m }
for S⊥, a suitable orthonormal basis forH is spanned by g � e ⊕ f , then

P̂S g � diag[1, . . . , 1, 0, . . . , 0]g . (A.34)

Note that the rank of the projector is related to the dimension of the space it operates on:
Tr[P̂S] � dim[S].

An alternative way to combine vector spacesUj is through the tensor product:

H �

n⊗
j�1
Uj . (A.35)

The dimension ofH is then the multiplication of the dimensions of its subspaces:

dimH �

n∏
j�1

dimUj . (A.36)

The tensorial nature of the Hilbert space is heavily used in quantum theory. To see how,
consider the elements of the Hilbert space ��ψ

〉
�

∑
j c j |ψ j〉 ∈ U1 and ��φ

〉
�

∑
j d j |φ j〉 ∈ U2,

then the tensor product of these states is written

��ψ
〉 ⊗ ��φ

〉
�

∑
j,k

c j dk |ψ j〉 ⊗ ��φk
〉
�

∑
j,k

c j dk
���ψ j , φk

〉
, (A.37)

where we introduced convenient abbreviations for the tensor product notation. The inner
product of two vectors that are tensor products is〈

ψ1 , φ1 |ψ2 , φ2
〉
�

〈
ψ1 |ψ2

〉 〈
φ1 |φ2

〉
. (A.38)

Operators also obey the tensor product structure (A ⊗ B) (C ⊗ D) � (AC ⊗ BD). We note that
every operator sticks to its own Hilbert space. General rules for tensor products of operators
are:
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1. (A1 + A2) ⊗ B � A1 ⊗ B + A2 ⊗ B,

2. A ⊗ 0 � 0 ⊗ A � 0,

3. 1 ⊗ 1 � 1,

4. αA ⊗ βB � (αβ)A ⊗ B,

5. (A ⊗ B)−1 � A−1 ⊗ B−1,

6. (A ⊗ B)† � A† ⊗ B†,

7. Tr[A ⊗ B] � Tr[A]Tr[B],

where we will de�ne the trace Tr[·] of an operator in subsection A.4.

A.4 The trace and determinant of an operator
Before concluding this appendix, wemention two special functions of operators that are heavily
used in linear vector spaces. These operations are the trace and determinant and for any operator
T are denoted by Tr[T ] and detT , respectively. The trace map is the simplest operation related
to measurements. In the matrix representation of linear operators, the trace of the operator can
be understood as the sum of the diagonal elements:

Tr[T ] � T j j , (A.39)

where we remind ourselves that repeat indices implies a sum over the index. Similarly, the
determinant of some operator T can be de�ned though:

detT �

∑
σ∈Sn


sgn(σ)

n∏
j�1

T j,σ( j)


(A.40)

where the sign function ‘sgn(σ)’ returns +1 (−1) for even (odd) permutations in the permutation
group Sn (see appendix E for details). This is the Leibniz or Laplace formula. Note that both
operations are conveniently written using the matrix representation of the operator T . However,
since the trace is in fact basis independent, we should be able to write Tr[T ] without specifying
the basis. To understand this, we use the result for the basis change we obtained in Eq. (A.21):

Tr[T ({v})] � T j j ({v}) � A jkT kl ({w})A−1l j � δlkT kl ({w}) � Tr[T ({w})], (A.41)

where we used A−1l j A jk � δlk . Hence we see that the trace of some linear operator is basis inde-
pendent. The same property is also true for the determinant which can be easily demonstrated
through:

detT ({v}) � det [A] det [T ({w})] det
[
A−1

]
� detT ({w}), (A.42)

where we used the property det[A]det[A−1] � det[AA−1] � 1.
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ix B
Operator ordering methods in quantum optics

O perators in quantum mechanics satisfy matrix algebra, which implies that two
operators do not necessarily commute. Hence there is an ambiguity in the de�nition
of any function of non-commuting operators. In this appendix we discuss common
operator ordering conventions. These conventions have lead to the introduction of

associated quasiprobability distributions that describe quantum-classical correspondences,
which have been used to solve many problems in quantum optics. We then explain how certain
operator orderings help solve the vacuum expectation values (vevs). This was an important part
of calculating the quantum Fisher information as we observed in chapters 4 and 5. We de�ne a
function in Mathematica that can deal with this. We note that the SNEG package developed by
Z̆. Rok [Z̆itko, 2011] built for commutation algebra is not complete and can not handle speci�c
operations.

B.1 Types of operator orderings
For non commuting operators, there is an ambiguity in the de�nitions of operator functions in
quantummechanics. This is implicit in the de�nition of the number operator, whichwas de�ned
as n̂ � â† â , â â†. For functions of â and â† (and hence of any operator function), there are three
operator orderings, referred to as normal, antinormal, and symmetric (orWeyl). To describe each,
we introduce the operator string â � â†p âq for p , q ∈ R. Then, the normal ordered form of the
number operator raised to power â is written

: â :� â†p âq , (B.1)

which remains unchanged. There is another method to obtain the normal ordered form of the
operator, which we denote throughN[â]. We postpone a discussion of the di�erence between
these operations for the next section, but the result leaves all creation operators to the left of
annhilation operators. Antinormal ordering instead places all annhilation operators to the left
of creation operators and is written

:·â:· � âq â†p . (B.2)
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Ordering Notation Description

Normal N or : n̂ l : All â†’s to left of â’s

Antinormal A or :·n̂ l :· All â’s to left of â†’s

Symmetric S(n̂ l) Symmetric ordering

Table B.1: Di�erent operator orderings used in quantum optics for non-commuting operators. We use
the number operator as an example, but since any operator may be re-expressed in terms of the operators
{â , â†}, this is true for any operator function. Achieving each type of ordering is described in the text.
The di�erence between the two operations achieving normal ordering will be described in section B.2.

Similar to normal ordering, there is an alternative function A that returns the antinormal
ordered form of an operator:A[â]. The symmetric or Weyl ordering is the complete symmetri-
sation of the creation and annhilation operators. That is, the symmetrised operator of â can be
written as the sum of all permutations of pâ†’s and qâ’s, weighted by the number of terms. We
write this as:

S (â) �
(
p + q

q

)−1 ∑
σ

n∏
j�1

âσ( j) , (B.3)

where the sum over permutation elements was de�ned in appendix E and the Binomial co-
e�cient

(a
b
)
� a!/[(a − b)!b!] is the number of permutations of arranging a operators given b

indistinguishable (same-mode) operators. Note that for p � q � 1, â � n̂, then S[â] � {â , â†}/2.
Table B.1 summarises the three operator orderings. Since certain operator orderings are

more suited to speci�c problems, mapping between them is important. This is beyond the scope
of this thesis, but the reader is recommended to consult section 3.3 of [Barnett and Radmore,
2005].

B.2 Normal ordering method

As discussed in the previous section, the normal ordered form of a boson operator, where
all creation operators appear to the left of annihilation operators, was developed to address
the operator ordering ambiguity. The two well-de�ned procedures on the boson operators
that yield a normally ordered form are known as the normal orderingN operation, and the
double-dot : · : operation. Both normal ordering methods are appropriate to calculate vacuum
expectation values (vev) of a string of operators, which is the average value of the operator string
in the ground state. This is since the vev of a normally ordered operator string is zero.
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B.2.1 Di�erent normal ordering strategies

For any general boson operator string written g(â , â†), normal ordering by means of the N
operation is achieved by repeated use of commutation relations until all creation operators
appear to the left of annihilation operators. In the double-dot operation, the normally ordered
form of g(â , â†) is achieved by assuming the creation and annihilation operators commute.
The operator is in general changed, with an equivalence maintained only if the operation is
performed on a normally ordered string:N[g(â , â†)] � : N[g(â , â†)] :. From these de�nitions,
we can immediately understand the two operations that achieve antinormal ordered operators:
A, and the triple dot :··:· operation. The operationA uses the same commutation relations asN ,
but has the e�ect of ordering all annihilation operators before creation operators.

The normal ordering problem is solved when the following is satis�ed:

g(â , â†) � N
[
g(â , â†)

]
� : g(â , â†) : . (B.4)

To exemplify the di�erence between both operations, it is meaningful to compare the normal
ordered forms of operator string â j (â†)k . The double dot operation readily gives

: â j (â†)k :� (â†)k â j . (B.5)

Through repeated use of the commutation relation [â , â†] � 1, then it can be shown that [Blasiak
et al., 2007]:

â j (â†)k
� N

[
â j (â†)k

]
�

j∑
l�0

(
j
l

)
k l (â†)k−l â j−l , (B.6)

wherewe have de�ned the falling factorial k l � k(k − 1) · · · (k − l + 1). In general, normal ordered
operators have attracted a lot of attention in quantum optics and quantum �eld theory. One
application of this ordering an operator in this manner is that we can immediately write its
coherent state matrix elements. That is, for the operator string in Eq. (B.4) we have:〈

α′ ���g(â , â†)��� α
〉
� 〈α′ |α〉 g(α, α′∗) (B.7)

More speci�cally, the two operations achieving normal ordered operators have attracted their
individual applications. This is easy to understand: the two operations have di�erent meanings.
The double-dot operation changes the physical nature of the operator string. However, this
procedure for normally-ordering Hamiltonians has attracted signi�cant attention in quantum
�eld theory, since it ensures the ground state energy is zero [Peskin and Schroeder, 1995]. To
understand this, we recall from chapter 2, Eq. (2.63) that the quantised Hamiltonian

Ĥ ∝ 1
2

(
â† â + â â†

)
�

(
â† â + 1

2

)
(B.8)

had energies En � n + 1/2 for all n � 0, 1, 2, . . ., from which it is clear that the ground state
energy is non-zero. In quantum �eld theory, any �eld is considered as an in�nite collection of
harmonic oscillators. The contribution of the zero point energies from each oscillator would
predict an unphysical �eld with in�nite energy. The work-around is to de�ne the ground state
to have zero energy by subtracting the zero point energy from each oscillator:

Ĥ0 ∝ : 12
(
â† â + â â†

)
:� 1

2
(
â† â + â â†

)
− 1

2 〈0|
(
â† â + â â†

)
|0〉 ≡ â† â. (B.9)
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By subtracting the zero point energy, we obtain a new Hamiltonian that is generated from the
double-dot operation of the original Hamiltonian: Ĥ0 � : Ĥ : .

In certain cases, the use of commutation relations for normal ordering through the operation
N is preferred. This is since it does not change the interpretation of the operator despite having
a di�erent functional appearance. In this thesis, we have considered only this approach, and
will continue to do so for the remainder of this appendix. From Eq. (B.6) we observe that
this approach yields many terms. A systematic approach to address all of the combinatorics
associated with any operator string is through Wicks theorem1. A wide variety of numerical
packages provide some ease to this di�culty for polynomial expressions. However, this becomes
increasingly cumbersome for increasing operator string lengths and the computational time
grows exponentially. The normal ordering problem for non trivial operator strings of arbitrary
lengths remains an open area of research with notable contribution made by Blasiak et al.
[2007]. However, these methods have assumed commutation relations for discrete systems:
[â , â†] � 1. In this thesis we work with continuous variable systems. Evaluated vevs is then a
bit more involved. Luckily, we encounter a very speci�c form for the operator string that helps
generalise the result.

In the following, we use the Bargmann representation to approach the normal ordering
problem [Bargmann, 1961]. It converts a boson operator string into one of multiplicative factors
of a formal dummy variable η and its derivative by making the following transformations:

â†j → η j and â j → ∂
∂η j

. (B.10)

The commutation relation is preserved and this transformationmakes the evaluation of vacuum
expectation values of boson operator strings easier. Under this transformation map, the action
of the annihilation operator â(k j) |0〉 � 0 is reproduced if the vacuum |0〉 maps to unity:
∂/∂η j · 1 � 0. We use this representation to derive some results that have been used in the
thesis.

In section 4.2.1we determined the dependence of the qfi on the source separation distance by
allowing a relaxation of the assumption that sources are mutually independent. The following
vacuum expectation value was encountered:

〈0|
N∏

j�1
b̂(x j)

N∏
j�1

b̂†(x′j) |0〉 �
∑
σ

N∏
j�1

δ
(
x j − x′σ( j)

)
. (B.11)

The permutation sum identi�es all the possible combinations of source overlaps along the
array. This expression becomes increasingly cumbersome to determine for more complicated
boson strings as encountered when using the generator to determine the qfi. Hence, to simplify
the evaluation after this, we assumed mutual independence for di�erent sources. By use of the
Bargmann representation, we derive the following two expectation values:

〈0| b̂ j (k′j)
n j n̂ j (k′′j ) b̂†j (k j)n j |0〉 � n j!n jδ

(
k′j − k′′j

)
δ
(
k′′j − k j

)
δ
(
k j − k′j

)n j−1 (B.12)

and

〈0| b̂ j (k′j)
n j n̂ j (k′′j )n̂ j (k′′′j ) b̂†j (k j)n j |0〉 � n j!n2

j δ
(
k′j − k′′j

)
δ
(
k′′j − k j

)
δ
(
k j − k′j

)n j−1
. (B.13)

1Wicks theorem reduces the operationN to a sum of double dot operations on all contractions of the operator
string. The term contraction refers to the removal of a pair of â and â† such that â always precedes â†.
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These vacuum expectation values are used to evaluate the variance of the generator. Speci�cally,
the absence of the summation over all permutations re�ects the use of updated commutation
relations, which treat each source as distinct and mutually independent.

B.2.2 Normal ordering on continuous variable systems

In the following Mathematica code we generate a means of expressing the vacuum expectation
values associated with continuous variable systems. The commutator used is

[
â(km), â†(kn)

]
� δ(km − kn). (B.14)

It returns the only surviving terms once the ground state expectation values has been deter-
mined.

In[1]:= (*Normalization<0|0> =1*)
correlate[]=1;

(* Commutation relation: [a(k1),a†(k2)]=δ(k1-k2) *)
correlate[left___,a[k1_],ad[k2_],right___]:=
correlate[left,ad[k2],a[k1],right]+δ[k1-k2] correlate[left,right];

(* Commutation relations: [a(k1),a(k2)]=[a†(k1),a†(k2)]=0 *)
correlate[left___,a[k1_],a[k2_],right___]/;!OrderedQ[{k2,k1}]:=
correlate[left,a[k2],a[k1],right];

correlate[left___,ad[k1_],ad[k2_],right___]/;!OrderedQ[{k2,k1}]:=
correlate[left,ad[k2],ad[k1],right];

(* Annihilation of vacuum state: <0|a† and a|0> =0 *)
correlate[___,a[_]]:=0;
correlate[ad[_],___]:=0;

In[2]:= correlate[a[k10],a[k9],ad[k8],a[k7],ad[k6],a[k5],ad[k4],ad[k3]]

Out[2]= δ[-k4+k5] δ[-k6+k7] δ[k10-k8] δ[-k3+k9]+
δ[-k3+k5] δ[-k6+k7] δ[k10-k8] δ[-k4+k9] +
δ[-k4+k5] δ[-k3+k7] δ[k10-k8] δ[-k6+k9] +
δ[-k3+k5] δ[-k4+k7] δ[k10-k8] δ[-k6+k9] +
δ[-k4+k5] δ[k10-k6] δ[-k3+k7] δ[-k8+k9] +
δ[-k3+k5] δ[k10-k6] δ[-k4+k7] δ[-k8+k9] +
δ[k10-k4] δ[-k3+k5] δ[-k6+k7] δ[-k8+k9] +
δ[k10-k3] δ[-k4+k5] δ[-k6+k7] δ[-k8+k9].
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ix C
Operator identities

I n this appendix we go through some of the identities that have been commonly used
throughout the work in this thesis. All of the identities summarised in this appendix
have been based on material that can be found in the classic quantum optics textbooks
by Scully and Zubairy [1997]; Barnett and Radmore [2005]; Sakurai and Napolitano

[2017]. For proof of the identities, the reader is referred to these texts.

Sum of nested commutators - Jacobi Identity:
[
Â,

[
B̂, Ĉ

] ]
+

[
B̂,

[
Ĉ, Â

] ]
+

[
Ĉ,

[
Â, B̂

] ]
� 0. (C.1)

This can be generalised operators of arbitrary length.

Expansion of commutators - Leibniz’s law:
[
Â, B̂Ĉ

]
�

[
Â, B̂

]
Ĉ + B̂

[
Â, Ĉ

]
,

[
ÂB̂, Ĉ

]
�

[
Â, Ĉ

]
B̂ + Â

[
B̂, Ĉ

]
.

(C.2)

If two operators have a unit commutator, then a more general property exists for the expansion
of their commutators.

Bosonic operator function commutators: For α ∈ C and the creation and annihilation operators
â† and â respectively satisfying the commutator [â , â†] � 1, we have the following identities:

[
â , f (â , â†)

]
�
∂ f
∂â†

, (C.3)
[
â† , f (â , â†)

]
� −∂ f

∂â
, (C.4)

exp
[
−αâ† â

]
f (â , â†) exp

[
αâ† â

]
� f (â exp[α], â† exp[−α]). (C.5)
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Operator functions: For any Hermitian operator Â with the spectrum {a j , |a j〉}, then the operation
of any well-behaved function f on Â may be written

f (Â) �
∑

j

f (a j)
���a j

〉 〈
a j

���, (C.6)

which follows from matrix properties. This can alternatively be shown from the Maclaurin oper-
ator expansion of f (Â):

f (Â) �
∞∑
j�0

f ( j) (0)
j! Â j . (C.7)

A common function encountered in quantum optics is the exponential function since
exponentiating any Hermitian operator yields a unitary operator. Since the number operator is
Hermitian, we can immediately exemplify the use of Eq. (C.7) by considering the expansion of
some number α ∈ C raised to the power of n̂:

α â† â
� exp

[
â† â ln α

]
�

∑
n

exp [n ln α] |n〉 〈n | , (C.8)

where we used the Fock-basis as a complete, orthonormal set of the number operator. In fact,
using the Maclaurin expansion for the exponential function, we can prove theHadamard Lemma,
which for any two operators Â and B̂ reads:

Hadamard Lemma: For some α ∈ C:

exp
[
αÂ

]
B̂ exp

[
−αÂ

]
� B̂ + α

[
Â, B̂

]
+ α

2

2!
[
Â,

[
Â, B̂

] ]
+ . . . . (C.9)

Alternative derivations for this lemma can be seen in section 1.4.1 of Kok and Lovett [2010].
This lemma was used to generalise the form of the generator of dynamics in chapter 5. It is also
used to generate operator ordering theorems, such as the following Baker-Campbell-Hausdor�
formula:

Baker-Campbell-Hausdor� formula: If
[
Â,

[
Â, B̂

] ]
�

[
B̂,

[
Â, B̂

] ]
� 0, then:

exp
[
Â + B̂

]
� exp

[
Â

]
exp

[
B̂

]
exp

[
−12

[
Â, B̂

] ]

� exp
[
B̂

]
exp

[
Â

]
exp

[1
2

[
Â, B̂

] ]
.

(C.10)

This formula is often used to show di�erent operator orderings. To understand this, we follow
the argument presented by Barnett and Radmore. Consider the jth term in the Maclaurin
expansion of the left hand side of Eq. (C.10): (Â + B̂) j . For non-commuting Â and B̂, this expan-
sion is ambiguous. While we defer further discussion of operator orderings until appendix B,
we appreciate that for certain problems in quantum optics, it may be useful to express the
expansion such that all occurrences of Â appear to the left of B̂. This can be achieved through
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repeated use of the assumed commutator between the operators to re-arrange their ordering.
Hence, the resulting power series can be written as the product of a function of Â, a function of
B̂, and a function of their commutator [Â, B̂]. This is exactly the Baker-Campbell-Hausdor�
formula, which can also be used to place all occurrences of B̂ before Â. In this thesis, this
formula was used to express di�erent forms of the characteristic function, which gives rise to
di�erent quasiprobability distributions.

For completeness, we mention the existence of other operator ordering formulas that derive
from this. These can be reviewed in appendix 5 of [Barnett and Radmore, 2005, p. 236–239].
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ix D
Statistical distance measures

D istancemeasures are central to quantum estimation theory and quantum information
theory. They provide a means to quantify distinguishability and similarity between
two statistical objects. There are many intuitive applications of distance measures,
such as the Euclidean distance is a common measure for distances. In classical

information, the distinguishability between two messages could be the di�erence between
two bit strings that encode a message. In parameter estimation, we will see that the Fisher
information gives a statistical distancemeasure between two probability distributions generated
from two di�erent values of a parameter to estimate. In this appendix, we de�ne the axioms for
statistical distance measures. We will see that the arbitrariness of these de�nitions allow for its
easy extension to the quantum mechanical case. Notable contributions to this extension were
made by Wooters [1981]; Hilgevoord and U�nk [1991]; Braunstein and Caves [1994]. We limit
our review to static distance measures, which measure the similarity between two objects. This
is in contrast to dynamic measures which quanti�es the information content preserved during
the dynamical process [Nielsen and Chuang, 2010].

D.1 Distance measures for probability distributions
In this section, we present a precise de�nition of distance measures. A metric is a distance
function that de�nes the distance between any two elements of a set. Any set with an associated
metric is called a metric space. More precisely, for some metric space S, a metric on the set X is
the distance function

d : X × X → [0,∞), (D.1)

where [0,∞) is the set of non-negative real numbers, which for all x , y , z ∈ S satis�es the
following three axioms.

1. d(x , y) = d(y , x) (Symmetric)

2. d(x , y) ≥ 0 with equality i� x � y (Positivity)
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3. d(x , z) ≤ d(x , y) + d(y , z) (Triangle inequality)

The distance function d(p , q) between the points p and q is valid if it satis�es all the
following properties which de�nes a metric for all p , q:

The vectors p and q in the two dimensional Euclidean space, R2, can be seen to satisfy the
properties of a metric. We will now consider di�erent distance measures.

D.2 Distance measures for classical information
Some shit here to motivate the rest of this section.

D.2.1 Hamming distance

The Hamming distance for classical codes is the minimum number of bit �ips required to
transform a bit string into another. For

x � 1 0 1 0
y � 0 1 1 0,

(D.2)

we have H(p , q) � 2. This code distance determines the maximum number of errors that can be
detected, (d − 1), where d is the code distance [Nielsen and Chuang, 2010]. This measure is not
capable of describing more complex information sources over general probability distributions.

D.2.2 The classical �delity

For two classical random variables, X and Y described by the probability distributions {xi } and
{yi }, the �delity is de�ned

FC (x , y) �


∑
i

√
xi yi



2

:� B(x , y)2 , (D.3)

where x � {xi } and y � {yi }, i ∈ [1, d] with d being the dimension of the metric space. The
classical �delity can be understood as the inner product of the vectors {x1 , x2 , . . . , xd } and
{y1 , y2 , . . . , yd } in the d–dimensional Euclidean space. The conventional de�nitions provided
in [Bengtsson and Zyczkowski, 2008; Nielsen and Chuang, 2010] is the non-squared version
of the above. The Bhattacharyya distance can be de�ned as DBhatt � cos−1 B(x , y), with the
Bhattacharyya coe�cient de�ned on the rhs of Eq. (D.3).

D.2.3 Trace distance

The classical trace distance,

dC (p , q) �
1
2

∑
i

|pi − qi |, (D.4)

also provides a tool to distinguish between the two probability distributions {pi } and {qi }. This
procedure can be extended to distinguish between two quantum states ρ and σ provided

dQ (ρ, σ) �
1
2Tr

[|ρ − σ |] , (D.5)
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where themodulus requires the positive square root such that |A| �
√

A†A . This is the quantum
analogue of Eq. (D.4) and this can be shown to reduce to the classical trace distance under
appropriate criteria as required by the correspondence principle. Namely, the two general
states ρ and σ (pure or mixed) commute in the classical limit and hence are diagonal in the
same basis such that ρ �

∑
i ρi |i〉〈i |, σ �

∑
i σi |i〉〈i |. Hence Eq. (D.5) becomes

dQ (ρ, σ) �
1
2Tr



������

∑
i

(ρi − σi) |i〉〈i |
������


�
1
2Tr

*
,

∑
i

|ρi − σi | · |i〉〈i |+
-
�
1
2

∑
i

|ρi − σi |

� dC (ρ, σ),

(D.6)

where we de�ne ρ as the vector of eigenvalues associated with the spectral decomposition of
the state ρ. The quantum trace distance is observed to be a suitable metric since it meets all
four of the requirements listed earlier.

D.2.4 The quantum �delity

Similarly, a quantum �delity can be assigned to quantify the similarity between quantum states.
The qfi can then be written in terms of the quantum �delity – also known as the Uhlmann
�delity, FQ – according to [Fuentes et al., 2014]

IQ �
8

dθ2 (1 −F (ρθ , ρ(θ+dϑ))) (D.7)

where the quantum �delity for two states ρ and σ is de�ned by

FQ (ρ, σ) �
(
Tr

√√
ρ σ
√
ρ

)2
. (D.8)

In the case of a pure state ��ψ〉 such that ρ � |ψ〉〈ψ | and an arbitrarily state σ, the quantum
�delity becomes

FQ (|ψ〉, σ) �
(
Tr

√
|ψ〉〈ψ |σ |ψ〉〈ψ |

)2
� 〈ψ |σ |ψ〉 � Tr(σ |ψ〉〈ψ |). (D.9)

In the evaluation we made use of the fact that ρ � ÛDÛ† � √ρ √ρ �

(
Û
√

D Û†
) (

Û
√

D Û†
)
,

where we have expressed the state ρ in its spectral decomposition with Û being the ma-
trix of eigenvectors and where D has as its diagonal the corresponding eigenvalues. Hence√
ρ � Û

√
D Û†, which requires only the eigenvalues be square-rooted upon spectral decompo-

sition of ρ.
Note that Eq. (D.8) reduces to the classical �delity in the classical limit, ρ �

∑
i ρi |i〉〈i |,

σ �
∑

i σi |i〉〈i |. In this case Eq. (D.8) becomes

FQ (ρ, σ) �


Tr

*..
,

√∑
i , j

√
ρi |i〉〈i |σ j | j〉〈 j |√ρi |i〉〈i |

+//
-



2

�


Tr

*..
,

√∑
j

ρ jσ j | j〉〈 j |
+//
-



2

�


Tr *.

,

∑
j

√
ρ jσ j | j〉〈 j |+/

-



2

�



∑
j

√
ρ jσ j



2

� FC (ρ, σ),

(D.10)
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which concludes our expectation. The quantum �delity is more extensively used than the
trace distance, but it is not a metric on the space of density operators. We are able to transform
Eq. (D.8) to rectify this [Nielsen and Chuang, 2010]:

Theorem 1 (Uhlmann’s Theorem). Let ρ and σ be two states of a system X, then we introduce Y as
the copy of X such that

FQ (ρ, σ) � max
|ψ〉,|ϕ〉

|〈ψ |ϕ〉|2 , (D.11)

where the maximisation is performed over all of the puri�cations |ψ〉 of the state ρ and |ϕ〉 of σ into the
combined system XY. �

To recast the quantum �delity as a metric, we de�ne

A (ρ, σ) � cos−1
(√

FQ (ρ, σ)
)

(D.12)

as the angle between the states ρ and σ. It can be observed that this obeys all of the criteria of a
metric. A geometric interpretation for FQ has been provided in [Jones and Kok, 2010]. Further,
having de�ned the quantum �delity, we are now in a position to exemplify the operational
requirements of distinguishability measures for probability distribution.

Example 1 (Operational requirements of distinguishability measures for probability distribu-
tions). The Bhattacharyya coe�cient introduced in section D.2.2 can also be understood as the minimi-
sation of the quantum �delity over all possible POVMs. To understand this and to motivate the quantum
�delity as a suitable distinguishability measure, we pose the question: Which of the two states ρ and σ
best describes an unknown general quantum system ξ? Practically, this would require a measurement
POVM Ê d with elements Êi . If ξ � ρ (or ξ � σ), then the measurement outcome would yield the
outcome i with probability ρi � Tr[ρÊi] (σi � Tr[σÊi]). Hence distinguishing between the two states
ρ and σ amounts to estimating the state by determining the frequency distribution of the measurement
outcomes, i.e. distinguishing between the probability distributions ρ � {ρi } and σ � {σi }, such that

FQ (ρ, σ) � min
Êi

FC (ρ, σ). (D.13)

We note that the Law of large numbers ensures that as the number of measurements→∞, the measured
probability distribution→ the true distribution [Bengtsson and Zyczkowski, 2008]. �

D.2.5 The relative entropy

The Shannon entropy of a probability distribution P,

Ss (P) � −k
N∑

i�1
pi ln pi , (D.14)
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de�nes certain attributes of a probability distribution1. This makes it unsuitable for a distin-
guishability measures. We make use of the Kullback-Leibler entropy

Skl (P | |Q) �
N∑

i�1
pi ln

pi

qi
, (D.15)

as a remedy to this. Whilst this is not a metric since it is not symmetric under exchange of pi and
qi , it remains su�cient as a distinguishability measure between the two distributions. Opera-
tionally, Eq. (D.15) describes how the length of a bit string grows. Equivalently it quanti�es the
rate at which measured probability distributions not equivalent to the true distribution, vanish
with the number of measurements taken (consult Example 1) [Bengtsson and Zyczkowski,
2008].

D.3 Statistical geometry and the Fisher-Rao metric
For this section, we follow the procedure in [Bengtsson and Zyczkowski, 2008] to formulate
an appropriate metric on the space of probability distributions. A similar procedure is taken
in [Kok and Lovett, 2010; Jones and Kok, 2010]. The Fisher–Rao metric (fr), de�ned as:

ds2 �
∑
i , j

dp i dp j gi j �

N∑
i�1

dp i dp i

4pi
⇐⇒ gi j �

δi j

4p i , (D.16)

de�nes the statistical distance metric between two probability distributions in the probability
simplex2. This is the in�nitesimal form for the fr metric – a consequence of being derived from
discrete probability distributions for sake of simplicity. The generalisation of this for continuous
probability distributions of the form p(x) can be written as [Bengtsson and Zyczkowski, 2008]

gab �
1
4

∫
Ω

dx
∂a p(x)∂b p(x)

p(x)
, (D.17)

where Ω is required to de�ne a �nite dimensional sub–manifold of the probability simplex with
coordinates ϑa . All of the properties required to discuss probability distributions may be
su�ciently described by the discrete form with which we shall adhere to for the remainder of
this section.

Eq. (D.16) can be re–expressed in a more convenient way, and in doing so related to the
classical �delity distance measure from section D.2.2, if we introduce a new coordinate system
(x i)2 � p i . This transforms the fr metric according to

ds2 �
N∑

i�1
dx i dx i , (D.18)

1We note that k is the Boltzmann constant and in natural units is often set to 1. However, for information theory
it is conventional to set k � 1/ ln 2 which transforms Eq. (D.14) according to Ss (P) � −∑N

i�1 pi log2 pi , which is more
suited to measurements in units of bits. This is because each qubit can take one of two values and so for a bit string
of length a, there are N � 2a possible combinations. If each combination is considered equally probable then the
entropy is maximum: Ss � log2 N � a.

2We have omitted the very informative derivative of Eq. (D.16) since we shall only concern ourselves with its
uses in this review. For a thorough derivation, the reader is recommended to view [Bengtsson and Zyczkowski,
2008; Kok and Lovett, 2010].
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and is illustrated in Fig D.1. However this does not provide an operational signi�cance for the
fr metric and so we seek to instead formulate the metric in terms of the relative entropy that
was deliberately introduced in section D.2.5 for this purpose. A Taylor expansion to �rst order
of the ln term in Eq. (D.15) yields

Skl (P | |P + dP) �
N∑

i�1
p i ln

p i

p i + dp i ≈
∑

i

dp i dp i

2p i . (D.19)

We are required to make several notes to make ourselves comfortable with this [Bengtsson and
Zyczkowski, 2008]:

1. We consider the vector q � {q i } to lie outside an ellipsoid centered on p and containing
all of the probability vectors between p + dp within the probability simplex.

2. When the central term of Eq. (D.19) is compared to the relative entropy, all of the indices
have been raised. This does not a�ect our results, but is a requirement for the usage of
di�erential geometry.

3. The same result can be obtained from the Taylor expansion of Skl (P + dP | |P) which is
surprising since we commented earlier that the relative entropy is not symmetric. This is
a consequence of having expanded the ‘ln’ to �rst order.

4. To within a constant, the relative entropy has been shown to be the square distance in
Eq. (D.16). This reduces the task to the evaluation of this entropy, though generally this
can be a di�cult task also.

5. In a similar manner, the fr metric can be expressed in terms of the Shannon entropy –
hence the Fisher information matrix is positive de�nite.

We conclude this section with some of the uses of the fr metric in quantum imaging. The
metric arises by considering the geometry of classical probability distributions alone; it is
a natural description for classical observables. It can be related to the classical fi by use of
Eq. (D.16) such that

ds
dϑ ≡

√F (ϑ)
2 , (D.20)

where the factor of 2 arises due to our use of the convention used in [Bengtsson and Zyczkowski,
2008]. In fact we can determine the distinguishability criterion for two probability distribu-
tions p(x |ϑ1) and p(x |ϑ2) by use of a Maclauren expansion of s(ϑ) to �rst order and the crb
developed in Eq. (3.21) to yield ds2 ≥ 1/N [Kok and Lovett, 2010].
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Figure D.1: The coordinate transformation in fact transforms a �at geometry of the probability simplex
to a round geometry on the surface of a sphere. The transformation does not a�ect the area, and the
resulting sphere is required to have a unit radius. This constraint owes itself to the normalisation of the
probability distributions, i.e.

∑N
i�1 dx i dx i �

∑N
i�1 p i � 1. Image taken from [Bengtsson andZyczkowski,

2008].
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ix E
The permutation group

I n this appendix we explain the permutation group. For some set SN of �nite size N , the
permutation group is the �nite group P whose elements are permutations of SN . There
exists N! elements—each a bijection σ : M → M. Hence, for M ∈ {1, 2, . . . ,N }, each
permutation can be written using Cauchy’s two-line notation [John D. Dixon, 1996]

σ �

(
1 2 3 · · · N
σ(1) σ(2) σ(3) · · · σ(N)

)
,

which contains the elements of the set SN along the �rst row and the permutation image along
the second. A cyclic notation is also commonly used. All �nite groups can be represented as
a group of permutations of a suitable set. In this work, when allowing for di�erent sources
to overlap, the contribution of di�erent source pairings to the qfi becomes important. The
permutation group is used to describe the combinatorics of this pairing. In the remainder of
this section, we list identities associated with the mean source positions that were used when
discussing the numerical results in section 4.2. Let µ j de�ne the expected position of the jth
source that was introduced in chapter 4. Since each permutation is bijective,

N∑
j�1
G

[
µσ( j)

]
�

N∑
j�1
G

[
µ j

]
, (E.1)

for some arbitrary well-de�ned operationG on the elements of the permutation sets. A conse-
quence of the same reasoning is the following

N∑
j�1
µ′σ( j)µσ( j) �

N∑
j�1
µ′jµ j , (E.2)

where we recall µ′j � ∂dµ j . Further, the evaluation of the qfi requires integrating over the
continuous variable x which runs along the source array. This operation becomes di�cult to
perform when the subscript contains a permutation element. To overcome this di�culty, we
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generate a "shift" property. For any group G the inverse is a bijection of the set SN . Hence, the
inverse σ−1 ∈ P such that for the sum over all permutations we have the following equality

∑
σ

N∑
j�1

[
µ′j (xσ( j) − µ j)

]
�

∑
σ

N∑
j�1

[
µ′j (xσ−1( j) − µ j)

]
. (E.3)

From property (E.1) and the identity permutation σσ−1( j) � σ−1σ( j) � j, we may re-write the
right-hand side such that

∑
σ

N∑
j�1

[
µ′j (xσ( j) − µ j)

]
�

∑
σ

N∑
j�1

[
µ′σ( j) (x j − µσ( j))

]
, (E.4)

where we notice that the subscript σ is shifted from the integration variable. Finally, for the
form of the source positions used in this report we have

∑
σ



N∑
j�1
µ jµσ( j)


� 0. (E.5)

This may be seen by changing the order of the summation and that for each j there are (N − 1)!
terms with σ( j) � k such that

(N − 1)!
N∑

j�1
µ j

N∑
k�1

µk � 0. (E.6)

The properties identi�ed in Eqs (E.1)-(E.6) were used in Section 4.2, where we derived the
dependence of the qfi with the source separation distance d. There, the permutation symbol
naturally arose to describe all of the possible source pairings along the array.
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ix F
Calculations for squeezing estimations

I n this appendix, we provide supplemental work for chapter 6. In the �rst section, we
will derive the generators for complex squeezing, since there construction is not straight-
forward. Following that, we derive and list a complete set of expectation values of
normally ordered bosonic mode operators. These were required to calculate the qfim.

F.1 Derivation of the squeezing generators

In this section we derive the generators of squeezed parameters. Recall the de�nition of the
single mode squeezing operator:

Ŝξ � exp
[
−iĤ

]
� exp

[1
2

(
ξ∗ â2 − ξ â†2

)]
(F.1)

where we write the squeezing Hamiltonian

Ĥ �
i
2

(
ξ∗ â2 − ξ â†2

)
. (F.2)

Since ξ � r exp[iϑ], we can see that the amplitude term r appears as a multiplicative factor to
the Hamiltonian. Hence we can readily �nd the generator for the amplitude of squeezing:

Ĝr � i
(
µ′∗ â2 − µ′â†2

)
, (F.3)

where we have de�ned µ � ξ/2 and µ′ � ∂µ/∂r. In contrast, the directional term is not a multi-
plicative term in the Hamiltonian (F.2). Therefore, we have to use the machinery introduced in
chapter 5 to write

Ĝϑ �

∞∑
n�0

(−i)n

(n + 1)!C
(n)
Ĥ (Ĥϑ), (F.4)
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wherewe de�ned theHamiltonian derivative Ĥϑ � ∂Ĥ/∂ϑ. This requires calculating the nested
commutation relations C(n)

Ĥ (Ĥϑ) between the Hamiltonian and its derivative

Ĥ � i
(
µ∗ â2 − µâ†2

)
, Ĥϑ �

(
µ∗ â2 + µâ†2

)
, (F.5)

respectively, where we introduced µ � ξ/2 for brevity. We list the �rst four nested commutation
relations in normal order (using the operationN from subsection B.2.2):

C(0)
Ĥ � Ĥϑ , (F.6)

C(1)
Ĥ � 8i |µ|2

(
â† â + 1

2

)
, (F.7)

C(2)
Ĥ � −16|µ|2Ĥϑ , (F.8)

C(3)
Ĥ � −128i |µ|4

(
â† â + 1

2

)
. (F.9)

By normally ordering, it is immediately evident that the structure of all the ‘even’ nested
commutation terms have the same functional dependence on Ĥϑ, with di�erent coe�cients.
Similarly, all the ‘odd’ terms have the same functional dependence on the number opera-
tor. Hence we separate the generator (F.4) for even and odd n. Generalising the nth nested
commutation between the Hamiltonian and its derivative, we �nd

Ĝϑ �
1√

16|µ|2
∞∑

n�1,3,5,...

(√
16|µ|2

)n

n! Ĥϑ +
∞∑

n�2,4,6,...

(√
16|µ|2

)n

2n!

(
â† â + 1

2

)
. (F.10)

Now, by writing the Maclaurin series for the hyperbolic functions

sinh [x] �
∞∑

n�0

x2n+1

(2n + 1)! �
∞∑

n�1,3,5,...

xn

n! , (F.11)

cosh [x] �
∞∑

n�0

x2n

(2n)! � 1 +
∞∑

n�2,4,6,...

xn

n! , (F.12)

we can re-write the generator in Eq. (F.10). This gives the �nal form of the result presented in
chapter 6:

Ĝϑ � α
(
n̂ + 1

2

)
+ β

(
µ∗ â2 + µâ†2

)
, (F.13)

where

α �
1
2

(
cosh

[
4|µ|] − 1

)
, β �

1
4|µ| sinh

[
4|µ|] . (F.14)

This concludes the derivation for the generator of local translations in ϕ � (r, ϑ).

F.2 Bogoliubov expectation values
In section 6.3 we saw that calculating the qfim for complex squeezing required evaluation of
expectation values of the mode operators 〈â†l âm〉 jk , {l ,m} ∈ {0, 1, 2, . . .}, with respect to the jth
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and kth eigenstate of the evolved probe state. Since the eigenspectrum of the evolved probe
state may be determined from a Bogoliubov transformation of the �eld operators, we refer to
the calculation of these expectation values in this thesis as Bogoliubov expectation values. Doing
so reminds the reader that expectation values with unbalanced boson strings, with l , m, exist.
In this section, we explain how we write the results used in calculating the qfim.

Consider the Gaussian evolved thermal state

ρ(ϕ) � V̂ρthV̂† , (F.15)

where

V̂ � ŜξR̂ϑŜεD̂α . (F.16)

This unitary can be described as a Bogoliubov transformation of the thermal state mode
operators, such that V̂† âV̂ � A â† + B â + C with the complex numbers de�ned through

A � −
(
e i(ϑε−Θ) cosh r sinh rε + e i(ϑ+Θ) cosh rε sinh r

)
,

B � e−iΘ cosh r cosh rε + e i(ϑ+Θ−ϑε ) sinh r sinh rε ,
C � αB + α∗A.

(F.17)

Now, from the unitarity of the transformation V̂†V̂ � V̂V̂† � 1, we can write〈
â†l âm

〉
jk
�

〈
n j

����
(
V̂† â†V̂

) l (
V̂† âV̂

)m ���� nk

〉
. (F.18)

Expanding, normally ordering, using 〈n j |n̂ |n j〉 � n j and 〈n j | â†2 â2 |n j〉 � n j (n j − 1), we obtain
the following ‘diagonal’ ( j � k) Bogoliubov expectation values:

〈
â4

〉
j j
� 6A2B2n2

j +
(
6A2B2 + 12ABC2

)
n j + 3A2B2 + 6ABC2 + C4 ,〈

â†2 â2
〉

j j
�

(
|B|4 + |A|4 + 4 |A|2 |B|2

)
n2

j

+
(
4 |A|2 |B|2 + 2C2A∗B∗ + 2C∗2AB + 3 |A|4 − |B|4 + 4 |B|2 |C|2 + 4 |A|2 |C|2

)
n j

+ |A|2 |B|2 +A∗B∗C2 + 2 |A|4 + 4 |A|2 |C|2 + C∗2AB + |C|4 ,〈
â† â3

〉
j j
� 3

(
A |B|2 B + |A|2AB

)
n2

j +
(
3 |B|2 C2 + 6 |A|2AB + 3 |A|2 C2 + 6AB |C|2

)
n j

+ 3 |A|2AB + 3 |A|2 C2 + 3AB |C|2 + |C|2 C2 ,〈
â† â

〉
j j
�

(
|A|2 + |B|2

)
n j + |A|2 + |C|2 ,〈

â2
〉

j j
� 2ABn j +AB + C2.

(F.19)

The ‘o�-diagonal’ ( j , k) Bogoliubov expectation values can similarly be determined. Together
with Eq. (F.19), the qfim for any arbitrary single mode Gaussian state can be completely de�ned.
In chapter 6, we use these results to apply quantum estimation theory to estimate squeezing
with speci�c states.
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F.3 Coe�cients for the Gaussian mixed state SLD
In this section, we detail how to derive the coe�cients for the sld for mixed Gaussian states
that were encountered in subsection 6.4.2 of the thesis. For convenience, we write the form of
the sld as follows:

L̂k �
1
2A

(k)
αβ

{ ˆ̃Rα , ˆ̃Rβ
}
+B (k)

α
ˆ̃Rα − 1

2Tr
[
A

(k)Σ
]
, (F.20)

where greek indices imply Einstein summation convention and

A
(k)

�

∞∑
j�0

F> j∂k (Σ−1)F j , B
(k)

� 2Σ−1∂kλ, (F.21)

with F � (Σω)−1. We can solve these parameters usingMathematica.
We start by introducing the function kronmat, which is used to de�ne the covariancematrices

associated with multi-mode states. Since we are working with single modes, we take n � 1,
and the code reads:

In[3]:= ClearAll["Global‘*"]
kronmatn_[mat_] := Nest[KroneckerProduct[mat, #] &, mat, n - 1]
n = 1;

We now de�ne the coe�cient of the quadratic contribution to the sld. The following four cells
evaluates the matrixA (k) by evaluating the Stein equation:

In[4]:= (*Symplectic transformations for rotation and one mode squeezing*)
R[Θ_] := {{Cos[Θ], Sin[Θ]}, {-Sin[Θ], Cos[Θ]}};
Sξ[r_, θ_] := {{Cosh[r] - Sinh[r] Cos[θ], - Sinh[r] Sin[θ]},

{-Sinh[r] Sin[θ], Cosh[r] + Sinh[r] Cos[θ]}};

In[5]:= (*Final state, Σf, covariance matrix of single mode*)
Γ[r_, θ_, Θ_, ν_] := (2ν + 1) Dot[Sξ[r, θ], R[Θ], Transpose[R[Θ]],

Transpose[Sξ[r, θ]]];
x = Γ[r, θ, Θ, ν][[1, 1]] // FullSimplify;
y = Γ[r, θ, Θ, ν][[1, 2]] // FullSimplify;
z = Γ[r, θ, Θ, ν][[2, 2]] // FullSimplify;
Σf = {{x, y}, {y, z}};

In[6]:= (*Write derivatives of the inverse of the final covariance matrix
Σf:*)

DInverseΣf = D[Inverse[Σf], r];
tx = DInverseΣf[[1, 1]] // FullSimplify;
ty = DInverseΣf[[1, 2]] // FullSimplify;
tz = DInverseΣf[[2, 2]] // FullSimplify;
T = {{tx,ty},{ty,tz}};
ω = i {{0, 1}, {-1, 0}};
F = Inverse[Σf.ω] // FullSimplify;
Ar = Sum[MatrixPower[Transpose[F], k].T. MatrixPower[F, k],

{k, 0, ∞, 1}] // Simplify;

158



F.3. COEFFICIENTS FOR THE GAUSSIAN MIXED STATE SLD

In[7]:= (*Write in bosonic basis*)

s =
1√
2
{{1, 1}, {-i, i}};

Arboson = Transpose[s].Ar.s // Simplify;

To de�ne the coe�cient of the linear contribution,B (k) , to the sld we use the moments of the
evolved probe state de�nition in Eq. (6.49). This is implemented as follows:

In[8]:= (*Final state first moment [Weedbrook, 2012]*)
xf[r_, θ_, Θ_, α_] := Sξ[r, θ].R[Θ].{Re[α], Im[α]};

In[9]:= (*Now we set up the coefficient B from Monras*)
B[δ_] := 2 Inverse[Σf].{D[xf[r, θ, Θ, α][[1]], δ],

D[xf[r, θ, Θ, α][[2]], δ]};

In[10]:= (*Write linear contribution constant for Lrξ in bosonic basis*)
Brboson = B[r].s // Simplify;

Similarly, we now de�ne the constant term to the sld:

In[11]:= constr = -
1
2
Tr[Arboson.Σf];

By simplifying the output, we arrive at the �nal form of the constantsAAA k andBBBk . Armed
with these coe�cients, we have a �nal form of the sld for the state

ρ(ϕ) � ŜξρinŜ†ξ , with ρin � R̂ΘD̂αρthD̂†αR̂†Θ. (F.22)

This is then used to construct the optimal measurement scheme that saturates the qcrb.
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