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Abstract

This work investigates the fracturing fluid cleanmgchanisms of post-hydraulic fracturing
in unconventional gas formations by studying a dangmber of wide-ranging parameters
simultaneously.

In this work, different scenarios of the cleanugmion of the hydraulic fracturing process
are considered. This study consists of investigatite post-fracturing cleanup operation of
hydraulically fractured vertical wells (VW) and ntiple fractured horizontal wells
(MFHWSs). Additionally, the impact of soaking timthe range of the matrix permeability,
applied drawdown pressure, injected fracturingdfl¢FF) volume, fracture spacing and
horizontal well length has been investigated byhmg different sets.

Results show that that the trend of the impactetdvant parameters for VWs and MFHWSs
are analogous excepting the matrix permeability, Kat is, in the MFHW base reference
set, the effect of matrix permeability on capillgmgessure is more significant than that on
fluid flow while the reverse is observed for VW. & difference in the impact of,kn VWSs
and MFHWs is attributed to the geometry of thedlélow towards the production well and
different well completion scheme.

It is also concluded that the impact of parametdfscting the capillary pressure in the
matrix is more significant for MFHWs whereas mataxd fracture mobility pertinent
parameters are more important for VWs than MFHWs.aAresult, larger matrix capillary
pressure values are more vital in the cleanup oHWBE because of more imbibition of FF
into the matrix and subsequently lower conflictvien the flow of gas and FF in the
fracture.

The other part of this research concentrates omtpact of IFT reducing agents on the post-

fracturing production in different formations. liydraulic fracturing operations, these agents
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are commonly used as an additive in fracturingdfhai facilitate its backflow by reducing Pc
and subsequently enhancing gas production. Thdtgesfuthis work recommend that using
such agents enhances the gas production rate ti@tigit formations but not for tight
formations (it reduces the gas production rate)er&fore it is not suggested to use such
agents in tight formations.

The findings of this work improve the understandofgfracture cleanup leading to better

design of hydraulic fracturing operations in uncemonal formations.

Keywords. Hydraulic Fracturing; Fracking; Cleanup; unconvemal fields; Flowback;
fracturing fluid; Multiple Fractured Horizontal WeHydraulically Fractured Vertical Well

1. Introduction & Literature Review

Natural gas is considered to be the cleanest fassilwith the least emissions. It is also
considered to be one of the most substantial ssuoeenergy in the future due to its
abundance and environmental reliability. Naturad gkys a progressively important role in
residential heating, industrial, commercial anct&leal generation sectors across the world.
Natural gas resources could be either conventiomral unconventional. Unlike the
conventional natural gas reserves that are corsider be one of the most economical and
most accessible reserves to extract, unconventioagiral gas resources are much more
problematic and less economically viable to devefopalbed methane, tight and ultra-tight
gas sands, gas shales and gas hydrates are cedsakerunconventional gas resources.
Significant demand growth on natural gas has redulh the development of natural gas
resources from tight and ultra-tight gas sands, sirade gas plays. Tight and ultra-tight gas
resources make up 57-59% of the unconventional afjlabsources with pronounced
abundance in several parts of the world, i.e., gerédsia, North Africa, North America and
the Middle East, (Dong et al., 2011).

Hydraulic fracturing is generally implemented fbetproductivity enhancement of the wells
in the unconventional formations (Clark, 1949; @Gam, 1945; Height, 1944; Lee, 1939).
The initiation and propagation of fractures in umeentional reservoirs are achieved through
the injection of high volumes of fracturing fluigtF (Holditch, 1979; Montgomergt al.,
1990;). Initially, vertically drilled, hydraulicall fractured wells in the tight oil and gas fields

have been drilled in the North-eastern state ohBgmania in the United States. Several field
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experiences have shown that ineffective FF clearampsignificantly impair gas production.
There are several experimental, numerical and B&ldiies investigating the impact of the
cleanup efficiency of hydraulic fractures on gasoduction and FF flowback in
unconventional tight/ultra-tight formations (e.qadeet al., 1996; Gdansket al., 2005).

The volume of the flowback depends on the charatierof the formation, FF physical
property and the design of the hydraulic fracturopgration. The volume of the flowback
that is recovered from the well at the surface daalry from 10% to 70% of the total volume
of the FF that was initially injected. Usually, tegistence of natural minor fractures in the
formation and also having higher matrix capillarggsures could result in retaining more FF
in the formation and consequently less flowbackvecy at the surface.

Nowadays, the optimisation of the fracturing fluiidwback is becoming increasingly
important in the oil and gas industry for varioeasonsTech-Flo Consulting (2019) utilises

a Tech-Flo hydraulic jet pump for FF flowback rerabto optimise the load recovery. This
technology could accelerate the safe recovery ofarge volume of flowback with
simultaneous separation of the hydrocarbon fromwhk# stream.Halliburton (2018) has
also introduced CALIBR engineered flowback servic®FHWs of unconventional fields to
improve the well performance by mitigating the costippn damage and optimising the
longstanding production. CALIBR is an iterative gedure that optimises the well results by
continually measuring, analysing and regulatingftvback in order to improve completion
efficiency and enhance the well productivity. UpICALIBR could avoid destructive
flowback approaches and mitigate the loss in fractoonductivity and impaired well
performance by continuously measuring the bottote-hgressure, analysing the well
performance and real-time management of the choke.

Holditch (1979) conducted a study on the impactdaimage to matrix grids in the
surrounding area of the fracture, by examining éfiect of FF (considered as water)
saturation increase and permeability decreasean fnacture region, on the fractured wells’
productivity. He conducted his study employing rité difference numerical simulator. It
was noted that the impact of capillary pressure,iRdight formations (low permeability
reservoirs) was evident in low-pressure drawdowrP)(lzases in which DP was not
significantly larger than the matrix Pc. He desedlihat water blockage happens once the
matrix permeability of fracture surrounding regidecreases by 99.9% or DP does not
become more than Pc in the region invaded by FReHerted that the FF invasion depth in

their matrix was up to 5 in, with uniform FF diswiion in the matrix adjacent to the

3



99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130

hydraulic fracture. He concluded that in low perbilly formations, Pc and relative
permeability in invaded zones are significantly ortant on cleanup efficiency but in his
work, the impact of FF volume on the conductivifytlee fracture was not investigated.

Pope et al. (1996) presented a positive relatigniseiween load recovery and gas production
from field data. They explained that as FF is pomtlback to the surface from HF, an
equivalent space in the fracture becomes avail@bkbe flow of the gas toward the well.
Therefore, the higher the load recovery, the mbee das production. They presented a
correlation between FF flowback and gas produatades to support their theory. They also
highlighted more substantial initial flow rates vi@wvesult in load FF recovery.

Gdanskiet al., (2005) extended the study conducted by Holditt®79) on cleanup to
further investigate the gas and FF two-phase flo@ matrix permeability damage in the
invaded region. For this study, they developed memcal model and discussed that the
damage in the fracture sand-face extensively retges productivity if k in the invaded
region is reduced to 1% of the initial permeabibifythe matrix. They also reported that the
larger the original matrix Pc, the more damagehtodas production. However, they did not
consider the fact that in the case of larger Pcisifbibed more in the matrix, reducing the
FF saturation in the fracture grids, increasedaffestive permeability inside the fracture and
consequently cleaner fractures.

Ghabhri et al. (2009) studied the impact of varipasameters affecting cleanup efficiency of
single fractured vertical wells, VW, of gas and-gasdensate fields. They also reproduced
the numerical model results mentioned by HoldittB7Q) which has been referred to in
many cleanup simulation studies from then on. Tiepprted that the existence of FF in the
invaded region affects the cumulative gas prodactlly impairing the gas relative
permeability, i.e., it results in a gas productioss compared to a case when no FF was
injected. Decreasing the FF viscosity and consetyugrtreasing FF mobility results in more
substantial FF recovery at the production stage.

They also highlighted that when Pc increases, thenizades deeper into matrix resulting in
improved gas production less impeded by FF

Ghabhri et al. (2011) extended this work by conadwgct wide-ranging analysis of 16 practical
parameters simultaneously employing experimentsigdetogether with the methodology of
response surface (RSM). They demonstrated thapigaiiction loss, GPL, is significantly
affected by factors associated with the FF cleamitipn the fracture mainlyk
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It should be highlighted that these two numeritadies, i.e., (Ghahri et al., 2011, 2009), the
required central processing unit (CPU) time was ltowy. Consequently, the authors were
able to study only two simulations’ sets. To fdatke the studying of more different cleanup
scenarios, Jamiolahmady et al., (2014) further stgated the flowback cleanup
mechanisms, they decreased the number of paranfetensl6 to just 12 parameters by
removing four parameters that had the slightestaotgpon the cleanup performance. These
parameters were: the permeability in the matrix #edfracture, interfacial tension, pore size
index, and the exponents and endpoints of the Br@ikey relative permeability correlation
for matrix and the fracture (Brooks and Corey, 1)9@4is work, which was also part of the
Heriot-Watt University Gas condensate recovery aese was then extended to more
different cases of cleanup scenarios in tight db@d-tight gas formations by conducting 84
different sets of simulations. Different factorathad a significant impact on the cleanup
efficiency, i.e., injected FF volumes, soaking tjraettom-hole flowing pressure, tightness of
the formation, were considered. It was noticed thtte formation becomes tighter (smaller
k), it results in a more substantial loss in the gasiuction and consequently, the cleanup
procedure will become slower and vice versa. It wB® concluded that if the pressure
drawdown is small, the impact of Pc on the clearpagformance was more significant, a
similar observation was noted once the soaking tirag extended (Nasriani, 2017; Nasriani
et al., 2018, 2014b, 2014a, Nasriani and Jamiolaln2018a, 2018Db).

Nasriani et al. (2018) captured the impact of itgdcfracture fluid volume, length of the
fracture, pressure drawdown, hysteresis, layeringravity segregation and
mobility/immobility of the formation water on theogt-fracturing cleanup performance. They
reported that if a large volume of FF is injectatbiultra-tight formations, it results in a
substantial gas production loss and hinders thenale process intensely. In such a case, the
impact of changing other parameters like soakimgetiextension or pressure drawdown
increase improved GPL insignificantly. They showédt hysteresis has an insignificant
impact on the cleanup efficiency. They also studiegl impact of layered systems on the
cleanup performance; they identified that the floidbility coefficient within the fracture is
meaningfully more significant in the top layer thidwose of the bottom layer while capillary
pressure becomes more significant in bottom layeromparison with the top layers. They
also reported that in cases with high water saturan the reservoir, the injection of IFT
reducing agent could alleviate the gas productiss torresponding to fracturing operation.
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1.1. The purpose of this study

Most of the previous studies considered the cleaeiffigacy of hydraulically fractured
vertical wells (VWSs). The present study covers @alder area of investigations of the post-
fracturing cleanup operation in multiple fracturdwrizontal wells (MFHWSs). More
specifically, the impact of considering differemadture spacing and different horizontal
lengths in MFHWSs on the cleanup efficiency is desmd. It also presents a comparison
between the post-fracturing cleanup operation insvaid MFHWS. It should be noted that it
took very long CPU time to conduct the numericahdation for MFHW sets. Therefore a
new sampling approach (Latin Hypercube SamplingS).ifhethod) is introduced to reduce
the long CPU time required for simulation runs lohss full factorial sampling (FFS)
experimental design that was implemented in sombéestudies mentioned in the previous
section.

It should be noted that some of the conclusionsdaeeto assumptions or limitations in the
model. Permeability and porosity were consideredstant and uniform throughout the
model to limit the number of variables and reduwedomplexity of the model. Additionally,
independent variations of the twelve parameterewensidered without using dependency

function between them.

2. Methodology

It is a challenging task to conduct and then amady$arge number of different simulation
runs using statistical experimental designs mettaoasconsequently a methodical approach
is needed.

In this section, the adopted analysis methods anaiimologies are explained using a
flowchart. Figure 1 represents a Flowchart thatlarp the workflow of the study of the
mechanisms of the cleanup after the fracturingestédg it is shown, a vertical well (VW)
model that was developed initially by Ghahri et @009) was used for VW sets, the
validation process of the modified VW model is désd elsewhere (Nasriani and
Jamiolahmady, 2018a).

In addition to the VW model, a new numerical modetieveloped for MFHW. As it is
shown in Figure 1, once the two VW and MFHW modeése validated, four scenarios are
considered. It is worth mentioning that in eachnst®, one or several simulation sets were

conducted. The four different scenarios are:
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Scenario 1. VW Base reference set
Scenario 2. MFHW Base reference set

Scenario 3. MFHW sets with different shutin timesykdrawdown pressures and
injected fracture fluid

Scenario 4. MFHW sets with different fracture spacing and honital length

In the first two scenarios (i.e., VW base refereseeand MFHW base reference set), the
full factorial sampling (FFS) was adopted to cortdtie required number of numerical
simulations. Next, an accurate model, based onmnematical surface methodology, was
matched to the outputs of each set, and consegqu#mloutcomes of these sets were studied.

The FSS data sampling approach that was useddyp ste cleanup efficiency takes a long
CPU (Central Processing Unit) time to conduct nwuasrruns (i.e. 4096 runs for each set).
Introducing more complexity to the models, i.e.arging the numerical model from VW to
MFHW, made the CPU time significantly longer. Withe intention of decreasing the
required number of runs and consequently reduchy €PU time, Latin Hypercube
Sampling (LHS) method was used and verified. Comsetly, LHS was applied to the
MFHW scenarios to create the input to the simutatitodels. It is worth noting that several
simulation sets were conducted in Scenario 3 anfbr4the MFHW case with Latin
Hypercube Sampling (LHS) method.

2.1. Construction, Modification and Validation of MFHW and VW Modedls

In order to investigate the cleanup operation aftiv@ (VW) and multiple fractured
horizontal wells (MFHW), six different models werset up using ECLIPSE 100
(Schlumberger, 2015). The six different models wergre-fractured single vertical well
model and a new model with three, seven, nine a@hdrdctures placed on the 600 m
horizontal well length to capture the effect ofcliae spacing on the cleanup performance.
Additionally, a new MFHW model with ten fractureaged on the 900 m horizontal well
length was set up to capture the impact of horedength on cleanup efficiency. The local
grid refinement (LGR), rather than global refinemevas used around fractures in the
construction of MFHWSs. The application of LGR erebkhe authors to capture the impact
of the variation of flow parameters in the stimathteservoir volume while not increasing

the CPU time significantly.
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The initial pressure of the model and the averagé&irmporosity are 7500 psi and 15%,
correspondingly. The numerical models’ dimensioreslested in Table 1. Figure 2 presents
the section of VW model that is modelled. The senhbers refer to the order they were run
as part of a much bigger set of simulations, nlatfalvhich are discussed here.

The fracking fluid (FF) is considered water. Therresponding viscosity and
compressibility for FF were considered 0.5 cp ar@D0005 (1/psia) respectively. For the
duration of the hydraulic fracturing phase, theatgd FF volume was considered as of twice
the volume of the fracture in the sets that is meslias the base reference sets for VW and
MFHW cases. In the next stage of the numerical riade(post-fracturing stage), gas and
FF were produced under a controlled bottom-holeifig pressure. It should be noted that
just after the FF injection stage and before flogkb@aroduction, a two-day well shut-in
period was allowed.

It was mentioned previously that the validationgass and the governing equations for
the modified VW model are described elsewhere (idasand Jamiolahmady, 2018a). The
same validation technique was used for the MFHW ehot@iherefore, to authenticate the
developed model for MFHW for the post-fracturingarhup research, the well bottom-hole
pressures versus production time that was predizyedumerical simulation of the MFHW
model were compared with the same results fromnahyical model for MFHW as that of
previously used for VW model by Nasriani and Jaahohady (2018b).

Figure 3 displays the well bottom-hole pressureffRiaat is predicted by the simulation
model and that forecasted by the analytical modedws production time. It is noted that the
two curves are overlapping and laying on top ofheather, which confirms the integrity of
the simulation model.

It should be noted that twelve relevant parameadiescting the post-fracturing cleanup
mechanisms are considered in this study. The dight parameters out of the 12 are the
exponents and endpoints of Brooks-Corey (for twifedtnt phases) relative permeability
correlation.

Three parameters control capillary pressure inntlagrix, i.e., matrix permeability (8,
interfacial tension (IFT) and distribution index thfe pore sizel). The last parameter is
fracture permeability, k

The ranges of the variation of these parametergpagsented in Table 2. It should be
highlighted that there are six parameters listedTable 2 that are considered constant
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throughout a simulation set, i.e., drawdown pressuamatrix porosity, the gas and water
critical saturations in both fracture and matrix.

Equations 1 & 2 represent the threshold (entryssuee and capillary pressure (Brooks
and Corey, 1966; Thomas et al., 1968). The relgteeneability correlation for water and
gas are described by Equations 3 &4 (Brooks an@y;dr966).it should be noted that in each
run of any simulation set, the data are taken withe ranges of the variation of the pertinent
parameters that are listed in Table 2 based omals® technique, i.e., FFS or LHS.

LiChe 0.0075< K~

IFT
» Threshold pressure Pd, bar 1
» Surface tension IFT (dyne/cm)

» The permeability of the matrix(K (mD))

PdY' _ Sw-Swr 5
Pc 1-Swr
K=K [M] 3
1-Swr —r
ng
kr :Kmax X ﬂ 4
g ¢ 1-9wr —Sor

To capture the impact of pressure drop (DP) orcteenup mechanisms, different sets of
simulation sets are considered for each DP as niotetable 3.a and b. It should be
highlighted that in this study, the 12 pertinentgpaeters are scaled between zero and one,
zero corresponds to the minimum, and one corresptmdhe upper bound, this makes the

analysis of the cleanup mechanisms more efficignebponse surface methodology (RSM).

2.2. Response Surface Methodology (RSM) and the main output

In this study, Gas Production Loss (GPL, %), whihised as the output, is expressed as
the ratio of the difference between the cumulatraeture productions of the situation with
an undamaged (totally clean from FF) fracture aachaged (unclean) fracture cumulative
production to the undamaged (totally clean) fraztumulative productions.

FGPTcleam - FlGPTuncleam

FGPTclean S
FGPT: total gas cumulative production

GPL = 100 x
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It is very difficult, or technically impossible, tbave an entirely clean (undamaged)
fracture after hydraulic fracturing operation. Haeg if the related parameters and their
impact on post-fracturing operations are well usttexd then real field strategies regarding
the fracturing operations could be further improvtedattain a much cleaner fracture with
enhanced productivity. It should be noted that than response, i.e. GPL is a normalised
parameter; making it easier to compare differeehados. In the current study, the effect of
the 12 parameters as mentioned earlier on gas giioduoss is captured using the tornado
charts. In this approach, if a parameter has aipesnfluence on the cleanup efficiency, it
reduces the gas production loss (GPL) or in otherdss more cumulative gas production
when the value of the parameter is raised. Conlglig@ parameter has a negative influence
on the cleanup efficiency, it increases the gaslytion loss (GPL) or in other words less
cumulative gas production when the value of thaipater is raised.

In order to analyse that how sensitive some pertiparameters are to a particular main
output (main response), response surface methogakgvidely used. In statistics and
mathematics, response surface methodology findausimentic relationship among several
independent parameters, i.e., x1, x2, x3... xnthadnain response variable (y or f(xi)).

The RSM, i.e., the fitted polynomial function f(xRSM is defined by Equation 6.

n n n n
y=a0+Zakxk +Z Z aiajxixj+2alxlz 6
k=1 1=1

i=1 j=i+1
Equation 6 presents four different models of RSM:

* Linear Response Surface model (LRSM) that consi@grand (axx).

* Linear Response Surface Model with Interaction @MR, if (agxix;) are
considered in addition to constang)(and linear terms (&) terms.

» Pure Quadratic Response Surface model (PQRSM)ctretiders (@ and (axk)
and quadratic termsta?).

* Full Quadratic Response Surface model (FQRSM) wbatsiders (@, (axx) and
@).

In this study, Interactive Linear Response SurfdcBSM) and Full Quadratic Response
Surface (FQRSM) models were used to obtain GPL #&snetion of those 12 relevant
parameters for two-level full factorial sampling=%), and Latin hypercube sampling (LHS)
approaches respectively. Two different codes, a&IATLAB code (The MathWorks, 2013)
and a Python code, were developed to run all simouals of a simulation set including the pre
and post-processing phases of the fracturing apearat

10
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2.3. Analysis M ethodology

This work analyses a total of 31 different sets ffactured vertical wells (2 sets) and
Multiple fractured horizontal wells (29 sets). hasild be noted that all sets use similar
reservoir dimensions, however, differ in pressurandlown, horizontal length, number of
fractures (fracture spacing), matrix permeabil#lyut-in time and the volume of injected FF.
A full list of those different sets is shown in Tal3a and 3b. As it is shown in Table 3a and
3b, there are two base reference sets for VW andHWHFHespectively. The two base
reference sets consider the 12 relevant paramstgrslefault ranges as shown in these two
tables. New sets are named according to the dissities of the variation range of
parameters compared to the base reference seable 3a &b, if a parameter is tick marked,
the default variation range is considered for tpatticular parameter; otherwise, a new

variation range is introduced.

3. Resultsand Analyses

3.1. TheVertical Well Base Case Scenario

Nasriani and Jamiolahmady (2018b) have comprehelysexplained the vertical well
base reference set, so in this study, a summattyeokey findings are reported. For this set,
the impact of pertinent parameters on GPL after 3W,and 375 days of production is
displayed graphically in the form of a tornado ¢hRigure 4.

Figure 4 shows that the permeability of the fragture., k has a crucial role in fracture
cleanup operation, it has the largest absoluteficaaft value of one in the corresponding
chart, i.e., the higher; kesults in cleaner fracture and less gas produdtiss. It should be
noted that a large absolute coefficient for thepemt and exponent (nwf andnkwg) Of
Brooks and Corey’s correlation (1966) is observdudctv is in line with having a large
absolute value for the ¢ kcoefficient. These observations, i.e., having dargbsolute
coefficient values for &k nys and knaxws, highlight that the efficiency of the post-frachg
cleanup could be improved if the FF mobility wittire fracture is increased. From the data
of Figure 4, it is also noted that an increasehin €orey exponents corresponding to gas in
both matrix and fracture, i.e.gn& ngm, iMpairs the post-fracturing cleanup performance.
That means an increase in the mobility of gas withoth matrix and fracture results in a

decrease in GPL and vice versa.

11
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From the data of Figure 4, it is indicated thatexrdase in IFT or an increase An
increases GPL. If Equations 1 and two are consitjereeduction in IFT or a rise inreduce
the capillary pressure (Pc). Accordingly, it coblkel concluded that if Pc is increased, cleanup
efficiency could improve, as higher Pc allows mbBFeto be imbibed further into the matrix
which this leaves the fracture cleaner for gas toerthrough it. Notwithstanding the Pc also
depends onkin addition to IFT and, which is discussed next.

Figure 4 shows that,khas a negative coefficient; this suggests thaelak, results in
smaller GPL values. However, it should be noted khahas two diverse effects on GPL as
follow:

() An increase in k provides better fluid mobility throughout the ioj®n and
production stages.

(i) Anincrease in | decreases Pc, which leads to a rise in GPL.

It is worth mentioning that the impact of, lon the improvement of the mobility of the
fluid is more dominant than that of the decreasiedgor this set. Therefore, an increaseqn k
resulted in a better cleanup performance. Theséinfys recommend that in the base
reference set, the application of chemicals toetes® IFT and consequently to decrease Pc

could rise GPL and harm cleanup efficacy and prodiy

3.2. Multiple Fractured Horizontal Well set

In this section, the clean-up efficiency of the MNHset is discussed, and its results are
compared with those of the corresponding VW set.

As mentioned before, for the case of MFHW, a nevdehavas set-up with three fractures
placed on the 600 m horizontal well length. Fraetualf-length was 90 m rather than 400 m
corresponding to the VW reference set.

It is interesting to note that the direction of thgact of parameters is similar except for
kn if the tornado charts of the VW-Set and MFHW séEifure 4) are considered. That is; in
the MFHW set the effect of,kon Pc is more dominant than that on fluid flow Mhihe
reverse is observed for the VW set. VW and MFHW difeerent in two ways. First the
number and volume of fractures and second theiposif a fracture concerning the well,
resulting in different flow geometries.

In order to identify which of these two resultedtims trend change, a new vertical well
model (with well competed in the Y-direction, reft to hereafter as Y-VW) was set-up.
This Y-VW has a similar well trajectory as thatMFHW. That is, this model is similar to
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the original VW set up completed in the z-direct{oreferred to, in this section, as Z-VW)
but with the well completed in the Y-direction frat than Z-direction used for the original
VW set, (Figure 5).

Figure 9represents the cumulative frequency of GPL runthefVW and MFHW base
reference set in a histogram chart. In the histogrhart for VW set, if GPL value of 20% is
considered, it is noted that after ten days of petidn, 83% of the numerical simulations
have GPL values higher than 20% and 17% less tb&m @PL. At longer production times,
i.e., 30 and 365 days, the GPL values decline ealily, that means that the frequency of
runs that have GPL values more than twenty per iseatound 68% and 28% respectively.

Therefore it is concluded that as production tim@eases it results in a better cleanup.

Comparing tornado charts of the VW-Set 1 (Figurary Y-VW set (Figure 6), it is noted
that the k, trend in the Y-VW case is different from that bétZ-VW Set. This observation
indicates that the trend change gqfik due to the change in the flow geometry and Hoav
well is completed. It should be noted that in th&W set, the area perpendicular to flow at
the wellbore is &r,*w;, which is much less than that, i.e. Hxfor the Z-VW set, Figure 5.
In other words, the connection area between fracnd well is significantly restricted in the
Y-VW case. Hence, for the Y-VW set, the effect loiwf from the matrix towards fracture
during the backflow clean-up is less critical aather imbibition of fracture fluid governed
by matrix capillary pressure, which depends gni& more important.

Economides and Martin (2010), reported a similagenation when they investigated the
productivity index of different completions, i.@grizontal transverse, horizontal longitudinal
and vertically fractured completions. They refdrte a near wellbore choking effect, which
is caused by the minimal area of contact betweaetudres and wellbore and it can seriously
affect the productivity of gas wells.

To further investigate this observatidfigure 7andFigure 8were prepared that show GPL
and the gas to FF flow rate ratio vs numbers o lan Z- and Y-VW cases. These results
further confirm that due to a smaller flow area floe Y-VW set, there is more GPL while
there is more gas production for the Z-VW set atdhme FF production rate. In other words,
at the same FF flowback volumes, FF has a morendaital impact on gas production in the
Y-VW case than the Z-VW case due to very restrici@anection area between the well and

the fracture in Y-VW case.
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Based on these, it can be concluded that th#dnd change between VW and MFHWS
sets is due to fracture-wellbore flow area conwachetween these two sets.

Figure 9 highlights how fast is the cleanup in MFFBA&ts 1 compared to VW-Set 1 using
a histogram chart. Faster clean-up is observednloeMFHW set compared to the VW set.
This observation is due to the higher productide & the MFHW resulting in a faster and
more efficient clean-up.

In Figure 9, it is also noted that at GPL valuegyda than 60%, the corresponding
cumulative frequencies are almost the same for betth

3.3. New MFHW sets using a New Sampling approach, Latin hypercube sampling
(LHS)

In previous sets, the full factorial linear expegmal design was used to study the cleanup
efficiency. Using the FFS approach takes a reltileng CPU time to conduct a large
number of simulation runs (i.e. 4096 runs for eaet). Introducing more complexity to the
models made the CPU time even longer. In ordeetwahse the required number of runs and
reduce the CPU time, Latin Hypercube Sampling (LiH®thod was adopted. It should be
highlighted that the RSM fitted to results basedl@FFS is linear whereas that fitted based
on LHS could be either linear or quadratic, whicbreases the accuracy of the fitted RSMs.
For these simulations, the Multiple Realization iGyater (MEPQO) software has been used to
link different stages of the simulations conductsihg ECLIPSE100 automatically and to
perform pre and post-processing stages. MEPO (8dddtger, 2013) is a software to
design, perform and post-process many simulatiomss in different simulation engines.
MEPO utilises powerful run management and provfdster results more efficiently. MEPO
utilises Python script to perform the pre and posessing stages. Hence a new computer
code using the Python Programming Language (Py8udtware Foundation, 2013) was also
developed. MFHW Nf7 L600m base reference sets wiiifierent run numbers were
conducted and analysed to obtain the minimum (aptimnumber of runs required for the
LHS approach.

The results of this new approach with LHS MFHWshwihe original MFHW base
reference set were compared. The results indightgdusing LHS, with fewer run numbers,
retained the main trends in tornado charts whiedtucing CPU time. It also ensures

achieving more accurate predictions for GPLs ubioit fitted linear and quadratic response
14
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methods as it will be shown in section 3.4.1. Hinahe different number of runs for LHS

were compared to obtain the minimum number of witls a reasonable error.

3.3.1.Latin Hypercube Sampling (LHS)

McKay et al. (1979) were the first to introduce Latin hypercigaanpling (LHS). As a
mathematical and statistical method, LHS createsraple of possible groups of variable
guantities. The LHS method is widely used to redheenumber of runs and CPU time. LHS
is based on optional dimensions’ numbers, by wldabh sample is unique in each axis-
aligned hyperplane.

In this approach and during the creation of a sengallection of a function of n
parameters, the variation range of each parametéivided into m intervals in which their
probability are equal. M sample points are themted in m intervals to satisfy the conditions
of the Latin hypercube. This equally spaced intesaapling technique is the key advantage
of LHS sampling compared to other sampling appreactnother benefit of LHS is that
random samples can be taken one at a time, whilemembers what samples have been

taken up to now.

3.3.2.MEPO Multiple Realization Optimizer

MEPO (Schlumberger, 2013) was used in this studgplree this software enables the user
to choose between different sampling approaches Liatin Hypercube, full factorial design,
fractional factorial, Plackett-Burman and OVAT. @re other hand, In order to conduct the
LHS approach, the MEPO software was used. MEPO siitable software to design,
perform and post-process many simulation runs fiereint simulation engines. The MEPO
multiple realisation optimiser utilises a robush nmmanagement arrangement and allows the
user to attain faster results with relative ease.

In the previous MATLAB code, the results for eaghwation run were read and exported
to an excel file (or a text-file) for each run,.j.ex addition to the simulation run done by
Eclipse, pre and post-processing were performethatend of each run by MATLAB.
However, in MEPO, the results are stored, and atethd, the results of all runs could be
exported once into an excel-file. Additionally, tip®st-processing stage is faster using
MEPO, and this also results in less CPU time coepp#w the previous MATLAB code.
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3.3.3.Python Programming Code

Python (Python Software Foundation, 2013) has hesd in this study since MEPO
performs pre- and post-processing using PythomptscriHence, a new Python code has been
developed to generate include-files for each rugthdh is an excellent language for
programming, which has effective complex data stmés and a simple but efficient tactic to
object-oriented programming. Python’s stylish syn@and dynamic typing make it an
impeccable language for scripting and swift appitca development in many subjects on
most platforms. The Python interpreter also allaws be implemented in C or C++ or other
languages callable from C.

3.4. New MFHW sets Using MEPO and LHS (MFHW-Sets 23 to 29 Nf7 L600m & Base
Refer ence Set)

In this section, the results of MFHW Nf7L600m basterence set (i.e. MFHW-Set 8) re-
run with different run numbers using the LHS apptoare discussed. The first aim for
running MFHW Nf7L600m base reference set using LW&s to conduct a sensitivity
analysis on run numbers and to decrease the relgnimnber of runs and consequently to
reduce the CPU time. The second aim was to incréesaccuracy of the fitted response
surface models. MFHW Nf7L600m base reference set eamducted with different run
numbers of 4096, 3000, 2000, 1000, 500, 250 andusiity the LHS approach. Here, the
results of these sets and those of the originallewel full factorial MFHW Nf7L600m base
reference set are analysed and compared with éaeh and a comprehensive error analysis
is conducted to obtain the optimum (minimum) regdinumber of runs. Finally based on the
error analysis, the most accurate response surfexckel (full quadratic surface model) is
selected. For the new MFHW sets, which are basedhenLHS experimental design
approach, in order to have a consistent assesswidntresults reported previously, the
impact of individual parameters in the tornado thaare still studied based on the linear
surface model without interaction.

Here the tornado chart of MFHW-set 23 Nf7 L600m é8&eference set using LHS with
4096 run numbers (Figure 11) with that of the twwel full factorial sampling (FFS)
MFHW-Set 8 Nf7 L600m Base Reference set (Figure Widh the only difference being
different sampling approaches is compared. The saema is observed in both tornado
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charts for all pertinent parameters. This obseowagnsures that changing the sampling
approach from two-level FFS design to LHS retaitiedmain trends in tornado charts.

Comparing the tornado chart of MFHW Nf7 L600m B&sderence Set -Sets 23, 24, 25,
26, 27, 28 and 29, with different run numbers 0®@,03000, 2000, 1000, 500, 250 and 100
respectively, with each other with the only diffiece being reducing run numbers from 4096
to 100 runs indicated that the same trend and sakere observed in all tornado charts for
all pertinent parameters. These results indicaté¢ By using LHS and reduction of run
numbers, the main trends in tornado charts has tetaimed whilst reducing CPU time.

Figure 12 shows the GPL accumulative frequencysésen different sets with different
run numbers (MFHW-Set23 to MFHW-Set29). Almost th&me clean-up efficiency is
observed for all run numbers. However, it is notieat as the run numbers are decreased
(below 500), the curves obtained are not as smaemthose obtained with larger run numbers
(Figure 12 and Figure 13), this suggests that dsang run numbers to values of 250 and 100
could not result in consistent histogram charts.

At this stage, in order to obtain the optimum (mriom) required number of runs as well
as the best response surface model to predict @RIes, a comprehensive error analysis was

conducted as described in the next section.

3.4.1.Error Analysisof Fitted Linear Response Surface Method

One of the main reasons for conducting the MFHWws#t different run numbers using
LHS approach was to evaluate the level of improvenie the predictive capability of the
fitted surface functions compared to those fittedhat using the two-level FFS technique.
For this purpose, the errors of predicted GPL \aloé the MFHW with different run
numbers (run numbers of 4096, 3000, 2000, 1000, M and 100) using ILRSM and those
of the relevant two-level FFS MFHW set were comgare

The root means square error, RMSE, Equation 7 elative RMSE %, Equation 8, were

used to compare the results which are presentédhle 5.

2
RMSE = Zjn=1[GPLpredict - Gll:)]-'sim] 7
n
RMSE; — RMSE
relative RMSE% = i run number 0f4096 « 100 3

RMSErun number 0f4096
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Table 6 list the RMSE and also relative RMSE% fiffledent run numbers using LHS and
FFS. It is noted in Table 6 that IRSMs fitted to MW set using LHS approach with different
run numbers predict GPL results more accurately tha relevant ILRSM using two-level
FES (except for LHS with run number 100). This otaBon suggests that generally,
ILRSMs fitted to LHS runs predict GPLs better comguhto those GPLs predicted by
ILRSMs fitted to the data obtained using two-leVEIS.

Figure 14 shows RMSE of ILRSMs versus run numbersMFHW Nf7 L600m Base
Reference sets with different sampling approaches, LHS, and two-level FFS. From
Figure 14 in addition to the observation of havingre accurate results for LHS runs, it is
also noted that as the run numbers are decreasknv(th000), there is a significant increase
in RMSE at all three production stages. This olson suggests that decreasing run
numbers to values less than 500 (i.e., 250 and €)It in less accurate ILRSMs and
consequently higher RMSEs compared to larger runbaus. This finding is in agreement
with what was formerly indicated in histogram ckaite., decreasing run numbers to the
value of 250 and 100 resulted in less consisteattghhan the ones for larger run numbers.
Therefore, based on these results 1000 is considieesoptimum number of runs.

3.4.2.Error Analysisof Pure and Full Quadratic Response Surface M odels

The main reason to conduct this error analysisdifferent run numbers using LHS
approach in addition to that presented in the pre/isection is to investigate the accuracy of
pure quadratic response surface models (PQRSM), falhdquadratic response surface
models (FQRSM) fitted to LHS results.

In order to evaluate the reliability of these twodels, the RMSE and relative RMSE of
predicted GPL values of the MFHW set with differeab numbers (run numbers of 4096,
3000, 2000, 1000, 500, 250 and 100) using fitte®RBR and FQRSM have been calculated.

Table 6 and Table 7 show RMSE and relative RMSER@RSMs and FQRSMs fitted to
the results of MFHW set using LHS approach withiedént run numbers. It is noted that the
error of the predicted GPL values by FQRSM fitted3PL values are less than the relevant
ones for the predicted GPL values by PQRSM. Inrotheds, the fitted FQRSMs predict the
GPL values more accurately than the fitted PQRSkést for the set with 100 run numbers.
For this latter case, more significant errors iedicted GPL values by FQRSMs compared to
the same GPL values predicted by PQRSMs is obsei&t is because for FQRSMs, 91
surface model coefficients are calculated basedjush 100 data points whereas, for
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PQRSMs, just 25 surface model coefficients areutaled based on the same 100 data
points, therefore using 100 as the number of datatp to fix a large number of the
FQRSMs' coefficients is not desirable. These resatinfirm that FQRSM with a larger
number of coefficients predict GPL more accuratélthe number of data points is larger
than 100.

Figure 15show RMSE of ILRSM, PQRSM and FQRSM models versusnumbers for
MFHW Nf7 L600m Base Reference sets with differearnpling approaches, i.e., LHS and
two-level FFS. Fronfigure 15it is noted that the two-level FFS design is thast accurate
sampling design and FQRSM is the most accurateaelialso indicates that the accuracy
of the models with interaction terms (i.e. ILRSMs&la&FQRSMs with 79 and 91 coefficients,
respectively) decreases significantly in small numbers (i.e., 100 and 250) due to very few
data points.

These results suggest that generally, LHS approsica more realistic and reliable
approach compare to two-level FFS design. Using laktB optimum run numbers compared
to two-level FFS sets reduces the CPU time sigtiy. The response surface model which
best-predicted GPL values was FQRSM; in other woFd3RSM best describes the real
physics of clean-up performance. The optimum (muwmh required a number of MFHW-
Nf7L600 runs for FQRSMs was 1000 run numbers. Cagusetly, in the following
simulation sets, LHS approach was used to incréaseaccuracy of the simulation while
decreasing the CPU time.

3.5. Impact of Number of Hydraulic Fractures
3.5.1.Fixed horizontal well length

In this section, the results of MFHW-Set 1, MFHW-8eMFHW-Set 12 and MFHW-Set
13 with three, seven, nine and thirteen fractutasgal on the same horizontal length of 600
m respectively are discussed to evaluate the efiedtacture spacing. In these sets, the
fracture spacing decreased from 300 in MFHW-Set 100, 75 and 50 m in MFHW-Set8
(MFHW Nf7 L600 set), MFHW-Set12 (MFHW Nf9 L600 sethd MFHW-Set13 (MFHW
Nf1l3 L600 set) respectively. For these sets, newletsowere set-up, and the Python code
was modified accordingly.

Comparing the tornado chart of MFHW-Se€Eig(re 4 and those of these new MFHW
sets, i.e. MFHW Nf7 L600 seFigure 13, MFHW Nf9 L600 setsKigure 1§ and MFHW

Nfl13 L600 set FEigure 17, it is observed that the trend and magnitude fédce of all
19
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parameters are almost alike indicating that fractspacing does not affect the cleanup
efficiency of MFHWSs. This similarity is extended tioe effect of k. That is, in all MFHW
sets, with a different number of fractures (Nfsyl dinereby different FF injected volume, the
effect of k, on Pc is still more dominant than that on fluil

Figure 18 shows the swiftness of cleanup operdtorthe following sets, MFHW-Setl
(MFHW Nf3 L600), MFHW-Set8 (MFHW Nf7 L600), MFHW-$8 (MFHW Nf9 L600)
and MFHW-Set13 (MFHW Nf13 L600). It is noted thangrally minimal differences are
observed when changing Nf from 3 to 13. This obst®om again reconfirms that the change

in fracture spacing does not affect the cleanuigieffcy of MFHWS.

3.5.2.Fixed Fracture spacing

A new model was set-up with ten 90 m fractures gdaon the 900 m horizontal well
length to capture the impact of horizontal wellgégnon the cleanup efficiency of MFHWSs
when fracture spacing is the same. Here, the fracpacing is the same as the one for
MFHW-Set8 (MFHW Nf7 L600 set) but with longer hasiztal length to accommodate ten
fractures.

Comparing the tornado chart for MFHW-SeBgure 11 with that of MFHW-Set 14,
Figure 19, shows a similar trend and values fofffaoents of different parameters for these
cases. Minimal differences are noted between MFHMW8-SMFHW Nf7 L600 and MFHW-
Setl4 (MFHW Nf10 L900) irFigure 20 These results confirm that the impact of the neimb
of fractures on the cleanup efficiency, even whenftacture spacing is the same, is small. It
should be noted that for any of these sets the amoii gas production is different
highlighting the impact of the number of fractu@s production. However, the GPL ratio

seems to be the same

3.6. Increased FVR MFHW-Set 2

In MFHW-Set 2, the fracture volume ratio has bessed from 2 in the MFHW-setl to 5.
Once the tornado chart of MFHW-Set 2, Figure 28aompared with that of MFHW-Set 1
(FVR=2) with the only difference being a higher F\f& MFHW-Set 2, Figure 4, It is
observed that the trends are more or less the same.

The k in both cases has the most substantial effect Bh, @nd the sequences of the
significance of other parameters are reasonablylasinmf the high FVR MFHW set is

compared with the relevant set in vertical wellssate., VW-Set 9, the same trend is
20
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observed for all parameters except far Which has been discussed earlier (Figure 21Iy. It
also noted that Pc pertinent parameters are mdreatin the MFHW set whilst endpoints
and exponents of Corey type relative permeabilityves for gas and FF in both matrix and
frack are more critical in the VW set. These obagons are due to the fact that FF
production has a more detrimental effect on gadymtion in the MFHW set due to smaller
area perpendicular to flow at the wellbore (als@wn as near wellbore choking effect).
Hence for the MFHW set the effect of flow from theatrix towards fracture during the
backflow clean-up is less important and rather bitlmn of fracture fluid governed by matrix
capillary pressure, which depends gni& more important. This trend was observed for all
MFHW sets presented in this exercise.

Similar to what was reported previously (Nasriamil damiolahmady, 2018a) for the VW
sets, faster clean-up is observed for the MFHW bafgence set compared to the MFHW
FVR=5. This observation is due to less FF injectethe MFHW base reference set, which

requires less time to clean.

3.7. Extended ST MFHW-Set 3

In MFHW-Set 3, the soaking time (ST) has been edg¢drfrom 2 days in the MFHW-setl
to 20 days. Considering the impact of the 12 pataraen two sets of MFHW-Set 3 (ST=20)
and MFHW-Set 1 (ST=2) with the only differencerzel longer soaking time for MFHW-
Set 3), the same observation is noted as that adr{hi and Jamiolahmady, 2018a) for VW
sets, i.e., the observed magnitude and trendd pkdinent parameters are more or less the
same. However, the absolute value of Pc Pertinarnpeters, i.e. IFT and are larger than
those of MFHW-Set 1, confirming the observationomgd for the VW sets that extending
soaking time makes the impact of Pc on productiss ko be more significant (Nasriani and
Jamiolahmady, 2018a).

Faster clean-up was observed for the extended SAWIKet compared to the MFHW
base reference set, but only at early productioresi the same observation as the one

observed for VWs (Nasriani and Jamiolahmady, 2018a)

3.8. Tighter Formations by a Factor of 10 and 100 MFHW-Sets4 & 7
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In this section, the variation range correspondmé,, has been reduced fromuD-100
pD in the MFHW-set 1 to 0.JuD-10 uD and 0.01pD-1 puD in MFHW-Sets 4 & 7
respectively.

If the tornado charts of MFHW-Set 4 (KMR=10), Figu22, is compared with that of
MFHW-Set 1 (KMR=1) with ten times tighter formatidar MFHW-Sets 4, Figure 4, it is
noted that the observed trends are the same efmefie k, coefficient. That is, in this
MFHW-Set with the tighter formation, the first efteof k,, on GPL (i.e. a rise in matrix
permeability that advances fluid mobility and less&PL) is dominant whilst in MFHW-Set
1 the second effect (i.e. a rise ip that decreases Pc and raises GPL) was dominaice Bi
this tighter set, i.e., MFHW-Set 4, thg, kange has been reduced by a factor of 10, Pc is
already high enough, and hence the impact,afrk mobility is more significant.

If MFHW-Set 4 is compared with the corresponding \A&t, VW-Set 4, the same
observation as that highlighted in previous sstapited.

When the tornado chart of MFHW-Set 7 (KMR=100), &y 23, is compared with that of
MFHW-Set 1 (KMR=1), Figure 4, it is observed thlae ttrends of impact pf all parameters
are the same except for thg Bnd IFT coefficients. In this very tight formatiothe first
effect of k, on GPL (i.e. if k, increases that results in an improvement in thbilityof the
fluid and consequently reduction in GPL) is dominadonversely, in MFHW-Set 1 the
second effect (i.e. if kincreases that decreases Pc and accordingly esasein GPL) is
dominant. This is the same observation as thatfHW-Set 4 with k, range decreased by a
factor of 10. Since in the current MFHW-Set 7, tAege of k, has been decreased 100 times
smaller; now it is significantly more difficult fdtuid to flow in the matrix; hence the effect
of km on mobility is more important. Figure 23 showstttiee value of the k coefficient is
almost -1 at all production periods (in MFHW-Sefgure 22, the value ofkwas almost -
0.1) indicating that as the formation gets tightlee first effect of k on GPL is most
pronounced.

It is noted that in MFHW-Sets 7, the IFT coeffidigrend changes as production time
increases. This highlights that using IFT reduciagent could improve the cleanup
efficiency. This observation will be discussed etalls in Section 3.8, 3.9 & 3.10.

Slower clean-up was observed for the tighter foromat MFHW-Set 4 & 7 (MFHW with
KMR=10 &100) compared to the MFHW-setl using hisémg charts. It shows the same
observation similar to what was reported previously the VW sets (Nasriani and

Jamiolahmady, 2018a).
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3.9. MFHW-Setswith different DP values

In this section, DP has been changed from the #efalue in MFHW base reference set
(1000 psi) to 100 and 4000 psi in MFHW-Sets 5 &$pectively.

Considering the impact of the 12 parameters in sgts of MFHW-Set 5 (DP=100),
Figure 24, and that of MFHW-Set 1 (DP=1000) with tmly difference being a lower DP by
a factor of 10 for MFHW-Set 5, Figure 4, it is irgsting to note that the observed trends of
pertinent parameters are the same with the exeepfi@an increase in the absolute value of
Pc pertinent parameters. This observation is mWwith what was reported previously for low
DP VW sets, i.e., in low DP sets the influence ofdd GPL is more pronounced (Nasriani
and Jamiolahmady, 2018a).

In MFHW-Set 5, the impact of the endpoints and egmis of Corey type relative
permeability curves for the fluid in the porous nugal of the rock is more important than that
of these parameters in MFHW-Set 1 confirming theeobation noted in the corresponding
VW sets. That is, in low DP sets, it is more impatthow fluid (Gas and FF) flows from the
matrix to fracture than how it flows from fractui@ the wellbore. Figure 24 shows a small
negative value for the,kcoefficient after ten days indicating that at thesiod the effect of
km on GPL is minimal, but due to its negative signcould be concluded that the first
influence of k, on production loss is more dominant.

In MFHW-Set 6, DP was increased 4 times larger (480 than its base value (1000pasi).
When the results of these two sets were compamgdstobserved that the trends of pertinent
parameters are more or less similar except forop dn the magnitude of Pc pertinent
parameters. This observation is in line with whatsweported previously for high DP VW
sets, i.e., in high DP sets the weight of Pc ordpction improvement was less pronounced
(Nasriani and Jamiolahmady, 2018b; Nasrarml., 2018).

The impact of the endpoints and exponents of Ctyeg relative permeability curves for
fluid in the matrix was also less distinct thanttbathese parameters in MFHW-Set 1, this
confirms the observation noted in the VW sets, thatn high DP sets it is less important
how fluid (Gas and FF) flows from the matrix todrare than how it flows from fracture to
the wellbore. This follows the same trend as whas wbserved above for the low DP set,
MFHW DP=100 (MFHW-Set 5). Slower/faster clean-upsvedserved for this lower/higher
DP set compared to the MFHW base reference set.
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3.10. MFHW-Setswith Nf7 and L 600m with different k,, ranges

Following the IFT trend change which was observe8ection 3.8 for MFHW-Set 7 with
three fractures, three different MFHW-Sets (with=Rifrather than sets with Nf=3 discussed
in section 3.8) with differentkranges were studied. For this purpose, the rah$g was
dropped from JuD-100uD in the MFHW-Set8 Nf7 L600 base reference setiqud-10 uD
and 0.01uD-1 uD in MFHW-Set9 and MFHW-Set10, respectively.

Analysis of the impact of the 12 parameters in é¢hsets of MFHW-Set 8 (KMR=1),
Figure 11 MFHW-Set9 (KMR=10), Figure 26, and MFHW-Set10 (RM™100), Figure 27 ,
shows that the trends of most of the parametersare or less the same, including the trend
of the k;, coefficient. However, in MFHW-Set10,,ks the most critical parameter at 30 and
370 days and the second most crucial parametarlafsd ten days. That is because, in the
current set, MFHW-Set10,krange has been reduced by a factor of 100, thalibgobf
different fluids in the matrix becomes very vitllone compares the fluid mobility pertinent
parameters in MFHW-Set8, MFHW-Set9 and MFHW-Seill@s noted that fluid mobility
within the matrix of the rock is more/most signdict in tighter/tightest formations
(KMR=10/ KMR=100), i.e., the tighter the formatiotlhe more important the effect of fluid
mobility on clean-up efficiency.

From the data of Figure 27, it is also observed tha trend of IFT coefficient has
changed from negative in MFHW-Set 8 (KMR=1) and M#&et9 (KMR=10) to positive in
the tightest set (MFHW-Set10 (KMR=100)). Since ttiend change of IFT could have an
impact on Pc, therefore it is essential to studyithpact of Pc on the cleanup performance in
this section for these three MFHW-Sets. Capillamyspure of these three MFHW-Sets was
calculated by choosing the corresponding valuel§-of k,, andA for the worst (maximum
GPL) and best (Minimum GPL) case scenarios from dbesponding tornado charts in
addition to Equations 1 and 2. The calculated Ra fta these three MFHW-Sets shows that
in this set, MFHW-Set10, the magnitude of the Pluaevdor the worst case is considerably
larger than that of the best case whereas, in MF588 and MFHW-Set9, the Pc value of
the best case is higher than that of the worst ddge observation highlights that in MFHW-
set 8 and MFHW-set-9, it is recommended to rethm EF within the matrix employing
higher capillary pressure, however in the tightéstmation set, MFHW-Setl0, it is
recommended to flowback the FF as much as possitdeminimise the FF saturation in the
matrix. This is attributed to very tight nature tbk formation (in MFHW-Set10) in which
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760 keeping the FF in the matrix has a more harmfulactwn production than its adverse effect
761 once itis produced through the fracture.

762 Figure 28 shows Pc versus water saturation, SwtHose sets above (MFHW-Set8,
763 MFHW-Set9 and MFHW-Set10). It is demonstrated thigher Pc values were observed for
764 the best case than the worst case at all waterasaiu values in Sets MFHW-Set8 and
765 MFHW-Set9 (indicating that keeping FF in the matisxbetter and results in less GPL).
766 Conversely, higher Pc values were observed in MFE&AO for the worst case than the best
767 case at all water saturation values (it is besepsoduce the injected FF from the matrix). In
768 other words, in MFHW-Set 10, contrasting the prasidwo sets, using chemicals agents to
769 reduce IFT and consequently decreasing Pc coudeneSPL.

770 According to the results of these three sets (MFB®Y8, MFHW-Set 9 and MFHW-Set
771 10), matrix permeability plays a vital role in hgdtic fracturing design. For those sets with
772 Kpy variation 1 puD-100 uD and 0.1uD-10 pD, using IFT reducing agents will have a
773 detrimental impact on the production and conseduémtreases GPL. Conversely, in very
774  tight sets with matrix permeability variation 0.pD-1 uD, it is recommended to use IFT
775 reducing agents in order to decrease Pc and coastygveduce GPL.

776 All these runs were at moderate DP of 1000 psortler to confirm that this observation is
777 also valid at low and high DP values, six new MFIBAts were conducted.

778 Three new sets (MFHW-Setl5 Nf7-L600m DP4000, MFH&13 Nf7-L600m KMR10
779 DP4000 and MFHW-Set19 Nf7-L600m KMR100 DP4000) weoaducted to capture the
780 effect of k, at high DP=4000 psi. The,kange is JuD-100 uD in MFHW-Set15, 0.JuD-10
781 D in MFHW-Set17 and 0.0ftD-1 uD MFHW-Set19 with DP=4000 psi in all of these sets.
782 A comparison of the tornado charts of these satgyré& 29, Figure 30 and Figure 31,
783 shows that kis the most important parameter affecting GPLalbthree sets at all production
784  periods. Other fluid mobility parameters in thecttae (knaxw, Kmaxwt Nwt @and ny) are the
785 second most important set of parameters affectin ®r MFHW-setl5 and MFHW-setl17
786 at all production periods and the third most imaottparameter for MFHW-set19. As thg k
787 variation range is 10 and 100 time reduced in MFE#L7 and MFHW-set19, the impact of
788 km and fluid mobility in the matrix become progresdwmore important. This is because, in
789 tighter (tightest) formation, the fluid flow throbigthe matrix becomes more (most)
790 challenging.

791 Figure 31 shows that the trend of IFT has changeddRHW-set19 compared to the other
792 two sets. In order to fully understand the effefcPo in these sets, the same approach as the
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one conducted for the three previous sets, i.e.HWFset8, 9 & 10, was followed by
preparing the corresponding Pc values versus Swihiorbest/worst scenarios, Figure 32.
Data in this Figure confirms that for those setthWKMR of 1 and 10, having higher Pc,
corresponding to the best case scenario, is memfable and application of IFT reducing
agents will increase GPL. Contrariwise, whilst e tvery tight set (KMR=100) with higher
Pc for the best case scenario, it is recommendaddsuch chemicals in order to diminish Pc
and consequently minimise GPL.

Following the results of the previous sets with erade and high DP, here in MFHW-Sets
11, 16 and 18, DP was lowered by a factor of 1000 psi. Here, the,krange is JuD-100
puD in the MFHW-Set11, 0.uD-10 uD in MFHW-Set16 and 0.0uD-1 uD MFHW-Set18
with DP=100 psi in all of these sets.

The tornado charts of these three low DP setsHigure 33, Figure 34 and Figure 35, and
their Pc plots versus Sw for the best/worst cagebhase sets (Figure 36) show the same
results as the ones observed in high and modefte D

Comparing the results of all 9 sets (with differé&®s and Ik ranges) confirms that
regardless of DP, for those MFHW sets withrienges of JuD-100 uD and 0.1uD-10 pD,
the application of IFT reducing agents will raislGwhilst in very tight sets with thepk
range of 0.01uD-1 uD it is recommended to use such additives to dshinPc and
consequently minimize GPL. Specifically, it is b&stretain FF in the matrix in sets with, k
ranges of uD-100uD and 0.1uD-10 uD. However, the positive effect of retaining FRle
matrix weakens in sets with thg kange of 0.1uD-10 uD compared to the sets with thg k
range of JuD-100uD. In fact, in sets with the tightest formations, i k, range of 0.0JuD-1
puD, this trend becomes opposite, i.e., it is besbdckflow the FF. In other words, it is
observed that using IFT reducing agents as aniegldit fracturing fluid is not recommended
for tight formations (it reduces the gas productiate) whilst it is highly recommended to
use such agents for ultratight formations (it erdearthe gas production rate).

If the tornado charts of the three low DP sets {f@g33, Figure 34 and Figure 35) are
compared with the relevant high DP sets (FigureFa§yre 30 and Figure 31), it is noted that
fluid mobility pertinent parameters flgm Ngm, Kmaxwm and nm) in the matrix are more
important at low DP sets compared to the relevaessan high DP sets. This is because as
DP decreases, fluid mobility within the matrix bee@s more critical and consequently have
a more significant impact on the GPL reduction.
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4. Conclusions

Following the extensive investigation on clean-dficency of VWSs, this study has
extended the previous work (Nasriani et al., 2048sriani and Jamiolahmady, 2018a) to
MFHWSs systems.

A summary of the main conclusions is given below:

1. The results of VW and MFHW base reference sets lwhad similar properties were

compared.

a. The k, trend in the MFHW base reference set was diffefiemh that in
the VW Set. It was shown that thig kend change (from having a negative
to a positive coefficient value) in the MFHW set svdue to the flow
geometry change and how the well was completed.

b. It was noted that Pc pertinent parameters were nmoportant in the
MFHW sets whilst endpoints and exponents of Corggetrelative
permeability curves for gas and FF in both matmxl ahe fracture were
more important in the VW sets.

I. This observation suggests that FF production hadae
detrimental effect on gas production in the MFHW. $& other
words, having a higher Pc that results in more d-be further
imbibed into the matrix and less resistance toghae flow, is
more important in MFHWSs.

c. Faster clean-up was observed for MFHW compareditb Vhis was due to
having a higher production rate in MFHW sets.

d. In Reduced (increased) DP MFHW sets, slower (fastégan-up was
observed; this is similar to what was previouslyomred for the
corresponding VW sets

2. In the reduced matrix permeability range MFHW stts, first effect of k on GPL (i.e.

a rise in I, increasing the fluid mobility and diminishing GPWwjas dominant (i.e.k
coefficient was negative). Conversely, in MFHW-3dMFHW base reference set) the
second effect (i.e. a rise in,kalue, diminishing Pc and escalate GPL) was dontina
(i.e. positive k, coefficient).

3. In low (high) DP MFHW sets, Pc has a stronger (veepkmpact on GPL. This trend is

similar to what was previously reported for theresponding low (high) DP VW sets.
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4. .Increasing horizontal well length while the fragtispacing was fixed did not change

the fracture clean-up efficiency at all.

. Slower clean-up is observed for the tight and tijhd formations compared to the base

reference set due to a lower production rate oftifjletest (and tighter) formation

resulting in a slower and less efficient clean-up.

. Regardless of pressure drop, for the MFHW sets wittrix permeability variation

ranges of JuD-100 uD and 0.1uD-10 uD, the application of the IFT reducing agents
will intensify GPL whilst in ultratight sets (i.eky range of 0.0luD-1 uD), it is
recommended to use such chemicals to weaken Pooaiséquently diminish GPL.
a. In other words, it is concluded that using IFT reidg agents as an additive in
fracturing fluid is not recommended for tight formas (it reduces the gas
production rate) whilst it is highly recommended fdtratight formations (it

enhances the gas production rate).

. Although the impact of fracture interference/fraetgpacing on flow is significant, its

impact on clean-up performance is minimal in MFH®Ystems with different fracture

spacing.

. In this study, a new sampling approach (Latin Hgpbe Sampling (LHS) method) is

introduced and the results were compared withuhéddctorial sampling approach.

a. The results of MFHW sets with LHS suggest that galhe LHS approach is a
more realistic and reliable sampling approach caoegpdo the two-level FFS
experimental design.

b. Using LHS with an optimum run number (1000 run nensh reduces the CPU
time significantly compared to two-level FFS sets.

c. The response surface model, which best-predicted vaRies was FQRSM. In

other words, FQRSM describes the real physicsezrelup performance better.
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890

891 Nomenclature

892 k absolute reservoir permeability

893 kmax €nd point of the Corey relative permeability foten
894 P pressure

895 Pc capillary pressure

896 S saturation

897 n exponent of the Corey relative permeabilityrfala
898 x x-direction

899 vy y-direction

900 =z z-direction

901

902 Subscript

903 g gas

904 w water

905 r residual

906 f fracture

907 m matrix

908 Abbreviations

909 CPU Central Processing Unit

910 DP Pressure drawdown

911 FF fracture fluid

912 FFS full factorial sampling

913 FGPT total gas cumulative production

914 FVR the ratio of injected fracture fluid to fraot volume
915 FQRSM Full Quadratic Response Surface model

916 GPL gas production loss

917 HF Hydraulic Fracturing

918 ILRSM linear response surface model with intecacti
919 IFT interfacial tension

920 KMR Matrix Permeability Ratio, i.e., if KMR=10 meahe k, variation range is reduced by factor
921 of10

922 LHS Latin Hypercube Sampling

923 LRSM linear response surface model

924 MEPO Multiple Realization Optimizer

925 MFHW Multiple Fractured Horizontal Well

926 PQRSM Pure Quadratic Response Surface model

927 RMSE The root means square error

928 RSM Response Surface Methodology

929 ST Shut-in/Soaking time

930 VW  Vertical Well

931
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5. Tables

Table 1 VW model

X¢(m) ws(m) | Xres(m) | Yres(m) | Zres(m)
100 or 400 | 0.004| 2000 2000 40
Table 2 The parameters’ variation range
Parameter Min M ax
k; (D) 1 30
Kem 1uD | 100uD
A 1 4
IFT (mMNm/m) 2 50
Ngm 1.5 5
Mwm 1.2 4
Kmaxc 0.5 1.0
Kmaxw 0.05 0.6
Nyt 1.5 5
Nyt 1.2 4
kmaxg 0.5 1.0
Kmaxw 0.1 0.75
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Table 3a VW Set analysed
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Table 3b MFHW Set analysed

zZ n
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MFHW-Set 1
(base referenq v vV [ V| V|V v Vi Vv v

set)

MFHW-Set 2| v v S|V | V v ViV v
MFHW-Set 3| v v v |V | 20| V v ViV v
MFHW-Set 4| v v (Y| V|V 0.1-10 | v | V v
MFHW-Set 5| v v 100 | v | vV | V v ViV v
MFHW-Set 6| v 14000 v | Vv | V v ViV v
MFHW-Set 7| v v (Y| V|V 001-1 |V | V v
MFHW-Set 8| 7 v v (V| V |V v VIV v
MFHW-Set 9| 7 v v IV V|V 0.1-10 |V | V v
MFHW-Set 10 7 v v IV V|V 0011 |v | V v
MFHW-Set 11 7 v 100 v | V | V v VIV v
MFHW-Set 12 9 v 100 v | V | V v VIV v
MFHW-Set 13 13 v 100 vV | vV | V v VIV v
MFHW-Set 14 10 | 900 | 100| v | vV | V v ViV v
MFHW-Set 15 7 v 14000 v | V | V v ViV v
MFHW-Set 1§ 7 v 100 | v | vV | V 0.1-10 | v | V v
MFHW-Set 17 7 v 14000 v | Vv | V 0.1-10 |V | V v
MFHW-Set 1§ 7 v 100 | v | vV | V 0011 |V | V v
MFHW-Set 19 7 v 14000 v | V | V 0011 (v | V v
MFHW-Set 20 7 v v | v | v | v [100-10000 v | V v
MFHW-Set 21 9 v v | v | v | v [100-10000 v | V v
MFHW-Set 22 13 | / v | v | v | v [100-10000 v | V v
MFHW-Set 23 7 v v (V| V|V v vV |LHS| V
MFHW-Set 24 7 v v (V| V|V v v | LHS | 3000
MFHW-Set 25 7 v v (V| V|V v v | LHS | 2000
MFHW-Set 26 7 v v | V| V|V v v | LHS | 1000
MFHW-Set 27 7 v v [ V| V|V v v | LHS | 500
MFHW-Set 28 7 v v | V| V|V v v | LHS | 250
MFHW-Set 29 7 v v [ V| V| VY v v | LHS | 100
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Table 4 Parameters of the worst / best scenariabéoBase Reference Set

Case

No. | Parameter Worst | Best
1 k (D) 1 30
2 Km (UD) 1 100
3 A 4 1
4 IFT (mMNm/m) 2 50
5 MNym 5 1.5
6 Nym 4 1.2
7 Kmaxgn 0.5 1.0
8 Kenaxwi 0.05 0.6
9 | Ny 5 1.5
10 | nyg 4 1.2
11 | Knaxg 0.5 1.0
12 | Knaw 0.1 0.75
13 | o 0.15
14 | Sus 0.15
15 | Sum 0.15
16 | Sy 0.1
17 | Sm 0.1
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1027 Table 5 RMSE and relative RMSE of interactive éinsurface models (ILRSM) at three
1028 production stages for various MFHW Nf7 L600m BasefdRence sets with different run
1029 numbers and sampling approaches, i.e., Latin HybercLHS, and two-level Full Factorial
1030 Sampling, FFS.
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1032 Table 6 RMSE and relative RMSE of the pure quadi@Q) model in run numbers for
1033 MFHW Nf7 L600m Base Reference sets with LHS appnoac

| TC RCXRO | T | WE XD TC WX
I o©oI° I oxT° T | T°

5 PG lewvgs |Pu|angs | Cv|ongy

3 |o= ©g ® o= R m§<©gm

> | 8® o=0 | g0 o2 o ow o= o

» S5 38 = S 3 = S S 3 =

w w w

LHS 4096 Runs 4096 5.68 0.00 5.38 0.00 4,78 0.00
LHS 3000 Runs| 3000 5.68 0.93 5.47 1.73 4.28 -0.97
LHS 2000 Runs 2000 5.68 0.93 5.46 1.48 4.27 -0.14
LHS 1000 Runs 1000 576 2.29 5.44 1.23 4.25 -0.76
LHS 500 Runs 500 5.7% 2.09 5.45 1.35 4.28 0.00
LHS 250 Runs 250 5.94 5.47 5.58 3.71 4.30 0.5
LHS 100 Runs 100 6.03 7.02 5.95 10.69 4.83 1.08
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1035
1036 Table 7 RMSE and relative RMSE of the full quadrdFQ) model in run numbers for

1037 MFHW Nf7 L600m Base Reference sets with LHS appnoac
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LHS 3000 Runs| 3000 4.22 2.27 4.59 2.22 4.26 0.02
LHS 2000 Runs| 2000 4.35 5.44 4.6/ 3.92 4.27 0.2(
LHS 1000 Runs| 100Q 4.41 6.80 4.74 5.45 4.20 -1.42
LHS 500 Runs 500 4.58 10.95 4.85 7.84 4.24 -0.42
LHS 250 Runs 250 5.74 38.94 5.5p 22.84 4.39 3.04
LHS 100 Runs 100 13.32 222.6p 10.88 14217 4,33 216
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1040 6. Figures
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Figure 1 the workflow of the study
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Figure 2 The modelled section
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Figure 3 Predicated Pwf by numerical and analitiwadels versus time.
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VW and MFHW Base Reference Set, GPL - LRSM
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Figure 4 LRSM coefficients, VW and MFHW Base Refere Sets (FVR=2, DP=1000 psi, ST=2

days and KMR=1).
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a. Original Vertical Well (VW) b. New Y DirectiodW
/0.002 m /0.002 m
A A
10 m Fluid flow toward the wellbore 40m Fluid flow toward the wellbore (]
-

Figure 5 Well trajectory and flow geometry of Sidtracture (a) original Vertical Well (Z-VW)
completed in the Z-direction, and (b) New VW contetkein the Y- Direction (Y-VW).
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SFVW Base Reference Set, Y-Direction, Long Fracture, GPL- LRSM
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Figure 6 LRSM coefficients, at three productiorgeafor the New Y-VW set.
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GPL vs. run no.
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Figure 7 GPL vs Run Number for Z-VW and Y-VW sets,

1049
GWR vs. Run no.
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Figure 8 Gas Water Ratio vs Run Number for Z-VW &AdW sets,
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Figure 9 The GPL cumulative frequency of the MFHEY and VW Set at three production

stages.
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MFHW-Set8 NF7-L600, Full Factorial Sampling, GPL-LRSM
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Figure 10 LRSM coefficients , MFHW-Set8 Nf7 L600sibg FFS ,Base Reference Set,
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MFHW-Set23 NF7-L600, 4096 runs, Latin Hypercube , GPL- LRSM

Kmaxwf
Kmang N+
O -
10-Days k Ngs
m 30-Days Kmaxwm
maxgm
m 370-Days Nywm
Ngm
FT ' o
A
K Km
-1 0.8 -0.6 -0.4 0.2 0 0.2 0.4 0.6 0.8 1
a;/(Intercept)
Figure 11 LRSM coefficients , MFHW-Set23 Nf7 L60Base Reference sets with LHS with
4096 Runs
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Figure 12 The GPL cumulative frequency of MFHW 8asference sets using LHS with
different run numbers, (a) LHS with 4096 Runs,l(H)S with 3000 Runs, (c) LHS with 2000
Runs, (d) LHS with 1000 Runs, (e) LHS with 500 Rufis LHS with 250 Runs, (g) LHS
with 100 Runs,
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Figure 13 The GPL cumulative frequency of MFHW 8asference sets using LHS with
250 and 100 run numbers.
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Figure 14 RMSE of interactive linear surface medéLRSM) versus run numbers at three
production stages for MFHW Nf7 L600m Base Referesets with different sampling
approaches, i.e., Latin Hyper Cube Sampling, LH& &vo level Full Factorial sampling
(FFS)
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numbers at three production stages for MFHW Nf7 Qr6OBase Reference sets with
different sampling approaches, i.e., Latin Hyper€ubHS, and two level Full Factorial
sampling (FFS)
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MFHW-Set 12 NF9 L600 Base Reference Set, GPL - LRSM
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Figure 16 LRSM coefficients, MFHW-Set12 Nf9 L600
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MFHW-Set 13 NF13 L600 Base Reference Set, GPL - LRSM
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Figure 17 LRSM coefficients, MFHW-Set13 Nf13 L600
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Figure 18 Histogram chart, GPL cumulative frequeociiIFHW-Set 1Nf=3 & MFHW-Set 8
with Nf=7, MFHW-Set 12 with Nf=9 and MFHW-Set 13 tiiNf=13 at three production
stages.
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MFHW-Set14 NF10 L900 Base Reference Set, GPL - LRSM
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Figure 19 LRSM coefficients, MFHW-Set14 Nf10 L600
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Figure 20 The GPL cumulative frequency of MFHW-8etnd Nf=7 & MFHW-Set 14 with
Nf=10 at three production stages.
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a. MFHW-Set2 FVR=5
MFHW-Set 2, MFHW FVR=5, Gas Production Loss (GPL) - LRSM

m10-Days
m 30-Days K
m 370-Days
IFT
K;

-1 -0.8 -0.6 -04 -0.2 0 0.2 0.4 0.6 0.8 1

a;/(Intercept)

b. SFVW-Set 9 FVYR=5
SFVW-Set 9, FVR=5, Gas Production Loss (GPL) - LRSM
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Figure 21 LRSM coefficients, (a)MFHW- Set 50 FVR&%b) SFVW-Set9 FVR=5
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MFHW-Set 4, MFHW Kmr=10, Gas Production Loss (GPL) - LRSM
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Figure 22 LRSM coefficients, MFHW KMR=10, MFHW-Sét
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MFHW-Set 7, MFHW Kmr=100, Gas Production Loss (GPL) - LRSM
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Figure 23 LRSM coefficients, MFHW KMR=100, MFHW-{S¢&

MFHW-Set 5, MFHW DP=100, Gas Production Loss (GPL) - LRSM
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Figure 24 LRSM coefficients, MFHW DP=100, MFHW-%et
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MFHW-Set 6, MFHW DP=4000, Gas Production Loss (GPL) - LRSM
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Figure 25 LRSM coefficients, MFHW DP=4000, MFHWt%e
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MFHW-Set9 Nf7 L600 Kmr=10, Gas Production Loss (GPL) - LRSM

Kmaxwf

= 10-Days

m 30-Days

m 370-Days

als
A
K Km
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 06 0.8 1

aj/(Intercept)

Figure 26 LRSM coefficients, MFHW-Set9 Nf7 L600 K10, Base Reference Set

1080
MFHW-Set10 Nf7 L600 Kmr=100, Gas Production Loss (GPL) - LRSM
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Figure 27 LRSM coefficients, MFHW-Set10 Nf7 L6AAMR =100, Base Reference Set
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Pc vs Sw for Best/Worst Case
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Figure 28 Pc vs. Sw for best/Worst Case of Sets MFHW-Set8HWFSet9 and MFHW-
Setl0.
1082
MFHW-set15 Nf7-L600 DP4000, Gas Production Loss (GPL) - LRSM
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Figure 29 LRSM coefficients, MFHW-Set15 Nf7-L600m DP4000
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MFHW-set17 Nf7-L600 Kmr10DP4000, Gas Production Loss (GPL) - LRSM
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Figure 30 LRSM coefficients, MFHW-Set17 Nf7-L60GVMR10DP4000
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MFHW-set19 Nf7-L600 Kmr100DP4000, Gas Production Loss (GPL) - LRSM
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Figure 31 LRSM coefficients, MFHW-Set19 Nf7-L600KMR 100 DP4000
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Pc vs Sw for Best/Worst Case
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Figure 32 Pc vs. Sw for best/Worst Case of MFHWLSe MFHW-Setl7 and
MFHW-Set19

MFHW-set11 Nf7 L600DP=100, Gas Production Loss (GPL) - LRSM
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Figure 33 LRSM coefficients, MFHW-Set11 Nf7-L600m DP100

57



MFHW-set16 Nf7 L600 Kmr=10DP100, Gas Production Loss (GPL) - LRSM
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Figure 34 LRSM coefficients, MFHW-Set16 Nf7-L60GVR10DP100
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MFHW-set18 Nf7-L600 Kmr=100DP100, Gas Production Loss (GPL) - LRSM
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Figure 35 LRSM coefficients, MFHW-Set18 Nf7-L60GIVMR100DP100
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Pc vs Sw for Best/Worst Case
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Figure 36 Pc vs. Sw for best/Worst Case of MFHWL$e MFHW-Setl16 and
MFHW-Set18
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Highlights

* An integrated investigation of clean-up efficiency of fractures was performed (in 30 new
sets).

¢ Near wellbore choking effect in multiple fractured horizontal wells affects the cleanup
mechanisms in a different way compared to vertical wells.

e Using IFT reducing agents is not recommended in tight formations whilst it is highly
recommended to use such agents in ultratight formations.

» Although the impact of fracture interference/fracture spacing on flow is significant, its
impact on clean-up performance is minimal.

e Latin Hypercube is a more realistic and reliable sampling approach compared to the two-
level full-factorial experimental design.



