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## Abstract

This thesis considers a situation in which multiple robots operate in the same environment towards the achievement of different tasks. In this situation, please consider that not only the tasks, but also the robots themselves are likely be heterogeneous, i.e., different from each other in their morphology, dynamics, sensors, capabilities, etc. As an example, think about a "smart hotel": small wheeled robots are likely to be devoted to cleaning floors, whereas a humanoid robot may be devoted to social interaction, e.g., welcoming guests and providing relevant information to them upon request.

Under these conditions, robots are required not only to co-exist, but also to coordinate their activity if we want them to exhibit a coherent and effective behavior: this may range from mutual avoidance to avoid collisions, to a more explicit coordinated behavior, e.g., task assignment or cooperative localization.

The issues above have been deeply investigated in the Literature. Among the topics that may play a crucial role to design a successful system, this thesis focuses on the following ones:
(i) An integrated approach for path following and obstacle avoidance is applied to unicycle type robots, by extending an existing algorithm [1] initially developed for the single robot case to the multi-robot domain. The approach is based on the definition of the path to be followed as a curve $f(x, y)$ in space, while obstacles are modeled as Gaussian functions that modify the original function, generating a resulting safe path. The attractiveness of this methodology which makes it look very simple, is
that it neither requires the computation of a projection of the robot position on the path, nor does it need to consider a moving virtual target to be tracked. The performance of the proposed approach is analyzed by means of a series of experiments performed in dynamic environments with unicycle-type robots by integrating and determining the position of robot using odometry and in Motion capturing environment.
(ii) We investigate the problem of multi-robot cooperative localization in dynamic environments. Specifically, we propose an approach where wheeled robots are localized using the monocular camera embedded in the head of a Pepper humanoid robot, to the end of minimizing deviations from their paths and avoiding each other during navigation tasks. Indeed, position estimation requires obtaining a linear relationship between points in the image and points in the world frame: to this end, an Inverse Perspective mapping (IPM) approach has been adopted to transform the acquired image into a bird eye view of the environment. The scenario is made more complex by the fact that Pepper's head is moving dynamically while tracking the wheeled robots, which requires to consider a different IPM transformation matrix whenever the attitude (Pitch and Yaw) of the camera changes. Finally, the IPM position estimate returned by Pepper is merged with the estimate returned by the odometry of the wheeled robots through an Extened Kalman Filter. Experiments are shown with multiple robots moving along different paths in a shared space, by avoiding each other without onboard sensors, i.e., by relying only on mutual positioning information.

Software for implementing the theoretical models described above have been developed in ROS, and validated by performing real experiments with two types of robots, namely: (i) a unicycle wheeled Roomba robot
(commercially available all over the world), (ii) Pepper Humanoid robot (commercially available in Japan and B2B model in Europe).
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## Chapter 1

## Introduction

Twenty years ago the idea of having robots moving around like humans or performing tasks in human environments was only a futuristic thought. Perhaps the time when fully autonomous cooperative robots coexist with humans is still a distant reality; yet what is becoming true is the human acceptance of such a coexistence. The cooperation between heterogeneous team of robots is one of the principal reasons for the great attention that these autonomous agents are receiving from both the academic and the industrial community. Indeed robots are endowed with a number of peculiarities that makes them extremely interesting in many scenarios: ease of construction, low cost, flexibility, possibility to carry a payload (usually cameras or other sensors). The contexts of their applications include agriculture and vegetation mapping, monitoring of wetland ecosystems and coastal management, traffic monitoring, recording of sport events and damage assessment after a disaster (earthquakes, floods, avalanches, fires).

Cooperative approaches pose several challenges. Among the most important ones are those directly related to the safety issues: path following, obstacle avoidance and knowing the position of each others for localization. The control of mobile robots have been the subject of much research in recent years, due to robots being frequently used in dangerous or inaccessible environments where human beings can hardly intervene.

This chapter elucidates the motivation for our research followed by the contribution. The research is divided into 2 phases: i) Path following and obstacle avoidance (Section 1.1). ii) Multi-robot cooperation for localization (Section 1.2).

### 1.1 Path following and obstacle avoidance

In this section we briefly discuss the objectives, followed by the motivation and the contributions of our path following and obstacle avoidance approach.

### 1.1.1 Objectives

- To identify relevant errors in odometry and overcome it while the robot operates for longer periods of time.
- To investigate and analyze path following and dynamic obstacle avoidance with Motion Capture systems.
- To compare and evaluate the proposed techniques with conventional techniques.


### 1.1.2 Motivation

Path following is the process of generating a sequence of trajectories that enables the robot to perform the assigned tasks. State-of-the-art methods successfully perform path following in real world scenarios. For example, deployment of wheeled robots (WRs) in disaster missions have already been proven successful. Few of these methods include, the utilization of WRs for the surveying of the damaged area [2], efficient deployment in the context of planetary exploration [3], and more recently in vineyard navigation [4] and climbing steel structures [5]. In all these situations, WRs assessment was an effective method for rescue teams, and disaster regions were efficiently and accurately identified, helping human operators to find survivors and target locations. In the context of disaster scenarios, other robots like multirotors are required to fly in complex environments, in which buildings are likely to be completely or partially collapsed [6, 7]. Therefore, pre-existing maps are not very useful: debris, damaged furniture and various objects are likely to occupy pre-existing free space, while new free spaces can be produced as well [8].

Most often, obstacle avoidance strategy is required to circumvent this issue. So, an appropriate strategy for obstacle avoidance is a key factor for achieving safe navigation [9-11]. Many research works have focused on developing safe navigation algorithms in static environments [12-16]. However, in real world scenarios, assuming that the
environment is static can be catastrophic, and the environment should more realistically be modelled as dynamic: therefore, in the field of mobile robotics, the problem of safe navigation in dynamic environments is one of the most important challenges to be addressed [17, 18]. It becomes more complex and tough when the information about dynamic obstacles and the environment is not available, even tough such information is often assumed to be available in many of the developed approaches [19-23]. This information may include the complete map of the environment, the position and the orientation of the obstacles in the map, the nature of the obstacles (whether the shape of the obstacles is constant or varies over time) and the motion of the obstacles (whether the obstacle is moving with a constant or time-varying velocity) etc.

### 1.1.3 Thesis Contribution

The approach described in this thesis is based on a previously proposed framework for path-following [1], which introduces the idea of representing a path in 2D through the implicit equation of a curve in the plane $f(x, y)=0$, and includes the definition of a feedback controller that takes the equation of the curve and the robot's pose to compute the path-following error. In [1] it has been formally demonstrated that the approach guarantees asymptotic convergence to the path (the approach has been extended, among the others, to N-trailers [24] and UAVs [25]).

The main contribution of this thesis is to consider - for the first time in this framework - multiple dynamic obstacles during path following (e.g., other robots or persons). The thesis describes a formal procedure to model obstacles in such a way that collisions are guaranteed to be avoided, by producing a deformed path $f^{\prime}(x, y)=0$ that roughly follows the original one while avoiding all obstacles (the convergence to the deformed path being guaranteed, once again, by the feedback control law adopted [1]). The performance of the proposed approach in terms of closeness to the original path and farness from obstacles has been validated by quantitatively measuring its performance in a $3 m \times 3 m$ meters arena crowded with robots and persons. Even if the approach may partially resemble to Artificial Potential Fields or similar force field-based methods for navigation [26, 27], the presented approach has many peculiarities: among the others, it allows for setting the control variables (linear and angular speed) as a unique continuous function of the deformed path represented as a curve $f^{\prime}(x, y)=0$, the robot's pose $x, y, \theta$, and the relative position $x_{j}, y_{j}$ of all the locally-sensed obstacles with respect to
the robot. The differences between the present approach and force-field methods are better discussed in Chapter 2.

The approach is applicable to path following and obstacle avoidance of unicycle-like mobile systems with bounded speed and angular velocity. It is well-known that the motion of many wheeled robots and unmanned aerial vehicles can be described by this model; see [28] and the references therein. A similar approach for modelling a path in presence of obstacles has been proposed in [29] for controlling a multicopter: however, the latter approach is different from the present article since it is not based on the feedback controller proposed in [1] and it has been only tested with a small number of static obstacles.

The merits and demerits of previous work in the literature have been considered and a method allowing mobile robots to follow a predetermined path while avoiding fixed and moving obstacles has been used [1] and expanded by quantitatively measuring its performance in $3 m \times 3 m$ arena crowded with robots and humans. The method allows for representing a path in 2D through the implicit equation of a curve in the plane $f(x, y)=0$ , and includes the definition of a feedback controller that takes the equation of the curve and the robot's pose to compute the path-following error.

In addition to this algorithm, obstacle avoidance can then be achieved by adding a positive (or negative) contribution to the curve equation for each detected obstacle, thus producing a deformed path that is guaranteed to not collide with any of the obstacles. The algorithm is applicable for path following and obstacle avoidance of nonholonomic unicycle-like mobile systems with bounded speed and angular velocity. It is well-known that the motion of many wheeled robots and unmanned aerial vehicles can be described by this model; see [28] and the references therein.

### 1.2 Multi-robot cooperation for localization

The problem of cooperating multi-robots has received considerable attention in the robotics literature. Whenever several robots are deployed in the same environment there is the need for coordinating their movements and knowing the position of each robot with respect to the other. Trajectories for the individual robots have to be computed
such that collisions between the robots and static obstacles as well as those between the robots are avoided. In this section we briefly discuss the objectives, followed by the motivation and the contributions of our multi-robot cooperative localization approach.

### 1.2.1 Objectives

- To propose a cooperative approach for localization between heterogeneous team of robots.
- To analyze the robust IPM method in order to estimate the position of other robots in plane.
- To validate the performance and effectiveness of the proposed IPM method with and without EKF.
- To assess the computational complexity of the proposed algorithm.
- To propose a novel descriptor that accurately measure the position and reduce positioning errors for robot cooperation.


### 1.2.2 Motivation

One of the core elements in the field of robotics is to implement the cooperation between robots and thereby facilitating efficient coordination in shared space. Such an efficient coordination requires each robot to know the pose of other robots in the environment. In this regard, the cooperation of robots have been explored extensively, resulting in a number of approaches that includes localization [30].

Localization is a fundamental problem in robotics, whose aim is to determine the pose of the robot with respect to an environment map. Achieving high-accuracy localization is an indispensable requirement for autonomy in a variety of scenarios including mapping, target tracking, autonomous driving, surveillance and smart-homes [31, 32]. Yet, these real world scenarios presents different challenges. For example, localization approaches vary according to the initial knowledge of the robot pose (known or unknown), environment (static or dynamic) and control (passive or active). Most localization approaches have been developed in the context of single robot scenarios. However, many real world applications require different robots working in tandem and the past
two decades has witnessed an increasing number of research in the area of multi-robot cooperative localization [33].

The problem of pose estimation is related to obstacle avoidance, since accurate localization can help predicting and avoiding collisions when mobile robots are not equipped with onboard sensors, or have limited sensing range [34]. Collision detection systems provide robots with an alert prior to a collision that allows robot to take preventive actions [35]. In [36], the robot are included in the security system, which immediately stops the robot processes if an imminent object is detected in the surroundings nearby. In [37] it is shown that, determining the mutual position of robots could also allow the robots to provide alerts and to make cautious comments to the user. [38] introduces instructions that may be used to prevent or create a security setting for sudden collision. In [39], pose correction activities have been carried out using optical cameras that contributes to intervention in comparison with sensors.

Hence, localization and pose estimation are challenging problems that become even more challenging in a multi-robot setting that has gained a broad attention over the recent years among the robotics community [40]. In comparison to a single robot system, multiple robots working in a team can be more robust to individual failures and more efficient in time to accomplish a job [41, 42]. Multi-robot systems have wide potential applications including large area surveillance, search and rescue operation, perimeter protection, and intruder detection [43-45]. For a large number of robots working together to achieve a common goal, an efficient controller is required to coordinate the motion of robots. Furthermore, for such controllers to efficiently exercise control in real world, the knowledge of the state of the robot itself and its nearby robots is usually desirable. Typically, the state includes the pose of the robot (the pose consists of the position and bearing). This thesis will address multi-robot cooperation in shared space.

The motivation of this work can be elaborated by considering a scenario in which Roomba robots coexist with a humanoid Pepper robot, e.g., a hotel or a commercial centre. Roomba robots do not posses complex sensing capabilities, but they have the unique capability of cleaning the floor. On the other hand, Pepper is currently employed for verbal interaction with people, e.g., welcoming them and giving information. By taking into account their benefits, we exploit the different capabilities of Pepper and Roomba. This thesis will elucidate how Pepper can provide useful information for localization and navigation, that can be used by Roomba robots to improve their behaviour.


Figure 1.1: Pepper tracking Roomba in plane

### 1.2.3 Thesis contribution

In this phase of the thesis, two different robots have been considered, the Pepper Humanoid robot and iRobot Roomba. The Pepper robot has capabilities for vision which include facial and shape recognition (using inbuilt cameras). Secondly, the iRobot Roomba is a unicycle mobile robot that performs a wide range of task from autonomous cleaning, surveillance, to transportation and assistance to the elderly. By combining both of these robots, a solution that consists in the composition of IPM view (bird's eye view) of Pepper head camera has been proposed. This view will serve as a virtual map for the iRobot Roomba in the Pepper Frame of view (FOV) to help the user to adequately specify the commands to be sent to the other Roomba under its control, as in Figure 1.2 that is referred to Pepper Frame of view.

In particular, we are insterested in detecting the relative pose of a ground robot (i.e., Roomba) with respect to Pepper humanoid robot. The camera is mounted on Pepper head resulting in increased vertical distance between the camera plane and the object plane. The Pepper robot comes with few built-in APIs [46] that enables the detection of Roomba and thereby its pose. Yet, in our considered scenario, these APIs produce erroneous results. The Nao Mark API can only detect objects that are within 100 cm from Pepper's head and the markers further away become blurred. The Red Ball API
suffers due to the height difference in the planes (as discussed above) resulting in a transient response, making it hard to determine the pose with any degree of certainity [47]. Furthermore, existing pose calculation approaches use forward facing cameras, sonar or laser scanners. However, these approaches fail in scenarios with perspective difference between the camera and the object in plane. Ma et al. [48] proposed a multi-camera setup, providing depth information by establishing feature correspondence and triangulation. However, it requires severe processing and configuration overheads, which are generally expensive.

To circumvent the issues of the perspective difference in the camera and objects in plane, we propose an Inverse Perspective Mapping (IPM) view of the Pepper head camera frame. This serves as a virtual map for the Roomba in the Pepper camera view, enabling the Pepper to localize all robots in the same frame and to adequately specify the commands to be sent to the other Roombas under its control. This scenario is illustarted in Figure 1.2 that is referred to Pepper Frame of view. The proposed system consists of a single forward facing Pepper camera, capturing video images at 30 frames per second (fps).


Figure 1.2: Illustration for Pepper robot tracking Roomba's in the plane. The green and yellow color blobs are used to pronounce the Roomba's unique.

### 1.3 Outline

This thesis describes in two phases a detailed implementation of generalized approach for position estimation of different robots in the plane. It is intended to serve as a base for the development of tools for multi-robot cooperation in field of robotics by using IPM information. To this end, this thesis is organized in logical and sequential chapters as follows:

- Chapter 2 introduces the state of the art. Phase 1: by summarizing different conventional technologies from which few are commercially available for the purpose of Path following, obstacle avoidance. Phase 2: we have discussed the different approaches that exist in literature for localization problem in multi-robot cooperation.
- Chapter 3 starts by defining the general flow of the kinematics of WRs. Then it presents the Path following and obstacle avoidance funtion with one or multiple moving obstacles, including experimetal results.
- Chapter 4 explains the cooperation between multi-robots using IPM technique. A detailed description of the software architecture and the hardware frameworks are also provided. Finally, it elucidates the performance of the algorithm as well as the results achieved after implementing our novel cooperation architecture for localization. Both static and dynamic obstacles are considered for empirical evaluation.
- Chapter 5 concludes the thesis, providing suggestions for further improvements.
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## Chapter 2

## Related Works

In this chapter we discuss the recent works carried out in the field of: i) path following and obstacle avoidance for autonomous control of mobile robots, ii) multi-robot cooperation for localization.

### 2.1 Path following and obstacle avoidance

The problem of collision avoidance integrated with path following, in presence of both static and moving obstacles, has been widely studied and solutions have been put forward [49-54]. While all the proposed solutions are able to generate a safe path (at least in presence of static obstacles), in order to evaluate the efficiency of a obstacle avoidance algorithm some additional aspects should be considered, e.g. computational cost, presence of limited or noisy information, necessity to estimate the position or velocity of moving obstacles and other robots, capability to find a path to the goal under any condition. In the following, some techniques in the literature for path following and obstacle avoidance are presented and compared with the approach proposed in this research, taking into account their strengthness and weaknesses:

### 2.1.1 Model Predictive control (MPC)

MPC is one of the most common solutions for obstacle avoidance [55]. Indeed, it has been applied to control various systems, including industrial systems [56-63]. Moreover, it has also been used to generate safe trajectories for robots by using simplified dynamics in an unknown environment. An example of its application is the work of [64], in which MPC is applied for online dynamic obstacle avoidance along with streamlined navigation towards the destination. In this framework, the controller predicts a future path and perform optimization to ensure collision-free trajectories. Variants of MPC have been proposed to allow mobile robots equipped with onboard sensors to avoid moving obstacles [65, 66]. However, MPC is applicable for vehicles with simple linear models, while most vehicles exhibit more complicated non-holonomic characteristics with constraints on the linear and angular velocities. For this kind of vehicles, non-linear MPC is a more suitable control approach [67]. In spite of its popularity, MPC requires prior knowledge of the robot model which increases the mathematical complexity: thus, the main drawback of this family of approaches is a significant computational burden associated with solving a set of nonlinear differential equations and a nonlinear dynamic optimization problem. On the contrary, the techniques proposed in this thesis requires very few computational resources, as a consequence of its simplicity.

### 2.1.2 Velocity Obstacle (VO)

This technique was first proposed in [68]. With some modifications, it is still extensively used in research related to different domains [18, 69, 70]. For motion planning, VO requires the set of all velocities of the robots and obstacles, assuming that the velocities to be constant. If a moving obstacle changes its velocity, then it could result in a collision, unless the path is not re-computed in real-time. The main disadvantage of this class of methods is that they take into account the obstacle velocities and that the robot behaviour does not change if the velocities of moving obstacles or other robots change (unless the path is periodically recomputed, which may be computationally expensive). Therefore, it is not well suited for highly dynamic scenarios. Also, estimating the velocities of moving objects and other robots using onboard sensors may be technically challenging. Our approach does not consider the velocity but only the position of other obstacles and robots (which is much easier to be estimated using onboard sensors), periodically recomputing the positions at high frequency. For this reason our approach
may require obstacles and robots to move at a lower average velocity and is much less sensitive to sudden change in their velocity.

### 2.1.3 Artificial Potential Field (APF)

APF and its variants is still one of the most widespread techniques for obstacle avoidance [50, 71-74]. In APF, the robot is considered as a moving point in a potential field, where the goal generates an attractive force and the obstacles produce repulsive forces: the method is easy to implement, and it can be applied straightforwardly to avoid moving obstacles, by knowing only their position relatively to the robot. However, it is a well-know drawback of APF that the robot may be trapped in a local minimum, thus preventing it to find a path to the goal. With the approach proposed in this thesis, it is guaranteed that by appropriately tuning the distance of influence of obstacles, the robot will be never trapped in local minima and a path toward the goal will be always found. This property of the algorithm is formally proven in [75].

### 2.1.4 The edge detection approach

The edge detection approach, with its more recent variants [76, 77], is also worthy of mention. In this approach the robot takes into consideration the vertical edges of the obstacle; then, it looks for lines connecting edges, and considers them as the boundaries of the obstacles. As a result, it tries to move along the boundary. One of the main drawbacks of the method concerns its practical implementation: indeed, it is usually necessary for the robot to stop in front of the robot or obstacle to acquire accurate measurements of edges, since sensor data must be very accurate in order for the algorithm to work efficiently. Errors in sensor readings can result in the distortion of the original shape of the obstacle and hence a misreading may lead to a collision. On the contrary, the approach proposed in this thesis considers all sensor readings as if they belonged to different obstacles: the approach guarantees collision avoidance, thus being more robust to sensor noise [75] and allowing for real-time path-generation and updation while the robot is moving.

### 2.1.5 The Vector Field Histogram (VFH)

The VFH approach has been also extendedly applied to ground robots [52, 78]. In the VFH approach, the space around the robot is divided into sections of the same size, and every section has a value that represent the likelihood of the obstacle. The map is then translated into a polar histogram, that represents the space around the robot and the nearness of the obstacles. Finally, the robot direction is selected through heuristics, and can be straightforwardly applied to avoid both static and moving obstacles. The methods is suitable to work with sensors returning noisy information, however it has drawbacks similar to APF, in that - in complex environments - the method cannot guarantee that a path to the goal can be found even if it exists. With respect to VFH, the method proposed in this thesis has the same advantages that has been already mentioned when comparing it with APF $[75,79]$.

### 2.1.6 Virtual Force Field algorithm

It is an approach to find a target and to avoid objects in an environment [80]. It uses a positive or attractive force to guide the robot towards the target, while objects exert negative or repulsive forces to guide the robot away from obstacles. The algorithm also uses some kind of occupancy grid, called a certainty grid, in which each cell contains a certainty value. That value indicates how likely an object occupies that cell. To determine in which direction to move, a small window moves along with the robot. Each occupied cell exerts a repulsive force to the robot, and these forces are added to create a single repulsive force that tries to push the robot away from obstacles. At the same time, the target exerts an attractive force that tries to pull the robot closer to the target. From those two forces, a resultant force is calculated, which determines the next direction of the robot. Though this algorithm is quite smooth and accurate, it requires many sensors to scan the area around the robot for obstacles. To actually implement this as an embedded controller on a robot would be much more complicated than the earlier discussed methods. Other downsides are that the robot could get stuck if the resultant force becomes zero (this can occur, e.g., when there is an object directly between the robot and the target), and it can cause unstable behaviour in narrow pathways.

### 2.1.7 Wall following algorithms

They are well-known and simple algorithms for robot navigation [81]. In such an algorithm, the robot uses some sensor such as an infrared (IR) sensor or an ultrasonic sensor to follow walls at a certain distance. When the robot finds an obstacle, it follows the edges of the object like it would with a wall, until it can follow its original course again. When it drives into a wall, it turns and starts following the wall. This kind of algorithms are useful for navigation through environments such as mazes, but is not suitable for the kind of environments and mission we consider. In our case, the robot would only keep following the edges of the environment trying to find a path, while it should traverse the environment searching for the hill.

### 2.1.8 Dynamic Window Approach (DWA)

DWA relies on the idea of performing a local search for admissible velocities that allow the robot to avoid obstacles while meeting kinematics constraints [82]. In order to reduce computational complexity, the search is performed within a dynamic window which is centred around the current velocities of the robot in the velocity space, and only circular curvatures are considered. A solution to avoid local minima is proposed in $[83,84]$ by introducing a planning stage in DW which produces collision-free local paths with a given velocity profile. Recently, [85] has proposed the Forbidden Velocity Map, a generalization of the Dynamic Window concept that considers the obstacle's and robot's shape, velocity and dynamics, to deal with navigation in unpredictable and cluttered scenarios. To take into account kinematics constraints, obstacle avoidance has been fully integrated with path following in [86] in which path following is achieved by controlling explicitly the rate of progression of a "virtual target" to be tracked along the path $[87,88]$, and obstacle avoidance relies on the deformable virtual zone principle, that defines a safety zone around the vehicle, in which the presence of an obstacle drives the vehicle reaction. However, as stated by the authors, the combination of path following with a reactive obstacle avoidance strategy has a natural limitation coming from the situation where both controllers yield antagonist system reactions. This situation leads to a local minimum problem similar to APF, where a heuristic switch between controllers is necessary. The method proposed in this thesis includes an algorithm for path deformation in presence of obstacles and for path following, which at the same time guarantees goal-reachability [75] as well as Lyapunov convergence to the deformed path [1].

## Summary

Other techniques for obstacle avoidances in which moving obstacles are considered, such as Neural Control System [89, 90] that requires the exact distance to the obstacle is still difficult to obtain as it may require more ultrasonic sensor, gyroscope, wheel encoder to extract further position information of robots. Some graph based search algorithms include: Simulation annealing approach that ignores the robot dimensions [91], A* search that disregards dynamic obstacle constraints [92]. Differential Game approach that only considers the static obstacles [93], Switching Formation strategy that works with very slow linear speed, considering static obstacle avoidance [94]. Sampling-based algorithms (like RRT method works in a manner that after the robot passed through two obstacles, route planning disregarded the safe border, and the recommended method ignored any difference between physical and presumptive obstacle location. [95, 96], sensor based online technique that consider the obstacle velocity equal to or less than the robot velocity [97], Electrostatic approach that totally relies on the avaiability of visual information [98] have not been taken into account into our analysis, since they are directly related to path planning and obstacle avoidance, while the proposed approach, that does not need to know a global map of the environment and overcomes the drawbacks of the discussed algorithms (but still guarantee that a path to the goal may be found [75]).

In this section, we have discussed different approaches that exist in the literature for path following and obstacle avoidance. The limitations of these approaches have been elucidated.

### 2.2 Multi-robot cooperation

Multi-robot cooperation is motivated by the fact that localization tasks can be done faster and more accurately by multiple robots than by a single robot. In addition, a distributed system is more robust since the failure of one of the robots does not halt the entire mission [99]. Furthermore, most cooperative approaches need to meet real-time constraints, autonomously making decisions for localization.

Modern robots have numerous applications in industrial, military, and domestic settings. Often we hear news about workers trapped in mines or workers losing their lives in petroleum refineries or power plants. Autonomous swarm robotics is an inexpensive alternative to having humans perform risky and hazardous tasks in such environments. Other examples include space exploration over long periods of time. By deploying robots to conduct dangerous tasks, risks can be minimized. In all above discussed scenarios, reliable perception is a key aspect towards achieving the desired tasks.

### 2.2.1 Multi-robot Systems

In addition to multi-robot localization, the additional aspects of multi-robot systems considered attention in this domain of research are task allocation, formation, and coordination. To read in detail a comprehensive review of different multi-robot systems, we refer the readers to [100, 101]. In this context, the first initiatives on multi-robot systems was the Autonomous Vehicle Aerial Tracking and Reconnaissance (AVATAR) approach, developed by Defence Advanced Research Project Agency (DARPA). The job was targeted military surveillance and demonstrated the effectiveness of a multiplerobot system in cooperative localization [102]. Perception of Offroad Robotics (PerceptOR), DAPRPA focused on cooperation between an autonomous helicopter and an autonomous ground vehicle. The helicopter helped the ground robot to navigate autonomously in an unknown environment [103]. The Mobile Autonomous Robot Software (MARS) program, is another multiple-robot framework by DARPA, which addresses issues such as cooperative target localization, search and rescue, and maintaining connectivity during cooperative mapping [104, 105]. The Multi-Autonomous Ground-robotic International Challenge (MAGIC) is a multi-robot competition, where the robotics teams were requested to explore and map large indoor and outdoor environments while identifying and neutralizing threats. MAGIC was funded by the Australian Department of Defence and the U.S. Army, with more than USD 1 million in prize money [106].

Some other contributions in cooperation of multi-robot such as, a thorough review on swarm robotics done by Barca et al. [107]. Ren et al. ([108, 109]) and Olfati-Saber et al. ([110]) reviews the consensus problems in the cooperation of multi-agent systems. A comprehensive survey on cooperative control is provided by Murray [111]. Bullo has mathematically presented the motion and localizion cooperation problem in a book
[112]. Olfati-Saber has presented and reviewed three flocking algorithms [113]. Multirobot exploration ([114-116]) is another intriguing topic which is tightly coupled with multi-robot localization. A review of the exploration methods can be found in [117].

### 2.2.2 Challenges of multi-robot cooperation

Multi-robot cooperative approaches presents itself with a lot of challenges. Here we provide a brief overview of the same.

### 2.2.2.1 Relative Poses of Robots

In multi-robot localization, the map obtained by each robot in its own reference frame is called the local map. Each local map is generated from coordinated measurements such as laser scans. Each robot tries to integrate all of the local maps provided by other robots to generate a global map of the environment. However, this is a difficult task because the required alignments or transformation matrices which relate these maps to each other are in general unknown. The problem of the relative pose of the robot is coupled with the multi-robot data association problem. Knowledge of one, renders the other one simple.

### 2.2.2.2 Uncertainty of the Relative Poses

Uncertainty is pervasive in real world problems and arises if the robot lacks critical information for carrying out its task and is identified as having five main roots [118]. Uncertainty mainly arise due to unknown or partial knowledge of the environment, sensor noise, process noise, inexact models and imperfect computations. Planning under uncertainty is an instantiation of Partially Observable Markov Decision Process (POMDP) [119], whose exact solution is computationally intractable [120].

The uncertainties render the transformation matrices (discussed in Section 2.2.2.1) uncertain, further complicating the problem at hand. The multi-robot planning problem, in most cases then transforms to an uncertainty reduction problem. These unceratinties are often quantified in terms of the state covariance matrix and most approaches find robot configurations that minimizes the matix via an objective function.

### 2.2.2.3 Updating Maps and Poses

Once the relative transformation (Section 2.2.2.1) is found, a procedure is required to fuse local maps. The resulting map should integrate all information from the local maps. As a result of updating the maps, poses of the robots should also be updated. This requires considering the trajectory of the robots and new information received from other maps. Due to the nature of multi-robot localization, updating poses and maps is a coupled problem. In feature-based localization, its not only about finding the duplicate landmarks across the robot but the important thing is to identify that they are duplicate and hence should be taken as unique and not 2 different.

### 2.2.2.4 Line-of-sight Observations

When robots can see each other through direct observations (i.e., line-of-sight), the estimates can be improved. This fact can help robots to reduce localization error. In most applications and especially in close range localization, line-of-sight observations are much more reliable than other indirect estimation techniques. Richardson et al. shows an application where the line-of-sight observation is its key component. In this application, a rotary wing UAV lands on a moving platform autonomously. The UAV is equipped with a camera which identifies a known target pattern on the moving platform. Then the distance and orientation of the UAV with respect to the moving platform is calculated. The results are used to control and land the UAV [121].

### 2.2.2.5 Loop closure

Loop closure, also called cycle detection, is defined as identifying a place observed previously but not very recently (recently is defined in relation to the mission duration). Loop closure for a single robot is challenging enough. Extending this problem for a team of multiple robots requires solving it using all resources of information from individual robots. In multi-robot localization, various events can trigger loop closure, such as direct encounter of the robots or rendezvous and indirect encounter, when the robots see the same area or features in the world.

### 2.2.2.6 Complexity

Robotics applications are usually real-time. Thus, it is very important to design an algorithm capable of solving the above mentioned problems with minimum time and memory requirements. In multi-robot localization, space complexity and time complexity are two important issues. The complexity of a multi-robot algorithm directly affects its scalability.

### 2.2.2.7 Communications

Availability of a medium for data sharing among robots is an important requirement in multi-robot localization. Information between robots can be exchanged via communication channels. The quality of the communication channels is dependent on the environment. For instance, communication issues are a challenging problem for a team of robots in underwater environments, where the environment imposes limitations on the bandwidth and data rate.

### 2.2.2.8 Heterogeneous Vehicles and Sensors

An important advantage of team based mapping is that different types of robots, equipped with different sensors, can provide a better model of the environment. For instance, a ground robot may see features that a quadrotor cannot, and at the same time, a quadrotor may have access to different areas that a ground robot does not. However, this advantage requires processing and integrating different types of information. For example, if a ground robot provides an occupancy grid map and a quadrotor generates a feature map, then these maps must be combined to generate a global and consistent map. This issue has been studied in [122]. Due to the variety of sensors and maps, this problem can be presented in many different forms, such as integrating topological maps with grid maps, integrating topological maps with feature maps, integrating scanning laser rangefinder measurements with camera measurements, integrating satellite and aerial views with ground views [123], and many more. Michael et al. present a very good example of a team of heterogenous robots, including a quadrotor and two ground robots, which map a multi-floor earthquake-damaged building collaboratively [124].

### 2.2.2.9 Synchronization

As a general rule, each acquired sensor reading should have a time stamp field, which shows the time of the acquisition of the data. An important issue in a system of multiple agents and multiple sensors is the synchronization of the clocks. Synchronization can be considered at two levels: first, local synchronization, which means the sensors of each robot should be synchronized and second, global synchronization, which means all robots on the team must have synchronized clocks.

To synchronize time on different robots, Chrony ${ }^{1}$ is a suitable choice, which is also used in robot operating system (ROS) middleware. Chrony supports online and offline time adjustment by two different applications. In the online case, a network time protocol (NTP) daemon runs in the background and synchronizes the time with time servers. For an isolated machine, one might enter the time periodically. The synchronized time appears as a label in the header of each acquired data. A similar approach is used by Leung et al. in [125].

### 2.2.2.10 Performance Measure

In multi-robot localization, evaluating the accuracy of results is a challenging problem due to the lack of the model of the environment and the actual trajectory of the robots. Additionally, evaluating the accuracy of localization becomes more critical when the robots rely on localization to perform autonomous behaviors. Therefore, performance measure is always required to determine the reliability of multi-robot localization.

### 2.2.3 Perception techniques for Multi-robot cooperation

Different senors are used for multi-robot localization and mapping. Below, we briefly overview the most common senors that are currently being used.

### 2.2.3.1 Monocular vision

Monocular vision techniques are mainly used for edge detection of roads for autonomous driving. By obtaining the same image of the road as we humans see while driving, it is

[^0]possible to detect the road via various methods using a camera. Edge detection [126] works basically by identifying where the object color changes (its HSV or RGB code) significantly. Via this method lane-markers, and edged of the road are easily identified. Yoo et all [127] and Assidiq et all [128] use this method in their algorithm. Both of them include the use of Hough Transform [129], which is used to identify participle shapes, such as circles or lines. Another method is to use difference in intensity. Well prepared roads have lane markers with a higher intensity than the road itself. Edge detection works well in this scenario, as well as representing the lane-markers using local maxima points. However, the smaller the resolution of the image, the less edge detection performs. High resolution images however increase the computation time, which is a disadvantage for real-time performance.

Edge detection also needs more pre-processing to obtain the lane-markers, as more edges than the lane-markers are often found. The algorithm has to distinguish the difference between lane-markers and objects. Finding lane-markers based on local maxima is therefore found a more suitable method for real-time operation.

Once the previous and current lane are detected and the vehicle position within it is known, this information can be used to predict the state of the next frame. The next time-frame is then a control factor to determine if the calculations are correct or not.

An advantage of this method is that it is easy to implement and allows for good costeffective solutions on a consumer-level. However, the approach has few disadvantages. Due to the high-reliability demands, building a vision-based system, even for the simplest applications, is a big development effort. Many functional blocks are required for a stable system, and many different conditions and assumptions have to be identified and handled. In addition a large validation effort is required, as many of the failure cases are rare and hard to predict.

### 2.2.3.2 Stereo vision

Stereo imaging is done by using two cameras in order to obtain 3D information, which can be compared to the human vision. The range accuracy is a function of the stereo baseline (the distance between the two cameras). A larger baseline stereo system will provide better range accuracy, but often at the cost of lower reliability and higher computation cost (a tougher correspondence problem to solve). Generally speaking, stereo imaging poses a greater processing challenge compared with LIDAR system, with an
increased probability of errors. Still, stereo imaging can be used for the same basic tasks as LIDAR, including obstacle identification, host to road pitch angle estimation, curb detection and 3D road geometry and slope estimation. Bertozzi and Broggi developed an algorithm (GOLD) that make use of stereo vision [130].

This method is easy to implement and allows for good cost-effective solutions at the consumer-level. It is also able to compute distances of objects relative to the car. However, the approach has few disadvantages, namely, range accuracy and lower reliability than LiDAR as depth measurements are texture dependent. Compared to monocular vision techniques, a large development effort is involved for creating a highly-reliable system.

### 2.2.3.3 Light detection and ranging (LIDAR)

LIDAR is a surveying technology that measures distance by illuminating a target with a laser light. Soren and Benjamin [131] created a lane marker detection and mapping algorithm purely based on LIDAR alone. Albert et al. [132] combine LIDAR and monocular vision in order to find lane markers. Basically, LIDAR is used to:

- Identify objects and boundaries of the road by using its 3D detection.
- Identify the type of road by determining the road roughness. This can also be used to identify the edge of the road.
- Identify potholes and bumps in the road surface.

LIDARs can report reflected intensity as well, providing a substitute to a visual camera with an advantage of being an active light source and thus independent of natural light sources. This specifically helps in coping with shadows and darkness. Since lane marks only have intensity information and no 3D structure, intensity measurement is required if the LIDAR is to be used as the only modality. However, the LIDAR equipment is still relatively very expensive and require large development effort.

### 2.2.3.4 Radar

Radar is an object-detection system that uses radio waves to determine the range, angle, or velocity of objects. A radar transmits radio waves or microwaves that reflect from
any object in their path. A receive radar, which is typically the same system as the transmit radar, receives and processes these reflected waves to determine properties of the object(s). It is able to detect obstacles like other vehicles or buildings, and able to discriminate between road an off-road regions based on their large reflective difference. The advantage of a radar is that it is relatively cheap, and can be used well in combination with more than one modality. The disadvantage is that the properties are only a limited subset as compared to the capabilities of a LIDAR.

## Summary

In this section, we have discussed different approaches that exist in the literature for multi-robot localization. In the Chapter 4 we provide the mathematical framework and describe in detail our methodology with results and discussion.

## Chapter 3

## Path following and obstacle avoidance

In this chapter the extension of an existing algorithm for path-following in presence of obstacles [1] has been modified to the multi-robot case. The approach is validated in a controlled environment by ignoring the localization problem.

### 3.1 Materials and Methods

In this work, a unicycle-like mobile robot has been considered as a case study. The kinematics of a unicycle-like robot comprises linear and angular motion which can be represented as:

$$
\begin{align*}
\dot{x} & =u \cos \theta \\
\dot{y} & =u \sin \theta  \tag{3.1}\\
\dot{\theta} & =r
\end{align*}
$$

where $x, y$ and $\theta$ correspond to the position and orientation of the robot with respect to a fixed frame, $u$ is the linear velocity and $r$ is the angular velocity (i.e., the control inputs).

### 3.1.1 Path Following

The control structure for the system described here is an extension of [1], which shows the implementation of the method for path following of ground robots. The aim of the current work is to prove the performance and capability of the control algorithm also in presence of fixed and moving obstacles. In the proposed method, the path to be followed
is defined as a curve on the plane expressed in its implicit form $f(x, y)=0$ : Figure 3.1 shows this concept ${ }^{1}$.

It may be noticed that the value of the function $f(x, y)$ while the robot is in position $x, y$ represents the error from the path. Indeed, when the robot is following the curve (i.e., it is on the desired path) it holds $f(x, y)=0$, whereas the value of $f(x, y)$ locally increases or decreases when the robot abandons the path.


Figure 3.1: Path through surface intersection

The function $f(x, y)$ must meet the following constraints:
$i . f$ has to be twice differentiable, with derivative $f_{x}$ and $f_{y}$.
$i i$. The norm of the gradient $\|\nabla f\|^{2}=f_{x}^{2}+f_{y}^{2}>0$.

[^1]Under these assumptions, it has been shown that the robot can converge to the path by setting the control inputs as follows:

$$
\begin{align*}
& u=u(t)  \tag{3.2}\\
& r=K_{1}\left(-||\nabla f|| u S(f)-f_{x}|u| \cos \theta-f_{y}|u| \sin \theta\right)+\dot{\theta}_{c} \\
& S(f)=\frac{K_{2} f}{\sqrt{1+f^{2}}} \\
& 0<K_{2} \leq 10  \tag{3.3}\\
& K_{1}>0
\end{align*}
$$

where,

- $u(t)$ is a positive velocity profile;
- $K_{1}$ and $K_{2}$ are gains;
- $\dot{f}=\dot{f}(x, y, \theta)=f_{x} u \cos \theta-f_{y} u \sin \theta$ describes how $f$ varies with time, i.e., it is a measure of how fast the vehicle is getting closer to / farther from the path ${ }^{2}$;
- $S(f)$ is the $C^{n}$ sigmoid function, where $K_{2}$ determines the shape of the sigmoid;
- $\theta_{c}=\arg \left(f_{y}-i f_{x}\right)$ is the orientation of the vector $\left(f_{y},-f_{x}\right)$ normal to $\nabla f$ in $(x, y)$, i.e., tangent to the level curve, and $\dot{\theta}_{c}$ is its derivative with respect to time, which takes into account the curvature of the path.

The control law in (3.2) can be intuitively interpreted as follows. If the vehicle is in $(x, y, \theta)$ and it is moving along a level curve $w=f(x, y)$ with $w>0$, it holds $\dot{f}=0$ and $\dot{\theta}=\dot{\theta}_{c}$ : in this case, the controller sets $\dot{\theta}=\dot{\theta}_{c}-K_{1}\|\nabla f\| u S(w)$, and the vehicle approaches the path by leaving the level curve with $w>0$ on its left side. This follows the fact that $\dot{\theta}<\dot{\theta}_{c}$ since the second term is negative, i.e., $\dot{\theta}$ is set to a lower value than required to move on the level curve. Symmetrically, when the vehicle is moving along a level curve with $w<0$, the controller sets $\dot{\theta}=\dot{\theta}_{c}+K_{1}\|\nabla f\| u S(w)$ since $S(-w)=S(w)$, and the vehicle tends to the path by leaving the level curve on its right side as $\dot{\theta}>\dot{\theta}_{c}$. For a more detailed analysis of the control law in (3.2) and (3.3) see [1], which contains

[^2]also an experimental evaluation of the impact of control gains $K_{1}$ and $K_{2}$ on the robot's trajectory.

### 3.1.2 Stability Analysis

The equation 3.2 can be rewritten as:

$$
\begin{array}{r}
\dot{f}=-\|\nabla f\| u \sin \left(q_{\pi}\right)  \tag{3.4}\\
\dot{q}_{\pi}=K_{1}\left(-\|\nabla f\| u S(f)+\left(\|\nabla f\||u| \sin \left(q_{\pi}\right)\right.\right.
\end{array}
$$

where,

$$
\begin{array}{r}
q=(2 k+1) \pi \mid k \varepsilon Z  \tag{3.5}\\
q_{\pi}=q-\pi
\end{array}
$$

The solution to system 3.2 has unstable equlibrium points, where $\|\nabla f\|>0, \lim _{t \rightarrow \inf } u \neq$ 0 , and $K_{1}>0$

To verify that the equilibrium point, i.e., $\left(f=0, q_{\pi}=0\right)$ that corresponds to $(f=0, q=$ $\pi)$ is unstable, a $C^{1}$ Lyapunov function, i.e., $V=V\left(f, q_{\pi}\right)$, is defined as

$$
\begin{equation*}
V=K_{1} K_{2}\left(\sqrt{1+f^{2}}+1\right)+1-\cos \left(q_{\pi}\right) \tag{3.6}
\end{equation*}
$$

arbitrarily close to the origin, can take straigtly positive values e.g., for $\left(f=0, q_{\pi} \neq 0\right)$, and $V(0,0)=0$. Hence

$$
\begin{gather*}
\dot{V}=K_{1} \frac{K_{2} f}{\sqrt{1+f^{2}}} u\|\nabla f\| \sin \left(q_{\pi}\right)  \tag{3.7}\\
+\sin \left(q_{\pi}\right) K_{1}\left(-\|\nabla f\| u \frac{K_{2} f}{\sqrt{1+f^{2}}}+\|\nabla f\||u| \sin \left(q_{\pi}\right)\right. \\
=K_{1}\|\nabla f\||u| \sin ^{2}\left(q_{\pi}\right) \tag{3.8}
\end{gather*}
$$

is positive definite. This implies that $\left(f=0, q_{\pi}=0\right)$ is unstable. The result can be extended to all points in the set $\left(f=0, q_{\pi}=2 k \pi\right) \mid k \varepsilon Z$ as a consequence of the periodicity of $q_{\pi}$ and consequntly to all points in the set $(f=0, q=(2 k+1) \pi) \mid k \varepsilon Z$.

### 3.1.3 Obstacle Avoidance

In order to avoid obstacles while following (as closer as possible) the desired path, the path itself may be deformed when the robot perceives the presence of any obstacle. This is done by introducing a Gaussian function with radial simmetry in correspondence of each obstacle $\mathscr{O}_{j}$ as in (3.9)

$$
\begin{equation*}
O_{j}(x, y)=A_{j} e^{\frac{-\left(x-x_{j}\right)^{2}+\left(y-y_{j}\right)^{2}}{\sigma^{2}}} \tag{3.9}
\end{equation*}
$$

where,

- $x_{j}, y_{j}$ represent the position of the obstacle;
- $A_{j}$ is the amplitude of the Gaussian curve;
- $\sigma$ is the standard deviation.

The idea is to add the obstacle function $O_{j}$ to the left term of the equation $f(x, y)=0$ defining the path to be followed. Please notice that the Gaussian curve in (3.9) is one of the possible candidates as an obstacle function (a different bell-shaped function may be adopted as well), and that the behavior of the robot in proximity of the obstacle can be modified by tuning the parameters $\sigma$ and $A_{j}$. Figure 3.2 illustrates these concepts: the path $f(x, y)=0$ obtained as the intersection of a cylinder with a plane is deformed by the presence of an obstacle. The result is a path $f^{\prime}(x, y)=0$ that avoids the obstacle, while staying as closer as possible to the original path ${ }^{3}$.

By tuning the value of $\sigma$ and $A_{j}$, it is possible to generate a collision free trajectory even in the presence of multiple moving obstacles. In presence of more obstacles, it is necessary to sum up all the individual obstacle contributions:

$$
\begin{equation*}
f^{\prime}(x, y)=f(x, y)+\sum_{j=1}^{N} O_{j}(x, y)=0 \tag{3.10}
\end{equation*}
$$

where each obstacle $j$ is modeled by its position and dimensions that influence the parameters $x_{j}, y_{j} \sigma$ and $A_{j}$ of the obstacle function $O_{j}$.

[^3]

Figure 3.2: Deformation of the path due to the presence of an obstacle $\mathscr{O}_{j}$ with $A_{j}>0$.

The obstacle detection and consequent path modification can be performed in real-time since it is sufficient to use the deformed path function $f^{\prime}(x, y)$ instead of $f(x, y)$ in (3.2): as usual, to compute the path following error, $f^{\prime}(x, y)$ needs to be evaluated only in the current robot's pose and its expression can be updated as soon as an obstacle has been detected. For instance, in presence of $N$ obstacle and a nominal path corresponding respectively - to a straight line $y=0$, a circumference $x^{2}+y^{2}-R^{2}=0$, and a sine wave $y-\sin (x)=0$, the deformed path $f^{\prime}(x, y)=0$ would be computed as follow:

$$
\begin{gather*}
f^{\prime}(x, y)=y+\sum_{j=1}^{N} O_{j}(x, y)=0  \tag{3.11}\\
f^{\prime}(x, y)=x^{2}+y^{2}-R^{2}+\sum_{j=1}^{N} O_{j}(x, y)=0  \tag{3.12}\\
f^{\prime}(x, y)=y-\sin (x)+\sum_{j=1}^{N} O_{j}(x, y)=0 \tag{3.13}
\end{gather*}
$$

### 3.1.4 Shaping the obstacle function to avoid collisions

The procedure to choose the values of $\sigma$ and $A_{j}$ deserves a deeper discussion.
First of all, it shall be noticed that the sign of $A_{j}$ shall be chosen a priori. The undeformed curve $f(x, y)=0$ divides the plane in two half-planes $R^{+}$and $R^{-}$, and the deformed curve $f^{\prime}(x, y)=0$ lies on either $R^{+}$or $R^{-}$depending on the sign of $A_{j}$ : this determines whether obstacles are avoided on the right or on the left (Figure 3.2).

Second, to compute the absolute value of $A_{j}$, consider an obstacle $\mathscr{O}_{j}$ centered in a position $x_{j}, y_{j}$ close to the path. A safety margin $r_{j}$ shall be introduced to take into account both the dimensions of the obstacle and the vehicle: a collision may happen if the distance $d_{j}(x, y)$ between the position $x, y$ of the vehicle and $x_{j}, y_{j}$ is less or equal than the safety margin $r_{j}$. That is, $\mathscr{O}_{j}$ is defined as a circle

$$
\begin{equation*}
\mathscr{O}_{j}=\left\{(x, y) \text { s.t. }\left|(x, y)-\left(x_{j}, y_{j}\right)\right| \leq r_{j}\right\} . \tag{3.14}
\end{equation*}
$$

In order to choose the actual value of $A_{j}$ to avoid collisions, the path should not intersect any obstacle region.

Then, in presence of $N$ obstacles, the following must hold:

$$
\begin{equation*}
f^{\prime}(x, y) \neq 0, \forall(x, y) \in \bigcup_{j=1}^{N} \mathscr{O}_{j} \tag{3.15}
\end{equation*}
$$

From (3.15) and (3.10) it follows that

$$
\begin{equation*}
f(x, y)+\sum_{j=1}^{N} O_{j}(x, y) \neq 0, \forall(x, y) \in \bigcup_{j=1}^{N} \mathscr{O}_{j} \tag{3.16}
\end{equation*}
$$

which can be be solved for $A_{j}$ by requiring either of the two situations below to hold:

$$
\begin{equation*}
f(x, y)+\sum_{j=1}^{N} O_{j}(x, y)>0, \forall(x, y) \in \bigcup_{j=1}^{N} \mathscr{O}_{j} \tag{3.17}
\end{equation*}
$$

or

$$
\begin{equation*}
f(x, y)+\sum_{j=1}^{N} O_{j}(x, y)<0, \forall(x, y) \in \bigcup_{j=1}^{N} \mathscr{O}_{j} . \tag{3.18}
\end{equation*}
$$

Suppose now that the arbitrary choice $A_{j}>0$ has been made. In this case, it is convenient to satisfy (3.17), which allows us to simplify computations for the following reasons:
(i) the condition (3.17) is always satisfied for those obstacles $\mathscr{O}_{j}$ that lie completely in the semispace with $f\left(x_{j}, y_{j}\right)>0$;
(ii) if the condition (3.17) is satisfied for each individual obstacle taken separately, it is also verified when considering all the obstacles.

Both properties above are due to the fact that, when $A_{j}>0$, each individual obstacle adds a positive contribution in (3.17): this allows for computing $A_{j}$ and $\sigma$ to satisfy (3.17) for each obstacle taken separately.

Let us consider a generic obstacle $\mathscr{O}_{j}$ : it can be observed that, since the Gaussian contribution in (3.9) has a radial simmetry, the minima of $O_{j}(x, y)$ in $\mathscr{O}_{j}$ necessarily lie on the boundary $\partial \mathscr{O}_{j}$, i.e., the circumference with radius $r_{j}$ centered in $x_{j}, y_{j}$ :

$$
\begin{equation*}
\min _{(x, y) \in \mathscr{O}_{j}} O_{j}(x, y)=A_{j} e^{-r_{j}^{2} / \sigma^{2}} \tag{3.19}
\end{equation*}
$$

Moreover, in Section 3.1.1 we set the constraint $\nabla f(x, y) \neq 0$, with the effect that also the minima of $f(x, y)$ in $\mathscr{O}_{j}$ lie on the boundary $\partial \mathscr{O}_{j}$.

Then, from (3.17) it must hold

$$
\begin{equation*}
\min _{(x, y) \in \partial \mathscr{O}_{j}} f_{1}(x, y)+A_{j} e^{-r_{j}^{2} / \sigma^{2}}>0, \tag{3.20}
\end{equation*}
$$

hence

$$
\begin{equation*}
A_{j}>-\min _{(x, y) \in \partial \mathscr{O}_{j}} f(x, y) e^{r_{j}^{2} / \sigma^{2}} \tag{3.21}
\end{equation*}
$$

that yields, for each given $\sigma$, a lower bound on $A_{j}$.
Notice that, if we make the a priori choice $A_{j}<0$, it is convenient to focus on (3.18), which guarantees the properties (i) and (ii) whereas (3.17) does not. After some computations, this finally requires to satisfy a condition similar to (3.21), but with the opposite inequality. Whichever choice is made for the sign of $A_{j}$, properties (i) and (ii) hold if and only if $A_{j}$ has the same sign for all obstacles.


Figure 3.3: Deformation of the path due to the presence of multiple obstacles $\mathscr{O}_{j}$ with $A_{j}<0$.

Lagrange multipliers can be used to find the minimum of $f(x, y)$ in $\partial \mathscr{O}_{j}$ : this basically corresponds to finding the two level curves $f(x, y)=w_{\alpha}$ and $f(x, y)=w_{\beta}$ which are tangent to $\mathscr{O}_{j}$, respectively, in $\left(x_{\alpha}, y_{\alpha}\right)$ and $\left(x_{\beta}, y_{\beta}\right)$, and then taking the minimum between $w_{\alpha}$ and $w_{\beta}$.

In the case that the initial path is a straight line $f(x, y)=a x+b y+c$, after some computations it holds:

$$
\begin{align*}
& f\left(x_{\alpha}, y_{\alpha}\right)=-\|\nabla f\| r_{j}+a x_{j}+b y_{j}+c  \tag{3.22}\\
& f\left(x_{\beta}, y_{\beta}\right)=\|\nabla f\| r_{j}+a x_{j}+b y_{j}+c
\end{align*}
$$

with the minimum corresponding to $\left(x_{\alpha}, y_{\alpha}\right)$. Then, in order for the path not to intersect $\mathscr{O}_{j}$, the following relation must hold between $A_{j}$ and $\sigma$ :

$$
\begin{equation*}
A_{j}>-f\left(x_{\alpha}, y_{\alpha}\right) e^{r_{j}^{2} / \sigma^{2}} . \tag{3.23}
\end{equation*}
$$

The procedure above must be reiterated for all obstacles $\mathscr{O}_{j}$ by substituting in (3.22), (3.23) the corresponding value of $x_{j}, y_{j}$. This allows for computing an admissible value for $A_{j}$ depending on $\sigma$, thus guaranteeing that the deformed surface $f^{\prime}(x, y)=0$ does not collide with any obstacle, see Figure 3.3. In the case that the path $f(x, y)=0$ is not a straight line, using the Lagrange multipliers to find $f\left(x_{\alpha}, y_{\alpha}\right)$ and $f\left(x_{\beta}, y_{\beta}\right)$ is not as computationally efficient as in the linear case. Therefore, a slightly different procedure
is adopted which is based on the same rationale, but requires to approximate $f(x, y)=0$ with a straight line (the whole procedure is not shown here for sake of brevity).

Finally notice that - depending on the value of $\sigma$ and $A_{j}$ - different paths are obtained: all of them guarantee that the constraint in (3.15) is met, but have different shapes. When $\sigma$ is higher, the vehicle is influenced by obstacles at a greater distance, thus avoiding the obstacle along a lower curvature path.

In order to evaluate the performance of the described approach, experiments have been performed with the robots Create, manufactured by iRobot. In particular, a variable number (from 1 to 3 ) of Create Robots move along predetermined and intersecting paths, so that the robots need to modify their paths in order to avoid colliding with each other. Additionally, a variable number of persons (from 1 to 3 ) are instructed to walk randomly in the same area, acting as mobile obstacles for the robots. All experiments have been performed within a $3 m \times 3 m$ area, inside a motion capture (MoCAP) environment (i.e: Motive Cap) that provides positioning feedback of any rigid body inside its perceptual field calculated by using 8 cameras located at the ceiling of the area. The system is based on the usage of reflective markers that are placed on the robots and the obstacles. The required 4 markers are placed on top of each robot and person as shown in Figure 3.4 and each set of markers is initialized as a rigid body with respect to the frame of reference. By measuring the size and the shape of the rigid body by using the markers, the system is able to precisely estimate the position and the orientation of the wheeled robots.


Figure 3.4: Structure of the system

The whole architecture of the Robot includes Create and a processing board with Ubuntu Linux (version 12.04-2). Robots are wirelessly connected with a ground station, that receives feedback by the MoCap and works as a Master for all rigid bodies. The ROS (Robot Operating System) environment has been used in order to allow the robots and the ground station to communicate with each other. The positions of robots and obstacles in space are used as inputs for the proposed method, allowing the calculation of safe linear and angular velocities that can be generated through (3.2), (3.3).

Of course, more accurate systems or other additional velocity estimation algorithms based on pose information can be used [133]. The choice of a motion capture system instead of using on-board sensors for localization and obstacle detection was mainly due to the fact that sensing and localization was not among the objectives of this work. Obviously, the method can be applied also by estimating the robot and obstacles position by using on-board sensors: in both cases, only relative pose information is required concerning the surrounding obstacles (including other robots), which makes the proposed method very effective when limited information is available.

In order to perform experiments, paths corresponding to a straight line, a sine wave and a circumference have been considered. Experiments have been grouped in 4 scenarios:

1. with no obstacles, to define a baseline to setup gains ( $A$ and $\sigma$ ) and compare the results with different speed.
2. with static obstacles, by changing the navigation speed from 0.1 to $0.6 \mathrm{~m} / \mathrm{s}$ and with three different configurations:

- 1 static obstacle.
- 2 obstacle placed together.
- 2 obstacle placed apart from each other.

3. with moving obstacles:

- circular path with more robots moving in the same area with different speed and gains.
- sine wave, crossing, back and forth: with two robots moving along intersecting sine wave paths, by crossing each other path.
- sine wave, back and forth: with two robots moving along the same sine wave path, but starting in opposite direction.
- straight line, crossing, back and forth: with two robots moving along intersecting straight line paths, by crossing each other path.
- straight line, back and forth: with two robots moving along the same straight line path, but starting in opposite direction.

4. with robots and persons, varing the number of persons from 1 to 3 .

The requirement for all cases is that the robots and persons should remain inside the predefined rectangular MoCap arena during the entire process. The results are depicted in following figures and Tables. Notably, all the collision-avoidance cases designed are based on a fundamental assumption that the position of the static and moving obstacles in the environment can be carefully detected, thus temporarily ignoring the problem of sensor noise. Before proceeding to the results section it would be worthwhile to consider the following:

- A varying number of robot $k=1 \ldots . K$ has been considered, each moving along an actual path described as $x_{k}, y_{k}$.
- The equation used to calculate the error at time $t$ of each robot $k$ between its actual path and the desired (undeformed) path is:

$$
\begin{equation*}
e_{k}=f\left(x_{k}, y_{k}\right) \tag{3.24}
\end{equation*}
$$

where $x_{k}, y_{k}$ are the coordinate of the robot at time $t$. The error $e_{k}$ should be interpreted as a measure of how far the robot is forced to deviate from the desired (undeformed) path due to the presence of surrounding obstacles.

- The average over time and standard deviation of $\left|e_{k}\right|$ are calculated and denoted by $\operatorname{av}\left(\left|e_{k}\right|\right)$ and $s t d\left(\left|e_{k}\right|\right)$
- The Euclidean distance between two agents $k$ and $i$ at time $t(k$ and $i$ can either be persons or robot) is computed and denoted by $\operatorname{dist}_{i, k}$, with $k, i$ being integer numbers. When dist $_{i, k}$ is greater than a safety distance $d_{\text {safe }}$, this means that there have been no collisions between agents (the Create robots used in experiments can be modelled as circles with radius 0.17 m , and we model persons in the same way for the purpose of the present analysis: then we assume $d_{\text {safe }}=0.34 m$ ).


### 3.2 Experimental Setup

To evaluate the performance of the proposed approach, various experiments have been performed with the unicycle-type robots Create, manufactured by IRobot. The following experimental setup has been used (Figure 3.5):

- All experiments have been performed within a $3 m \times 3 m$ area, inside a motion capture (MoCAP) environment (i.e: Motive Cap) that provides positioning feedback of any rigid body inside its range calculated by using 8 cameras in the MoCAP arena.
- A static ground station receives feedback by the MoCAP and works as a Master for all robots.
- A variable number (from 1 to 3) of Create Robots has been adopted. The robots are connected with a portable PC running Ubuntu Linux (version 12.04-2) and wireless connected with the Master ground station via ssh protocol.


Figure 3.5: Architecture of the system

- The ROS (Robot Operating System) environment has been used in order to allow robots and ground station to communicate with each other.


### 3.2.1 Results and Discussion

In this section, three different scenarios and seven cases have been designed to test the efficiency of algorithm. The scenario details, together with related Figures and Tables are listed.

Notably, all the collision-avoidance cases designed are based on a fundamental assumption that the position of the static and moving obstacles in the environment can be carefully detected, thus temporarily ignoring the problem of sensor noise.

### 3.2.2 Scenario 1: Without Obstacles

The first experiment is aimed at validating the approach without any obstacles. The robot follows a circular reference trajectory of radius $R=0.7 \mathrm{~m}$. The response of the robot while following the reference path is shown in Figure 3.6. The distance of robot from its circular path is shown in Figure 3.7.
Table 3.1 corresponds to the experiments performed in absence of obstacles and by variating the linear velocity from $0.1 \mathrm{~m} / \mathrm{s}$ to $0.6 \mathrm{~m} / \mathrm{s}$. The first column reports the velocity


Figure 3.6: Robot response without obstacle $u_{1}(t)=0.3, K_{1}=15, K_{2}=2$


Figure 3.7: Plot of $e_{1}$ versus time in absence of obstacles
$u_{1}(t)$ of the robot (that is constant within each experimental run), the second column reports the average $a v\left(\left|e_{k}\right|\right)$ and the standard deviation $s t d\left(\left|e_{k}\right|\right)$ of the error between the actual robot path and the path to be followed. The third column reports the control gains that shall be properly tuned depending on the velocity. It can be noticed that, when moving in absence of obstacles along a circular path, the value of the linear velocity has no significant impact on of $e_{k}$ when in the range $0.1 \mathrm{~m} / \mathrm{s}-0.6 \mathrm{~m} / \mathrm{s}$.

Table 3.1: Response of Robot with different velocities and without obstacle

| $u_{1}(t)$ |  |  |
| :---: | :---: | :---: |
| $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | Gains <br> $K_{1}, K_{2}$ |
| 0.1 | $0.0380,0.0871$ | 20,4 |
| 0.2 | $0.0542,0.0855$ | $18,3.5$ |
| 0.3 | $0.0343,0.0850$ | 15,2 |
| 0.4 | $0.0600,0.0848$ | $12,1.6$ |
| 0.5 | $0.0485,0.0862$ | $11,1.2$ |
| 0.6 | $0.0659,0.0841$ | 10,1 |

### 3.2.3 Scenario 2: With Static Obstacle

The second experiment is performed adding a static obstacle in a selected point along the reference path, while the robot moves along a circle with radius $R=0.9 \mathrm{~m}$.

The response of robot is shown in Figure3.8, while the plot of $e_{1}$ versus time is plotted in Figure3.9. Table 3.2 corresponds to the same experiment repeated with different linear velocities in the range between $0.1 \mathrm{~m} / \mathrm{s}$ to $0.6 \mathrm{~m} / \mathrm{s}$. It also shows the corresponding values of $\sigma$ and $A_{j}$, that have been properly tuned to avoid the obstacles as required. The analysis of the values of $a v\left(\left|e_{1}\right|\right)$ and $s t d\left(\left|e_{1}\right|\right)$ shows how the robot diverges from the path in presence of the single static obstacle.


Figure 3.8: Robot response with one static obstacle

$$
u(t)=0.3, K_{1}=15, K_{2}=2, A_{j}=0.8, \sigma=0.5
$$



Figure 3.9: Plot of $e_{1}$ versus time with one static obstacle

TAble 3.2: Response of Robot with one fixed obstacle

| $u_{1}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: |
| 0.1 | $0.1781,0.2625$ | 20,4 | $0.8,0.5$ |
| 0.2 | $0.2011,0.2646$ | $18,3.5$ | $0.8,0.5$ |
| 0.3 | $0.1826,0.2634$ | 15,2 | $0.8,0.5$ |
| 0.4 | $0.2102,0.2630$ | $12,1.6$ | $0.8,0.5$ |
| 0.5 | $0.1963,0.2647$ | $11,1.2$ | $0.8,0.5$ |
| 0.6 | $0.1871,0.2641$ | 10,1 | $0.8,0.5$ |

In the third case, two static obstacles are placed together. The robot response is shown in Figure3.10 and the distance of the robot from its defined path is shown in Figure3.11. Table 3.3 shows at a glance the behaviour of the robot with different speed from $0.1 \mathrm{~m} / \mathrm{s}$ to $0.6 \mathrm{~m} / \mathrm{s}$. It can be seen how the addition of an obstacle, keeping the same value of $\sigma$ and $A_{j}$ of the previous case, reduce the deviation of the robot from the predetermined trajectory, given by the standard deviation std $\left(\left|e_{1}\right|\right)$. Indeed, the robot starts deviating earlier, but it remains closer to the predefined circular path.


Figure 3.10: Robot response with two static obstacle placed together $u(t)=0.3, K_{1}=15, K_{2}=2, A_{j}=0.8, \sigma=0.5$


Figure 3.11: Plot of $e_{1}$ versus time with two static obstacle placed together

Table 3.3: Response of Robot with two fixed obstacle placed together

| $u_{1}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, std $\left(\left\|e_{1}\right\|\right)$ | Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: |
| 0.1 | $0.1866,0.2053$ | 20,4 | $0.8,0.5$ |
| 0.2 | $0.2386,0.2029$ | $18,3.5$ | $0.8,0.5$ |
| 0.3 | $0.1651,0.2061$ | 15,2 | $0.8,0.5$ |
| 0.4 | $0.2235,0.2037$ | $12,1.6$ | $0.8,0.5$ |
| 0.5 | $0.2134,0.2042$ | $11,1.2$ | $0.8,0.5$ |
| 0.6 | $0.1984,0.2049$ | 10,1 | $0.8,0.5$ |

In the last experiment of this scenario, static obstacles are placed along the path but apart from each other. The response in Figure 3.12 confirms the ability of the robot of following the circular path by avoiding both obstacles and Figure3.13 shows the distance of the robot from the given circular path. Table 3.4 summarizes the results related to this case study. It can be seen how in this situation the standard deviation of the error between the reference and the actual path is further reduced.


Figure 3.12: Robot response with 2 obstacles placed at different position $u(t)=0.3, K_{1}=15, K_{2}=2, A_{j}=0.8, \sigma=0.5$


Figure 3.13: Plot of $e_{1}$ versus time with two static obstacle placed apart

TABLE 3.4: Response of Robot with two fixed obstacle placed apart

| $u_{1}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: |
| 0.1 | $0.1592,0.1594$ | 20,4 | $0.8,0.5$ |
| 0.2 | $0.1560,0.1553$ | $18,3.5$ | $0.8,0.5$ |
| 0.3 | $0.1552,0.1561$ | 15,2 | $0.8,0.5$ |
| 0.4 | $0.1685,0.1627$ | $12,1.6$ | $0.8,0.5$ |
| 0.5 | $0.1784,0.1677$ | $11,1.2$ | $0.8,0.5$ |
| 0.6 | $0.1620,0.1604$ | 10,1 | $0.8,0.5$ |

### 3.2.4 Scenario 3: With moving Obstacle

The last scenario involves the presence of moving obstacles, i.e. more WRs are placed in the arena, moving along their respective path and avoiding each other. Indeed, paths are intersecting each other and each robot recognizes the other robots as obstacles.

In the first test of this scenario, two robots are used. The robots start moving with a distance of $0.8 m$, and follow two circular paths with radius $R=0.6 m$ (Figure 3.14). Figure 3.15 shows the plot of $e_{1}$ and $e_{2}$ versus time while Figure 3.16 shows dist $t_{1,2}$, i.e., the mutual distance between the two robots, versus time. Finally, Table 3.5 summarizes results, including the average and standard deviation of $\left|e_{1}\right|$ and $\left|e_{2}\right|$, as well as the minimum distance $\min \left(d i s t_{1,2}\right)$. This value is particularly significant since it is a measure of the safety of the approach, and shows that no collisions have been detected during the experiments.


Figure 3.14: Two Robots with same speed recognizing each other as an obstacle

$$
u(t)=0.3, K_{1}=15, K_{2}=2, A_{j}=0.5, \sigma=0.45
$$




Figure 3.15: Plot of $e_{1}$ and $e_{2}$ versus time

The same experiment has been repeated by letting the robots move with different linear speeds $u_{1}(t)$ (for robot 1 ) and $u_{2}(t)$ (for robot 2 ), keeping $A_{j}$ and $\sigma$ constant. The plots


Figure 3.16: Plot of dist $_{1,2}$ versus time

TABLE 3.5: Response of Two Robot with same speed and varying $\sigma$

| $u(t)$ | $a v\left(\left\|e_{1}\right\|\right)$, | $a v\left(\left\|e_{2}\right\|\right)$, | $\min$ | Gains |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $m / s$ | std $\left(\left\|e_{1}\right\|\right)$ | std $\left(\left\|e_{2}\right\|\right)$ | $A_{j}, \sigma$ |  |  |
| dist $_{1,2}$ | $K_{1}, K_{2}$ |  |  |  |  |
| 0.3 | $0.1380,0.0976$ | $0.1344,0.1167$ | 0.5358 | 15,2 | $0.4,0.4$ |
| 0.3 | $0.1439,0.0896$ | $0.1363,0.0996$ | 0.5369 | 15,2 | $0.4,0.45$ |
| 0.3 | $0.1586,0.1218$ | $0.1726,0.1358$ | 0.5542 | 15,2 | $0.4,0.5$ |
| 0.3 | $0.1780,0.1286$ | $0.1916,0.1358$ | 0.5797 | 15,2 | $0.4,0.55$ |
| 0.3 | $0.1799,0.1112$ | $0.1562,0.0839$ | 0.5915 | 15,2 | $0.4,0.6$ |

of the robot paths are shown in Figure3.17, while the error $e_{1}$ and $e_{2}$ and the distance dist ${ }_{14}$ are plotted in Figure3.18 and in Figure3.19. Finally, Table VI summarizes the results. Notice that, when changing the linear speed, it is also necessary to properly tune the control gains $K_{1}$ and $K_{2}$, that now turn out to be different for the two robots.


Figure 3.17: 2 Robots moving with different speed recognizing each other as an obstacle
Robot 1: $u_{1}(t)=0.6, K_{1}=10, K_{2}=1, A_{j}=0.4, \sigma=0.55$
Robot 2: $u_{2}(t)=0.5, K_{1}=10, K_{2}=1.2, A_{j}=0.4, \sigma=0.55$



Figure 3.18: Plot of $e_{1}$ and $e_{2}$ versus time


Figure 3.19: Plot of dist $t_{1,2}$ versus time

TABLE 3.6: Response of Two Robot with different speed

| $u_{1}(t), u_{2}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d$ <br> $\left(\left\|e_{1}\right\|\right)$ | $a v\left(\left\|e_{2}\right\|\right)$, <br> $s t d\left(\left\|e_{2}\right\|\right)$ | min <br> $d_{i s t_{1,2}}$ | Robot $_{1}$ <br> Gains <br> $K_{1}, K_{2}$ | Robot $_{2}$ <br> Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.3,0.1$ | $0.1631,0.1342$ | $0.1550,0.1363$ | 0.5489 | 15,2 | 20,4 | 0.4, <br> 0.55 |
| $0.4,0.5$ | $0.1823,0.1226$ | $0.1676,0.1121$ | 0.5323 | $12,1.6$ | $11,1.2$ | 0.4, <br> 0.55 |
| $0.6,0.5$ | $0.2083,0.1298$ | $0.1821,0.1073$ | 0.5390 | 10,1 | $11,1.2$ | 0.4, <br> 0.55 |

Finally, the last test has been performed with a more complex scenario, using three robots, moving along three intersecting circular paths, using different $\sigma$ and having different speeds.

Figs. 3.20, 3.21 and 3.32 respectively show the plot of the robot paths, the error $e_{1}, e_{2}$ and $e_{3}$ versus time and the plot of distance distances between robots (i.e., dist ${ }_{12}$, dist ${ }_{13}$, dist $_{23}$ ). Table 3.7 and Table 3.8 summarize the results of the experiments with three
robots, firstly executing by variating $\sigma$ (Table 3.7) and then having three different linear velocities $u_{1}(t), u_{2}(t), u_{3}(t)$ for the three robots (Table 3.8).


Figure 3.20: Three Robots with different speed and different $\sigma$ recognizing each other as an obstacle
Robot 1: $u_{1}(t)=0.6, K_{1}=10, K_{2}=1, A_{j}=0.45, \sigma=0.6$
Robot 2: $u_{2}(t)=0.5, K_{1}=10, K_{2}=1.2, A_{j}=0.4, \sigma=0.55$
Robot 3: $u_{3}(t)=0.3, K_{1}=15, K_{2}=2, A_{j}=0.6, \sigma=0.65$

Table 3.7: Response of Three Robot with speed $=0.3$ and varying $\sigma$,

$$
K_{1}=15, K_{2}=2
$$

$\left.\begin{array}{|c|c|c|c|c|c|c|}\hline a v\left(\left|e_{1}\right|\right), & a v\left(\left|e_{2}\right|\right), & \begin{array}{c}a v\left(\left|e_{3}\right|\right), \\ s t d\left(\left|e_{1}\right|\right)\end{array} & \begin{array}{c}\min \\ s t d\left(\left|e_{2}\right|\right)\end{array} & \begin{array}{c}\min \\ \text { std }\left(\left|e_{3}\right|\right)\end{array} & \begin{array}{c}\min \\ \text { dist }_{1,2}\end{array} & \text { dist }_{1,3}\end{array}\right)$

Table 3.8: Response of Three Robot with speed Robot $_{1,2,3}=0.3,0.4,0.5, A_{j}=0.4$ and $\sigma=0.55$

| $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | $a v\left(\left\|e_{2}\right\|\right)$, <br> $s t d\left(\left\|e_{2}\right\|\right)$ | $a v\left(\left\|e_{3}\right\|\right)$, <br> $s t d\left(\left\|e_{3}\right\|\right)$ | $\min$ <br> dist $_{1,2}$ | $\min$ <br> dist $_{1,3}$ | $\min$ <br> dist $_{2,3}$ | Robot $_{1,2,3}$ <br> Gains <br> $K_{1}, K_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2113, | 0.2306, <br> 0.1207 | 0.3335, <br> 0.1453 | 0.2387 | 0.7612 | 0.5642 | 0.7305 | | 15,2 |
| :---: |
| $12,1.6$ |
| $11,1.2$ |

From the analysis of the results, it can be seen how the proposed approach results robust even in presence of moving osbtacles. Moreover, the following considerations can be done:


Figure 3.21: Plot of $e_{1}, e_{2}$ and $e_{3}$ versus time


Figure 3.22: Plot of dist $_{1,2,3}$ versus time

- The parameters $\sigma$ and $A_{j}$ of the Gaussian (obstacle) function should be opportunely tuned in order to avoid the obstacles. If they are given a too small value, the robot could collide with obstacles.
- By increasing $\sigma$ and $A_{j}$, the collision possibility between robot and obstacle decreases but the average error between the performed path and desired path increases. The appropriate value of $\sigma$ and $A_{j}$ has to be chosen in order to allow the robot to avoid the obstacle in an advantageous way.
- As robot speed increases, the appropriate gain tuning parameters must be selected in order to stabilize the robot response.


### 3.2.4.1 Sine wave Path

In this experiment, a sine wave path Eq. (3.13) has been considered as a reference. Figures 3.23 and 3.26 show the plot of two robots moving back and forth along a sinusoidal path. In the first experiment two intersecting paths are considered, which requires the robots (starting from $x_{1}=0, y_{1}=0$ and $x_{2}=0, y_{2}=-1.2$ ) to avoid each other when they are in proximity of the intersection at the same time (similarly to what would happen to two cars approaching a crossroad). In the second experiment, the reference path is the same for the two robots, but they move in opposite directions (starting from $x_{1}=0, y_{1}=0$ and $x_{2}=1.5, y_{2}=0$ ), which requires them to avoid each other whenever they meet somewhere along the path (similarly to what would happen to two cars moving along the same road but in opposite directions). Figures $3.24,3.25,3.27,3.28$ show the errors $e_{1}, e_{2}$ and distance dist $t_{1,2}$ between robots while they follow their path back and forth. The control parameters to properly follow the sinusoidal path, along with the results in terms of average error and minimum distance are shown in Table 3.9 and 3.10.


Figure 3.23: Two robots moving along two intersecting sine wave paths.
Robot 1: $u_{1}(t)=0.3, K_{1}=35, K_{2}=5, A_{j}=0.5, \sigma=0.5$
Robot 2: $u_{2}(t)=0.2, K_{1}=40, K_{2}=7, A_{j}=0.5, \sigma=0.5$


Figure 3.24: Plot of $e_{1,2}$ versus time


Figure 3.25: Plot of dist $_{1,2}$ versus time

Table 3.9: Response of Two Robot back and forth with same/different speed following sine wave path intersecting each other

| $u_{1}(t), u_{2}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | av $\left(\left\|e_{2}\right\|\right)$, <br> $s t d\left(\left\|e_{2}\right\|\right)$ | min <br> dist $_{1,2}$ | Robot $_{1}$ <br> Gains <br> $K_{1}, K_{2}$ | Robot $_{2}$ <br> Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1,0.1$ | 0.076, <br> 0.069 | 0.075, <br> 0.071 | 0.707 | 45,10 | 45,10 | 0.5, <br> 0.5 |
| $0.2,0.1$ | 0.107, <br> 0.099 | 0.081, <br> 0.073 | 0.681 | 40,7 | 45,10 | 0.5, <br> 0.5 |
| $0.3,0.2$ | 0.121, <br> 0.117 | 0.113, <br> 0.109 | 0.669 | 35,5 | 40,7 | 0.5, <br> 0.5 |



Figure 3.26: Two robots moving along the same sine wave path, but in opposite directions.
Robot 1: $u_{1}(t)=0.1, K_{1}=45, K_{2}=10, A_{j}=0.5, \sigma=0.5$
Robot 2: $u_{2}(t)=0.1, K_{1}=45, K_{2}=10, A_{j}=0.5, \sigma=0.5$


Figure 3.27: Plot of $e_{1,2}$ versus time


Figure 3.28: Plot of dist $_{1,2}$ versus time

Table 3.10: Response of Two Robot back and forth with same/different speed following sine wave path parallel to each other in opposite direction

| $u_{1}(t), u_{2}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | av $\left(\left\|e_{2}\right\|\right)$, <br> std $\left(\left\|e_{2}\right\|\right)$ | min <br> dist $_{1,2}$ | Robot $_{1}$ <br> Gains <br> $K_{1}, K_{2}$ | Robot $_{2}$ <br> Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1,0.1$ | 0.102, <br> 0.097 | 0.111, <br> 0.102 | 0.648 | 45,10 | 45,10 | 0.5, <br> 0.5 |
| $0.2,0.1$ | 0.148, <br> 0.133 | 0.107, <br> 0.101 | 0.532 | 40,7 | 45,10 | 0.5, <br> 0.5 |
| $0.3,0.2$ | 0.173, <br> 0.166 | 0.153, <br> 0.132 | 0.439 | 35,5 | 40,7 | 0.5, <br> 0.5 |

### 3.2.4.2 Straight Line Path

This experiment is almost identical to the previous one, with the only difference that a straight line Eq.(3.11) has been considered as a reference: in the first case (Figure 3.29), two intersecting lines are considered (the robots start from $x_{1}=0, y_{1}=0$ and $x_{2}=0, y_{2}=-1.2$ ); in the second case (Figure 3.32), the two robots move along the same line but in opposite directions (starting from $x_{1}=0, y_{1}=-1.2$ and $x_{2}=0, y_{2}=1.2$ ); in the third case (Figure 3.35), the two robots move along the same line but in opposite direction and with a different speed (starting from $x_{1}=-1.2, y_{1}=0$ and $x_{2}=1.2, y_{2}=$ 0 ). Figures 3.30, 3.31, 3.32, 3.33, 3.36, 3.37 show the errors $e_{1}, e_{2}$ and distance dist ${ }_{1,2}$ between robots while they follow their path back and forth. The control parameters to properly follow the sinusoidal path, along with the results in terms of average error and minimum distance are shown in Table 3.11 and 3.12.


Figure 3.29: Two robots moving along two intersecting straight paths.
Robot 1: $u_{1}(t)=0.1, K_{1}=25, K_{2}=6, A_{j}=0.5, \sigma=0.5$
Robot 2: $u_{2}(t)=0.1, K_{1}=25, K_{2}=6, A_{j}=0.5, \sigma=0.5$


Figure 3.30: Plot of $e_{1,2}$ versus time


Figure 3.31: Plot of dist $_{1,2}$ versus time

TABLE 3.11: Response of Two Robot back and forth with same/different speed following straight line path intersecting each other

| $u_{1}(t), u_{2}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | av $\left(\left\|e_{2}\right\|\right)$, <br> std $\left(\left\|e_{2}\right\|\right)$ | min <br> dist $_{1,2}$ | Robot $_{1}$ <br> Gains <br> $K_{1}, K_{2}$ | Robot $_{2}$ <br> Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1,0.1$ | 0.097, <br> 0.089 | 0.089, <br> 0.082 | 0.567 | 45,10 | 45,10 | 0.5, <br> 0.5 |
| $0.2,0.1$ | 0.125, | 0.131, | 0.452 | 40,7 | 45,10 | 0.5, <br> 0.19 |
| $0.3,0.2$ | 0.122 |  |  |  |  |  |
| 0.170, | 0.159, <br> 0.148 | 0.439 | 35,5 | 40,7 | 0.5, <br> 0.5 |  |



Figure 3.32: Two robots moving along the same straight path, but in opposite directions.
Robot 1: $u_{1}(t)=0.1, K_{1}=25, K_{2}=6, A_{j}=0.5, \sigma=0.5$
Robot 2: $u_{2}(t)=0.1, K_{1}=25, K_{2}=6, A_{j}=0.5, \sigma=0.5$



Figure 3.33: Plot of $e_{1,2}$ versus time


Figure 3.34: Plot of dist $_{1,2}$ versus time


Figure 3.35: Two robots moving along the same straight path, but in opposite directions.
Robot 1: $u_{1}(t)=0.3, K_{1}=35, K_{2}=5, A_{j}=0.5, \sigma=0.5$
Robot 2: $u_{2}(t)=0.2, K_{1}=40, K_{2}=7, A_{j}=0.5, \sigma=0.5$


Figure 3.36: Plot of $e_{1,2}$ versus time


Figure 3.37: Plot of dist $_{1,2}$ versus time

Table 3.12: Response of Two Robot back and forth with same/different speed following straight line path parallel to each other

| $u_{1}(t), u_{2}(t)$ <br> $m / s$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | av $\left(\left\|e_{2}\right\|\right)$, <br> std $\left(\left\|e_{2}\right\|\right)$ | min <br> dist $_{1,2}$ | Robot $_{1}$ <br> Gains <br> $K_{1}, K_{2}$ | Robot $_{2}$ <br> Gains <br> $K_{1}, K_{2}$ | $A_{j}, \sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1,0.1$ | 0.086, <br> 0.077 | 0.079, <br> 0.068 | 0.492 | 45,10 | 45,10 | 0.5, <br> 0.5 |
| $0.2,0.1$ | 0.122, | 0.092, <br> 0.116 | 0.337 | 40,7 | 45,10 | 0.5, <br> 0.5 |
| $0.3,0.2$ | 0.127, <br> 0.123 | 0.119, <br> 0.115 | 0.266 | 35,5 | 40,7 | 0.5, <br> 0.5 |

### 3.2.5 Scenario 4: With Persons

In this scenario, one or more robots move along a circular path at constant speed in the motion capture area, but this time concurrently with operators (people/persons) walking in the same area: the robots are obstructed in following the path by the presence of walking persons, as shown in Figure 3.38. While the persons walk in a random way, the robots have been given a speed of $0.3 \mathrm{~m} / \mathrm{s}$, and the gains are set according to the analysis performed in the previous experiments. Indeed, persons have been considered in the experiments because their motion is less predictable (differently from the moving robots case) and they give the possibility of increasing the number of moving obstacles without adding other autonomous robots.


Figure 3.38: Robot with Persons

In the first case study of this scenario, the response of one robot with one walking person is taken into account. The actual pose of the robot in presence of one person is shown in Figure 3.39. The distance between robot and person is shown in Figure 3.40. The path followed by the robot is in this case much more subject to disturbances (with respect of scenario 3), because the random interference of the walking person tends to be more frequent with respect of the multi-robot case (Figure 3.41).


Figure 3.39: 1 Robot with 1 Person


Figure 3.40: Plot of dist 1,4 versus time


Figure 3.41: Plot of $e_{1}$ versus time

In the next case, a robot and two persons are taken into account. The path followed by the robot and the two persons is shown in Figure 3.42. As in the previous case, the distance between robot and the two persons and the error between the path followed by the robot and the desired path are reported in Table 3.13.


Figure 3.42: 1 Robot with 2 Persons

The same experiment has been performed 3 times for each case study (1, 2 and 3 persons). All results, averaged along the three runs, are presented in Table 3.13. The analysis of the values of $a v\left(\left|e_{1}\right|\right)$ and $s t d\left(\left|e_{1}\right|\right)$ shows that the robots diverges from their path while persons are crossing it. The minimum distance of the robot from each person is reported in the table.

Table 3.13: One Robot with speed $=0.3 \mathrm{~m} / \mathrm{s}, K_{1}=15, K_{2}=2, A_{j}=0.4, \sigma=0.45$

| No. of <br> Persons | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | $\min$ <br> dist $_{1,4}$ | $\min$ <br> dist $_{1,5}$ | $\min$ <br> dist $_{1,6}$ | $a v$ <br> $\left(\right.$ min $\left._{\text {dist }}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 0.092, <br> 0.067 | 0.457 | - | - | 0.457 |
| $\mathbf{2}$ | 0.142, <br> 0.101 | 0.437 | 0.418 | - | 0.427 |
| $\mathbf{3}$ | 0.266, <br> 0.198 | 0.380 | 0.551 | 0.274 | 0.402 |

Similar tests have been performed by adding more robots (totally 2 and 3 ) moving along predetermined circular paths with 1, 2 and 3 persons were walking randomly in the same area. Figs. 3.43-3.44 and Tables 3.14 and 3.15 show the obtained results. As usual, $d i s t_{i, j}$ is the distance between robot (or person) $i$ and robot (or persons $j$ ), while $a v\left(\left|e_{i}\right|\right)$ and $\operatorname{std}\left(\left|e_{i}\right|\right)$ are the average error and the standard deviation between the predefined path and the actual path of robot $i$. As before, $a v(|e|)$ and $s t d(|e|)$ are averaged along the three runs.


Figure 3.43: 2 Robots with 1 Person


Figure 3.44: 3 Robots with 1 Person

TABLE 3.14: Two Robots with speed $=0.3 \mathrm{~m} / \mathrm{s}, K_{1}=15, K_{2}=2, A_{j}=0.4, \sigma=0.45$

| No. of <br> Per- <br> sons | $a v\left(\left\|e_{1}\right\|\right)$, <br> $\operatorname{std}\left(\left\|e_{1}\right\|\right)$ | $a v\left(\left\|e_{2}\right\|\right)$, <br> $s t d\left(\left\|e_{2}\right\|\right)$ | $\operatorname{av(\|e\|)}$ | $\min$ <br> dist $_{1,2}$ | $\min$ <br> dist $_{1,4}$ | $\min$ <br> dist $_{2,4}$ | $\min$ <br> dist $_{1,5}$ | $\min$ <br> dist $_{2,5}$ | min <br> dist $_{1,6}$ | min <br> dist $_{2,6}$ | av <br> $\left(\right.$ min $\left._{\text {dist }}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 0.160, <br> 0.119 | 0.219, <br> 0.137 | 0.189 | 0.397 | 0.452 | 0.413 | - | - | - | - | 0.421 |
| $\mathbf{2}$ | 0.181, <br> 0.124 | 0.242, <br> 0.155 | 0.211 | 0.297 | 0.391 | 0.431 | 0.417 | 0.521 | - | - | 0.411 |
| $\mathbf{3}$ | 0.211, <br> 0.156 | 0.294, <br> 0.196 | 0.253 | 0.503 | 0.427 | 0.419 | 0.321 | 0.403 | 0.381 | 0.410 | 0.409 |

TABLE 3.15: Three Robots with speed $=0.3 \mathrm{~m} / \mathrm{s}, K_{1}=15, K_{2}=2, A_{j}=0.4, \sigma=0.45$

| No. of Persons | $\begin{aligned} & a v\left(\left\|e_{1}\right\|\right), \\ & \operatorname{std}\left(\left\|e_{1}\right\|\right) \end{aligned}$ | $\begin{aligned} & \operatorname{av}\left(\left\|e_{2}\right\|\right), \\ & \operatorname{std}\left(\left\|e_{2}\right\|\right) \end{aligned}$ | $\begin{aligned} & \operatorname{av}\left(\left\|e_{3}\right\|\right), \\ & \operatorname{std}\left(\left\|e_{3}\right\|\right) \end{aligned}$ | $a v(\|e\|)$ | $\begin{aligned} & \boldsymbol{\operatorname { m i n }} \text { dist }_{1,2} \\ & \boldsymbol{\operatorname { m i n }} \text { dist }_{1,3} \\ & \boldsymbol{\operatorname { m i n }} \text { dist }_{2,3} \end{aligned}$ | $\begin{aligned} & \min \text { dist }_{1,4}, \\ & \min \text { dist }_{2,4}, \\ & \min \text { dist }_{3,4} \end{aligned}$ | $\begin{aligned} & \min \text { dist }_{1,5}, \\ & \min \text { dist }_{2,5}, \\ & \min \text { dist }_{3,5} \end{aligned}$ | $\begin{aligned} & \min \text { dist }_{1,6} \\ & \min \text { dist }_{2,6} \\ & \min \text { dist }_{3,6} \end{aligned}$ | $\begin{gathered} a v \\ \left(\min _{d i s t}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} 0.166 \\ 0.104 \end{gathered}$ | $\begin{aligned} & 0.336, \\ & 0.215 \end{aligned}$ | $\begin{aligned} & 0.121, \\ & 0.087 \end{aligned}$ | 0.208 | $\begin{aligned} & 0.595, \\ & 0.521, \\ & 0.505 \end{aligned}$ | $\begin{gathered} 0.404, \\ 0.391 \\ 0.457 \end{gathered}$ | - | - | 0.479 |
| 2 | $\begin{gathered} 0.237, \\ 0.153 \end{gathered}$ | $\begin{gathered} 0.214, \\ 0.149 \end{gathered}$ | $\begin{gathered} 0.209 \\ 0.177 \end{gathered}$ | 0.220 | $\begin{aligned} & 0.472, \\ & 0.495 \\ & 0.517 \end{aligned}$ | $\begin{gathered} 0.532, \\ 0.438 \\ 0.427 \end{gathered}$ | $\begin{gathered} 0.507, \\ 0.465 \\ 0.323 \end{gathered}$ | - | 0.464 |
| 3 | $\begin{gathered} 0.118 \\ 0.072 \end{gathered}$ | $\begin{gathered} 0.298 \\ 0.116 \end{gathered}$ | $\begin{aligned} & 0.411, \\ & 0.192 \end{aligned}$ | 0.276 | $\begin{aligned} & 0.432, \\ & 0.497, \\ & 0.322 \end{aligned}$ | $\begin{gathered} \hline 0.288 \\ 0.216 \\ 0.411 \end{gathered}$ | $\begin{gathered} 0.439 \\ 0.337, \\ 0.355 \end{gathered}$ | $\begin{aligned} & 0.468, \\ & 0.506, \\ & 0.444 \end{aligned}$ | 0.392 |

## Chapter 4

## Multi-robot cooperation

In this chapter, we implemented a system for multi-robot cooperation that incudes heterogeneous robots; a humanoid robot helps mobile robots to localize themselves.

### 4.1 Materials and Methods

### 4.1.1 Problem Definition

The problem of multi-robot collaborative localization to the end of mutual avoidance is presented using two robots, but the approach can be trivially be extended to multiple robots.

Consider two Roombas that follow a path using odometry with increasing errors, andassume that their position is also monitored using IPM images acquired through Pepper's head camera: to reduce positioning errors, the observations from Pepper IPM view can be merged with odometry to correct the Roombas estimated position using and Extended Kalman Filter (EKF).

We briefly recall the basic EKF principles. Let $x_{k}$ denote the robot state at any time instant: for example, in mobile robot navigation, $x_{k}$ denotes the robot pose. The observation obtained at time $k$ will be denoted by $z_{k}$. The robot motion model is given by:

$$
\begin{equation*}
x_{k+1}=f\left(x_{k}, u_{k}\right)+w_{k}, w_{k} \sim \mathscr{N}\left(0, R_{k}\right) \tag{4.1}
\end{equation*}
$$

where $w_{k}$ and $R_{k}$ are the zero mean Gaussian noise and process covariance respectively. We also assume a general observation model with zero mean Gaussian noise,

$$
\begin{equation*}
z_{k}=h\left(x_{k}\right)+v_{k}, v_{k} \sim \mathscr{N}\left(0, Q_{k}\right) \tag{4.2}
\end{equation*}
$$

The function $h(x)$, in the case of a camera, may be defined as the operator that maps image plane coordinates onto world frame coordinates, discussed in Section 4.1.2.

The workflow of the process required to determine an object position using a moving camera (i.e., due to changes in Pepper's head orientation) is summarized in Figure 4.2 and includes two elements, an Acquisition and IPM Phase on the left (Tracking, Image Acquisition and IPM transform, BGR to HSV conversion) and a Detection Phase (ROI selection and Remapping). In the Figure, notice also that robot tracking may require to update the Yaw and Pitch of Pepper's head, which has an impact on the following process for world frame coordinate estimation. These aspects are detailed in the remainder of this section.

### 4.1.2 Inverse Perspective Mapping (IPM)



Figure 4.1: Image coordinate system in relation to world coordinate system. $\left(X_{c}, Y_{c}, Z_{c}\right)$ and $\left(X_{w}, Y_{w}, Z_{w}\right)$ denotes the camera and world frame respectively, $(u, v)$ is the image plane, $h$ is the height of the Pepper's camera from the ground and $\theta$ is the mapping angle of a point on the world frame to its projection on the image plane.

Mathematically, IPM [134] produce a mapping from object coordinates on the image plane $(u, v)$ to world frame coordinates $\left(X_{w}, Y_{w}, Z_{w}\right)$, as shown in Figure 4.1.

To this end, IPM tranformation requires the knowledge of intrinsic camera parameters as well as the position and attitude of the camera frame $\left(X_{c}, Y_{c}, Z_{c}\right)$ with respect to world frame $\left(X_{w}, Y_{w}, Z_{w}\right)$, complemented with additional assumptions about how the image is presented - also referred to as a priori knowledge [135] [136]. Therefore, the IPM transform is usually adopted in a structured environment in which, for example, the camera is placed in a static position or in situations where the calibration can be automatically obtained from another sensor [137] [138] [139]. This is different from our scenario, in which Pepper's head is moving dynamically in order to track robots moving in the plane.


Figure 4.2: An overview of object position detection during Pepper's head movement. When an object is not detected in the IPM frame, the NO branch is followed, requiring to track the object; when the object is detected, the YES branck is followed, finally leading to world frame coordinates computation.

Through IPM transform, the image acquired by the camera is projected onto a horizontal plane, with the final result that an image similar to a bird eye view of the environment is obtained. The method eliminates the non-linearity of relative distances between objects in the image plane, by mapping pixels in the original image onto world coordinate points. Below, we report the IPM equations, by reminding that the mapping depends on the rotation along camera optical axis $(R)$, the translation along the camera optical axis ( $T$ ), and a scaling by the camera parameter matrix $(K)$ [140]. This can be expressed mathematically as follows:

$$
\begin{gather*}
{[u, v, 1]^{T}=K T R[x, y, z, 1]^{T}} \\
R=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \theta & -\sin \theta & 0 \\
0 & \sin \theta & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \tag{4.4}
\end{gather*}
$$

$$
\begin{gather*}
T=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & -\frac{h}{\sin \theta} \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{4.5}\\
K=\left[\begin{array}{cccc}
f \times k_{u} & s & u_{0} & 0 \\
0 & f \times k_{v} & v_{0} & 0 \\
0 & 0 & 1 & 0
\end{array}\right] \tag{4.6}
\end{gather*}
$$

where $h$ is the height of camera on Pepper's head, $f$ correspond to the focal length measured in horizontal and vertical pixel units $k_{u}$ and $k_{v}$ respectively. The position $\left(u_{0}, v_{0}\right)$ is the camera frame point that fixes the image plane. We rewrite Eq. 4.3 as:

$$
\left[\begin{array}{c}
u_{i}  \tag{4.7}\\
v_{i} \\
1
\end{array}\right]=\left[\begin{array}{llll}
M_{11} & M_{12} & M_{13} & M_{14} \\
M_{21} & M_{22} & M_{23} & M_{24} \\
M_{31} & M_{32} & M_{33} & M_{34}
\end{array}\right]\left[\begin{array}{c}
X_{L} \\
Y_{L} \\
Z_{L} \\
1
\end{array}\right]
$$

where the $3 \times 4$ matrix $M=K T R$ relates linear IPM coordinates ( $X_{L}, Y_{L}, Z_{L}$ ) to the image plane $\left(u_{i}, v_{i}\right)$. It is to be noted that a change in Yaw will not affect $M_{i, j}$ elements of the matrix, since the projection angle $\theta$ remains the same in (4.5)(4.6). On the opposite, a variation in Pitch implicitly influences $M_{i, j}$ due to change in $h$ and therefore $\theta$, Figure 4.1.

By ignoring the $Z_{L}$ coordinate and inverting (4.7) we obtain:

$$
\left[\begin{array}{c}
X_{L}  \tag{4.8}\\
Y_{L} \\
1
\end{array}\right]=\left[\begin{array}{lll}
M_{11} & M_{12} & M_{14} \\
M_{21} & M_{22} & M_{24} \\
M_{31} & M_{32} & M_{34}
\end{array}\right]^{-1}\left[\begin{array}{c}
u_{i} \\
v_{i} \\
1
\end{array}\right]
$$

which correspond to a bird eye view of the environment, see Figure 4.10. Finally, real world coordinates $\left(X_{w}, Y_{w}, Z_{w}\right)$ are obtained from $\left(X_{L}, Y_{L}\right)$ through a scaling factor as detailed in the next section.

### 4.1.3 Detection Phase

For object detection and segmentation in the IPM view $\left(X_{L}, Y_{L}\right)$ obtained through (4.8), there are conventional techniques that need prior knowledge of the object [141]. However, we use a simpler and more effective approach based on Surface Subtraction (SS)[142]. The Roombas are uniquely distinguishable by putting different color markers on top of them (see Figure 1.2): the SS algorithm detects a Roomba by selecting the nearest part of the color blob in the IPM bird eye view (see Figure 4.10).

Algorithm 1 below summarizes the whole process. Once the color blob is detected, it is then converted to its corresponding RGB constituent (line 2). A pixel rectangle is then retrieved (line 3), thereby retrieving the pixels that match the required color and are closer to Pepper (line 4). The pixel coordinates are then mapped into the world frame and a low-pass filter is applied to reduce errors over subsequent acquisitions (line 5), thus estimating the Roomba's position in the real world.

```
Algorithm 1 Robot tracking using IPM
Require: IPM image, color blob, RGB values
    Detect color blob
    RGB constituent \(\leftarrow\) color blob
    Pixel rectangle \(\leftarrow R G B\) constituent
    Recover pixel coordinates of the edge center (rectangle in step 3) closest to Pepper
    5: Scaled coordinates \(\leftarrow\) pixel coordinates
    6: return Scaled coordinates
```

It is to be noted that the level of brightness and surface conditions effects the accuracy of camera based techniques, often rendering false negatives. To circumvent this issue, an OpenCV morphological tool is used to detect a particular color under different light conditions by manually selecting the RGB channel range for that color. Therefore, under different lighting conditions, the result will remain similar in the presence of a color due to the upper and lower limits of the RGB morphological tool, as discussed. This helps to identify potential objects by recognizing their colors in varying sizes under various lighting conditions.

It is to be noted that the level of brightness and surface conditions affects the accuracy of vision-based techniques, often returning false negatives. To circumvent this issue,
an OpenCV morphological tool is used to detect a particular color under different light conditions by manually selecting the RGB channel ranges for that color. Therefore, under different lighting conditions, the result will remain similar during blob detection, given that RGB values are within the upper and lower limits of the RGB morphological tool. This helps to identify potential objects by recognizing their colors, even if their size varies and under different lighting conditions.

Notice also that, in order to compute the object's position in the world frame ( $X_{W}, Y_{W}$ ) (line 5), it is necessary to compute a scaling factor from IPM coordinates $\left(X_{L}, Y_{L}\right)$ to world frame coordinates $\left(X_{W}, Y_{W}\right)$. To this end, there are different calibration methods, such as [143][144][145][146].

Once the object position has been estimated in the world frame, we use the EKF to merge such estimate with the estimate provided by the Roomba odometry to reduce the positioning errors. Using the standard equation of EKF, the predicted state $\hat{x}_{k+1}^{-}$(i.e., the odometry) at interval $k+1$ can be predicted as:

$$
\begin{align*}
& \hat{x}_{k+1}^{-}=f\left(\hat{x}_{k}, u_{k}\right) \\
& \bar{\Sigma}_{k+1}=F_{k} \Sigma_{k} F_{k}^{T}+R_{k} \tag{4.9}
\end{align*}
$$

where $\hat{x}_{k}$ is the state estimate, $\Sigma_{k}$ is the covariance and $F_{k}$ is the Jacobian of $f(\cdot)$ with respect to $x_{k}$. Upon receiving a measurement from IPM view, i.e., $z_{k}$, the updated position of Roomba is given by:

$$
\begin{align*}
K_{k} & =\bar{\Sigma}_{k+1} H_{k}^{T}\left(H_{k} \bar{\Sigma}_{k+1} H_{k}^{T}+Q_{k}\right)^{-1} \\
\hat{x}_{k+1} & =\hat{x}_{k+1}^{-}+K_{k}\left(z_{k+1}-h\left(\hat{x}_{k+1}^{-}\right)\right)  \tag{4.10}\\
\Sigma_{k+1} & =\left(I-K_{k} H_{k}\right) \bar{\Sigma}_{k+1}
\end{align*}
$$

where $H_{k}$ is the Jacobian of $h(\cdot)$ with respect to $x, K_{k}$ is the Kalman gain and $I \in \mathbb{R}^{3 \times 3}$.

### 4.2 Results and Discussion

The algorithm presented here was first investigated with a static camera and then implemented to Pepper in real time. For this purpose, the Python language, complemented by
the OpenCV library of functions was chosen for implementation that allows the rapid development of image processing algorithms without the need to develop complex algorithms by using its open source library of functions [147].

### 4.2.1 Static Pepper Head with moving robot in plane

With Pepper robot, a database of video samples was captured at 30 frames per second (fps), at a resolution of $320 \times 240$ pixels. Considering that the change in distance of potential objects is relatively slow compared to the full frame rate of the system, a slower frame rate was considered for the purposes of calculating distance and computing position. Using a sampling rate of every 10 frames produced smooth and reliable results. A rate of 10 frames per second was chosen as it provides a good trade-off between computation time and number of calculations per second.

A comparative analysis has been shown in this section. The first experiment is being conducted with Pepper RedBall API. The Redball API works by considering the size in pixels of the red ball, and comparing it to the known size of the red ball to be detected. Obviously this works well only if the red ball is directly in front of the camera.

A Red ball is being placed at a static point in the FOV of Pepper Head camera. First it is placed at $0.7 m$ on $X_{\text {axis }}$ and $-0.22 m$ on $Y_{\text {axis }}$, then the data have been recorded for 300 samples. The same acquisition has been performed in other three different points, as shown in Figure 4.3. It can be seen, how due to a continuous transient response, it is impossible to attain the position or determine distance of red ball.


Figure 4.3: Pepper RedBall API response at static points

A second test has been conducted: in this case the red ball has been placed on board the wheeled robot, while it is performing a circular path as done in [1], shown in Figure 4.4. The average error in this case is $a v|e|=0.43 \mathrm{~m}$.


Figure 4.4: Pepper Redball API response while tracking a circular response

It is clear with the anaylsis that the API are not enough to determine the distance of objects in Pepper camera view. However, in order to determine the distance between the Pepper and Roomba in its FOV, the first step is to determine where the Roomba lies in the plane with respect to Pepper IPM view. So, Figure 4.5 shows the Pepper camera view and IPM view respectively.


Figure 4.5: Pepper camera view and transformed IPM view

The same test have been performed, in this case a green box has been placed on top of the wheeled robot Roomba as a potential object. The green box has the same size as Red ball used in RedBall API experiment. As per discussed in methodology section, the use of a Pepper Head camera does not directly provide depth information in a scene so surface subtraction and IPM for getting a bird's-view image has been applied Figure4.6.


Figure 4.6: Distant object as shown by Pepper Top-Down view, Top Down view, distance in this image may be measureable

It can be seen from the green arrow in rectified bird's-view image, Figure 4.6, that the relationship between the potential object and its distance from the camera is linear in nature. However, the change in the length of the green arrow will proportionally reflect this difference in distance. In order to determine the position of potential object in bird eye view, the calibration with different distance on pixels are considered and sum up in a formula as in Eq. 4.11. We first calibrate the world points in Bird eye view frame with a known distance of object. Then the object is being placed at some distance from Pepper camera and by measuring at the same time the pixel (in bird's-view) corresponding to the object detection. The apparent pixels is measured corresponding to the detected object.

$$
\begin{equation*}
i_{n+1}=o+p_{n}+i_{n}+n o i s e \tag{4.11}
\end{equation*}
$$

where $i$ is frame point, $o$ is the offset, $p$ is the pixel. The calibration result captured in Pepper FOV at different distances is shown in Figure 4.7.


Figure 4.7: IPM view pixel values in different distances


Figure 4.8: Comparison of IPM view and Redball API at static point

The static point comparison between Pepper Redball API and IPM view is shown in Figure 4.8.


Figure 4.9: Distant and near moving robot in Pepper camera view, IPM view and Bianary view

Figure 4.9, shows the Pepper camera and IPM view to clarifies that while the robot is moving in a circular path, the roomba position is being calculated depending upon the potential objected tracked. So, it implies that the smaller the value of pixel the farther the distance.

The odometry of Roomba while following a circular path and Pepper IPM view response is presented to determine the distance and position, with an average error $a v|e|=$ 0.086 m . It validates the IPM method (for static camera and moving objects on the floor). The successful comparison between RedBall and IPM view is shown in this section and
obtained from a video samples of Pepper camera in real time operation. The experiments performed confirms that the implementation of an IPM approach with surface subtraction gives better results in comparison with the usage of standard RedBall API.

### 4.2.2 Moving Pepper Head with moving robot(s) in plane

To obtain the IPM bird eye view of the acquired image according to (4.8), we first utilize the $c v 2 . g e t$ PerspectiveTransform function to compute the transformation Matrix $M$. This is done offline prior to operations, and requires two arguments, namely, the list of 4 ROI points in the original image and the corresponding points in the desired IPM frame. Notice that a different transformation matrix $M(\theta)$ needs to be computed for different $\theta$ values in (4.4)(4.5): this is done by quantisizing $\hat{\theta} \in\{36,31,26,21,16\}$, and executing $c v 2$.getPerspective-Transform a number of times to produce a set of matrices $M(\hat{\theta})$. In run-time, this allows us to apply the right transformation matrix $M(\hat{\theta})$ depending on the current Pitch using the cv2.warpPerspective function to obtain the IPM bird eye view ${ }^{1}$.

[^4]

Figure 4.10: Fixed object IPM view with different Pepper Head Orientation (i.e: $($ yaw,pitch $)=(36,0),(36,-5),(36,-15),(36,20))$, left and right column shows the Pepper camera view the IPM views respectively.

The same acquisition has been performed with objects in different positions. See Figure
4.11: the average $a v(|e|)$ and standard deviation $\operatorname{std}(|e|)$ of the error $e$ between the actual and the estimated position are calculated.


Figure 4.11: Estimated positions in the world frame for 36 different locations.

Figure 4.11 shows that, for covering a $3.6 \times 3.6 \mathrm{~m}^{2}$ area, a total number of 36 different locations equally spaced at $0.6 m$ have been considered. The red asterisk in Figure 4.11 is the actual location of the object on the floor and the blue dot is the estimated position averaged over all measurements. The standard deviation is expressed through error bars. The number below each red asterisk is the total number of acquisitions performed, corresponding to different values of Pitch and Yaw.


Figure 4.12: Position estimation of an object by varying Pitch and Yaw of the Pepper's head.

The data recording have been performed by rotating Pepper's head, i.e., by letting the Pitch assume values in the set $(36,31,26,21,16)$ and the Yaw in the set $(-20,-15,-10$, $-5,0,5,10,15,20$ ), which gives a total of 45 values for estimating the position of each point. Notice that an object is observed 45 times only in the best case: the more the object is closer to the center of the area, the more will be the number of recordings, since the object will be always in the field of view of the camera when Pitch and Yaw vary within the selected interval. On the other side, when the object is closer to the border of the region, it will be detected by the camera only with a limited set of (Pitch, Yaw) configurations.

Experiments show that the region in-between 1.2 m to 3 m along the $Y$ (i.e, by changing Pitch) has the maximum number of camera views, and provides the lower error $a v(|e|)$ and $\operatorname{std}(|e|)$. The locations which are farther than 3 m return a higher error deviation, because the object tends to become blurred in the image and then hard to detect; also, in this case, the object appears in the field of view of the camera only for a limited number of (Pitch, Yaw) configurations, for the same reason that has already been explained. Analogously, the error increases if Pepper's head rotates to the left/right more than $\pm 1.2 \mathrm{~m}$ along the Yaw. Figure 4.11 shows also that the error deviation is, generally speaking, higher along the $Y$ axis.

Figure 4.12 shows how the estimated position of a specific object varies during subsequent iteration of the algorithm with different Pitch and Yaw angles. The object is placed in position 0.3 m along the $X$ axis and 1.8 m along the $Y$ axis. The Figure clearly show that, in this location, the average error and the standard deviation are almost negligible (and they are due, among the other factors, to the distortion introduced by the camera lens).

### 4.2.2.1 Tests with wheeled robots



Figure 4.13: One frame showing Pepper's camera view and robot detection in IPM view.


Figure 4.14: Multiple frames showing a robot moving along a circular path in Pepper's camera view and IPM view.


Figure 4.15: Plot of the robot's trajectory and error with odometry only.

In order to test the approach for run-time correction of the position of Roomba robots, the path following algorithm described in [1] has been adopted.

Figures 4.13 and 4.14 show the Pepper camera view and the IPM view while tracking a robot in the plane moving along a circular path. The Roomba position is being calculated by Pepper using a color marker mounted on the top of the robot, and communicated to the Roomba itself using the ROS framework and related communication tools ${ }^{2}$ to facilitate multi-robot collaboration.

Figure 4.15 on the top shows the plot of the robot's trajectory as it is moving along a circular path, together with the measured error. Figure 4.15 on the bottom shows the plot of the robot while moving to and fro along a straight line. In both cases, the robot is relying on odometry only: it can be observed that the error monotonically increases as the robot moves along the path.

Figure 4.16 shows the same experiment by merging, through an EKF, the estimate provided by odometry with the estimate provided by Pepper through IPM. It can be observed that the error is significantly lower than the previous case and - more important - it does not increase as the robot moves along the path, which the wheeled robot is now able to accurately follow.

[^5]Tables 4.1 and 4.2 report the average and stardard deviation of the error as the robot is moving, at different velocities $u(t) \in\{0.1 \mathrm{msec}, 0.2 \mathrm{msec}, 0.3 \mathrm{msec}\}$, without and with EKF correction. Table 4.1 refers to the circular path, whereas Table 4.2 refers to the straight line path. In all cases, the error is significantly higher in case that only odometry is considered for position estimation, whereas it dramatically decreases when considering the additional information provided by the IPM view.


Figure 4.16: Plot of the robot's trajectory and error by merging odometry and IPM.

Figure 4.16 shows that with inclusion of IPM response and EKF, the is decreasing and the robot is following a circular and to-fro straight line path with minimizing the errors.

TABLE 4.1: Summary: $a v|e| a n d s t d|e|$, circular path.

| Speed | Odometry <br> Response | IPM and <br> Odom <br> without EKF | IPM and <br> Odom with <br> EKF |
| :---: | :---: | :---: | :---: |
| $\mathrm{u}(\mathrm{t})$ | $\operatorname{av(\|e\|),}$ <br> $\operatorname{std}(\|e\|)$ | $a v(\|e\|)$, <br> $s t d(\|e\|)$ | $a v(\|e\|)$, <br> $s t d(\|e\|)$ |
| 0.1 | $0.267,0.157$ | $0.113,0.108$ | $0.021,0.063$ |
| 0.2 | $0.431,0.193$ | $0.146,0.127$ | $0.044,0.081$ |
| 0.3 | $0.512,0.231$ | $0.198,0.144$ | $0.057,0.087$ |

TABLE 4.2: Summary: $a v|e| a n d s t d|e|$, to and fro path.

| Speed | Odometry <br> Response | IPM and <br> Odom <br> without EKF | IPM and <br> Odom with <br> EKF |
| :---: | :---: | :---: | :---: |
| $\mathrm{u}(\mathrm{t})$ | $a v(\|e\|)$, <br> $s t d(\|e\|)$ | $\operatorname{av}(\|e\|)$, <br> $s t d(\|e\|)$ | $a v(\|e\|)$, <br> $s t d(\|e\|)$ |
| 0.1 | $0.307,0.137$ | $0.144,0.116$ | $0.033,0.072$ |
| 0.2 | $0.492,0.188$ | $0.167,0.149$ | $0.046,0.091$ |
| 0.3 | $0.637,0.211$ | $0.203,0.175$ | $0.064,0.095$ |

The next test has been performed by considering two robots. Figures 4.17 and 4.18 show snapshots where Pepper's camera is detecting multiple robots, by computing the corresponding IPM views in different time intervals that corresponds to different (Pitch, Yaw) configurations. Please notice that, in the following tests, robots avoid each other without any onboard sensors, i.e., by relying only on mutual position information received by Pepper. As in the previous case, position information is shared among all robots through ROS communication tools.


Figure 4.17: One frame showing Pepper's camera view and multi-robot detection in IPM view.



Figure 4.19: Plot of the trajectory of two Robots moving along a circular path with different speed, plot of their distance, and the corresponding positioning errors. Robot 1: $u_{1}(t)=0.1 \mathrm{~m} / \mathrm{s}, K_{1}=20, K_{2}=4, A_{j}=0.5, \sigma=0.5$. Robot $2: u_{2}(t)=0.2 \mathrm{~m} / \mathrm{s}, K_{1}=$ $18, K_{2}=3.5, A_{j}=0.5, \sigma=0.5$.


Figure 4.18: Multiple frames showing two robots moving along circular paths in Pepper's camera view and IPM view.

Table 4.3: Summary: Response of Two Robots by varying speed and $A_{j}=0.4$,

$$
\sigma=0.55
$$

| $u_{1}(t), u_{2}(t)$ | $a v\left(\left\|e_{1}\right\|\right)$, <br> $s t d\left(\left\|e_{1}\right\|\right)$ | $a v\left(\left\|e_{2}\right\|\right)$, <br> $s t d\left(\left\|e_{2}\right\|\right)$ | $m d_{1,2}$ | Robot 1 <br> $K_{1}, K_{2}$ | Robot 2 <br> $K_{1}, K_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.133, | 0.115, | 0.503 | 20,4 | 20,4 |
|  | 0.124 | 0.132 |  |  |  |
| $0.1,0.2$ | 0.141, | 0.163, | 0.487 | 20,4 | 18, |
|  | 0.117 | 0.143 |  |  | 3.5 |
| $0.1,0.3$ | 0.178, | 0.212, | 0.329 | 20,4 | 15,2 |
|  | 0.129 | 0.133 |  |  |  |



Figure 4.20: Plot of the trajectory of two Robots moving along a circular path with the same speed, plot of their mutual distance, and the corresponding positioning errors.

Robots: $u(t)=0.1 \mathrm{~m} / \mathrm{s}, K_{1}=20, K_{2}=4, A_{j}=0.5, \sigma=0.5$.

Figures 4.19 and 4.20 evaluate the performace of the two robots while they are correcting their own position and avoiding each other: please notice that, according to the algorithm proposed for obstacle avoidance, each robot is required to compute two gains $K_{1}, K_{2}$ as well as the influence region of obstacles $A_{j}, \sigma$.

Tests have been performed using different speeds, by measuring the errors $e_{1}$ and $e_{2}$ (corresponding to the two robots) from the circular path (which now depends also on the fact that robots diverge from the path to avoid each other), as well as the distance $m d_{1,2}$ between robots. Results are summarized in Table 4.3.

## Chapter 5

## Conclusion and Future work

## Overview

In this section the summary of the thesis is discussed. We have considered different scenarios for evaluating our algorithm, each of which are discussed therein. Initial experiments were performed using odometry feedback alone. However, in the long-run, due to the accrued errors, erratic deviations from the desired trajectory are observed, due to system and sensor noises.

To reduce the accumulated error and facilitate better localization, the same set of experiments were performed in a Motion Capture (MoCAP) environment. Since the MoCAP system localizes the robot, the desired trajectory is convincingly followed. Yet, using the MoCAP system limits the application to the MoCAP localizable area and prevents any outdoor applications.

We overcome this limitation by using the camera of the Pepper humanoid robot as an alternate to the MoCAP system. One can think of this as a "mobile" MoCAP environemnt, as opposes to the conventional "static" MoCAP environments. By using Pepper's single monocular camera, we first tried to detect object by taking into account Redball, NaoMark, Arucos markers and other built-in APIs. These tests failed to get accurate position due to camera distortion. As a solution to this problem, we propose using a bird-eye view also known as IPM view. To achieve this view the pepper camera view is converted to a bird-eye view, giving a linearized pixel point frame of the pepper image.

First, we perform tests using static pepper head, whose IPM transformation matrix always remains same, hence the FOV remains constant and we get the pixel values which
can be converted to appropriate world frame. After failing with detection API (Naomark, Redcolor), we introduced openCV color detection tool, which detects any color blob in camera frame (i.e: red, green, yellow color) in different light condition. Once the color has been detected (as potential object), the pepper is able to know the position of colored object in both the frames (Pepper and IPM frame). So, we took into account the IPM frame that is linearized and calculated its respective position by doing manual calculation in real world (meters). This solves the object detetction problem when the camera and the objects are static. Now, we describe the procedure for object detection in case of camera and objects movements.

We have implemented an approach, an alternative of MoCAP system of $3 \mathrm{~m} \times 3 \mathrm{~m}$ area. In our case, we change the orientation of Pepper head from maximum to minimum, using different combinations of Pitch and Yaw to see the plane of $3 \mathrm{~m} \times 3 \mathrm{~m}$ area infront of Pepper. Pitch and Yaw points/pairs are obtained by discretizing the head orientations into different intervals with different transformation matrix every sample of time and calculated its world point with distance of 30 cm apart in each point, and detects the placed markers on the floor.

The Pepper sends position to Roomba and it updates itself with the IPM point instead of odometry so the rotation is similar as in MoCAP. Hence, a new way of robot cooperation has been developed, tested, calibrated and verified.

After this step, a calibration of world point in $3 \mathrm{~m} \times 3 \mathrm{~m}$ area and is performed in order to carry out the experiment previously done in the MoCAP environment. A colored object is placed on a moving Roomba, in front of the Pepper, performing the path following and obstacle avoidance algorithm. The same is repeated with a couple of Roombas. In both the cases we obtain accurate results as obtained when performing the same in MoCAP.

## Conclusion

In the first phase of the thesis the path following and obstacle avoidance has been achieved by extending the existing approach and the underlying methodology is discussed in detail. The environment we consider is dynamic in the sense that approach accommodates random movements of people and robots. Furthermore, the approach is extended to a heterogeneous multi-robot scenario, providing promising results.

As anticipated in Introduction, the reader may find some similarities with Artificial Potential Fields and other force field-based methods. In particular, this resemblance is a consequence of the fact that, similar to force field-based methods, the proposed approach reactively adds a contribution for each locally-sensed obstacle. However, the proposed approach is different for two main reasons, which follows from the fact that both the initial path as well as the deformed path are described as curves expressed through their implicit equations, respectively $f(x, y)=0$ and $f^{\prime}(x, y)=0$ :

- As opposed to force field based methods, the proposed approach guarantees that the robot can never be stuck in a position $(x, y)$ without a preferred direction to move (in force field-based methods, this happens in correspondence of local minima, which are very frequent in presence of multiple obstacles). This property of the approach is due to the fact that the function $f(x, y)$ as well as the obstacle functions $O_{j}(x, y)$ are twice differentiable functions in $\mathscr{R}^{2}$, and therefore the deformed path $f^{\prime}(x, y)=0$ is necessarily continuous in $\mathscr{R}^{2}$, i.e., a direction to proceed along the path is always uniquely defined (see Figure 3.3).
- The error from the deformed path can be computed by simply evaluating $f^{\prime}(x, y)$ in the robot's position $(x, y)$, returning the result to a feedback controller [1] which guarantees asymptotic convergence to the path. This ultimately allows for setting the control variables (linear and angular speed) as a unique continuous function of the deformed path $f^{\prime}(x, y)=0$, the robot's pose $(x, y, \theta)$, and the relative position $\left(x_{j}, y_{j}\right)$ of all the locally-sensed obstacles with respect to the robot.

At first, the proposed approach has been validated by quantitatively measuring its performance in a $3 m \times 3 m$ meters arena crowded with robots and persons. The experimental results, obtained with up to three mobile wheeled robots, confirm the robustness and the safety of the approach even in complex scenarios with moving obstacles and persons, in very narrow areas and at significant velocities.

Several conclusions can be drawn from the experimental analysis:

- The parameter $K_{1}$ and $K_{2}$ gains should be selected properly depending on the desired path and speed.
- The parameters $\sigma$ and $A_{j}$ of the Gaussian (obstacle) function should be opportunely tuned in order to avoid the obstacles. A procedure has been introduced
that makes it possible to set the two values in such a way as to guarantee that no collision can be produced. By arbitrarily increasing $\sigma$ and $A_{j}$, the distance between the robot and the obstacles increases, but the average error between the actual path and the desired path increases as well.
- The approach proves to work correctly in static environments (Scenarios 1,2), since the error between the robots and its path is always less than 0.07 m with no obstacle and less than 0.24 m with static obstacle, as shown in Tables 3.1, 3.2, 3.3 and 3.4.
- While multiple robots are moving together (Scenario 3), varying $A$ and $\sigma$ has the effect of avoiding obstacle. As robot speed increases, the appropriate gain tuning parameters must be selected in order to stabilize the robot response. Results are shown in Tables 3.5, 3.6, 3.7, 3.8, 3.10, 3.9, 3.11 and 3.12.
- In the case of multiple robots and multiple walking persons (Scenario 4) increasing the number of robots and persons will increase the path following error $(a v|e|)$, while decreasing the average distance between persons and robots $a v\left(\mid\right.$ dist $\left._{\text {min }} \mid\right)$. This is shown in Tables 3.13, 3.14 and 3.15.
- In scenario 4 , the tracking error increases, but the performance can be still considered satisfactory. On the other hand, the proposed method shows significantly performance with static obstacles.

In the second phase of the thesis, localization is achieved for heterogeneous team of robots. The approach (in first phase) is further modified to a heterogeneous multi-robot cooperative approach using IPM. Cooperative localization is performed using a dynamically moving Pepper head. The key elements of our approach has been demonstrated using experiments on real robots. The odometry feedback, in addition with IPM scenario and EKF, helps to correct the position of robot(s) in the plane. Further, dynamic obstacle avoidance is a also achieved as shown in the results. It can be concluded that (i) the more the number of recording pairs (i.e: Yaw, Pitch) for each point, gives more accurate calculations. (ii) This method can trivially be extended to more than 2 robots. (iii) The experiment shows that this method can be an alternative to MoCAP environment.

## Future work

The presented multi-robot cooperation algorithm can be used futher in scenarios with more complex paths and a higher number of moving obstacles. Currently, the Pepper is static which limits its perceptual field. This is easily overcome by incorporating Pepper translation to extend its perceptual field. Another solution to multi-robot cooperation is implemented where Pepper can monitor the position of multiple robots in same plane. If any wheeled robot exceeds its covariance while following its desired path, then Pepper starts updating its position by giving IPM observation values and vice versa to other robots.

In future work we intend to examine our methodology's benefit in supporting larger teams of robots, The algorithm can be used in many application like: autonomous driving, autonomous car parking, pick and place applications, drones having cameras to assist robots for search and rescue missions, monitoring an orchard etc.
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