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How Critical Is the Assimilation Frequency 
of Water Content Measurements 
for Obtaining Soil Hydraulic Parameters 
with Data Assimilation?
Javier Valdes-Abellan*, Yakov Pachepsky, Gonzalo Martinez, 
and Concepción Pla
Data assimilation (DA) is a promising alternative to infer soil hydraulic parameters 
from soil water dynamics data. Frequency of measurements and updates are 
important controls of DA efficiency; however, no strict guidance exists on deter-
mining the optimal frequency. In this study, DA was performed with the ensemble 
Kalman filter (EnKF) with a state augmentation approach to update both model 
states and parameters. We analyzed updates every 1, 2, 3, 5, 7, 9, 11, and 14 d. Two 
soil types (sandy loam and loam) and four climates (hot semiarid [Bwh], cold semi-
arid [Bsk], humid continental [Dfa], and humid subtropical [Cfa]) were considered. 
Results demonstrate that DA with high update frequencies does not provide bet-
ter results than results obtained when using low frequencies. For sandy loam soil, 
assimilation of data every seven or more days yields better results for whatever 
climate considered. For loam soil, the same is true after 9 mo of assimilation. The 
chosen performance metric may affect the results, but the general trend of better 
results with low assimilation frequencies does not change.

Abbreviations: Bsk, cold semiarid; Bwh, hot semiarid; Cfa, humid subtropical; DA, data assimilation; Dfa, 
humid continental; EnKF, ensemble Kalman filter; nn, numerical nodes.

Determining soil hydraulic parameters is a fundamental step in many soil 
research projects or even the final objective of the project itself. Soil hydraulic parameters 
are required to understand and predict soil water dynamics in soil, which is a key aspect of 
mass and energy cycles in soils (Martinez et al., 2017). Methods to determine soil hydraulic 
parameters have been and still present a challenge for soil researchers.

Data assimilation is a relatively new methodology to estimate soil hydraulic param-
eters. It uses monitoring data as soon as they become available to correct modeling results 
and model parameters reflecting soil hydraulic parameters. The correction is based on the 
idea that both measurements and modeling results are uncertain, and comparison of the 
model and data uncertainties indicates how close should modeling results be brought to 
the measured values when the former are updated as the latter become available (Pachepsky 
et al., 2014). Data assimilation in soil water flow modeling has been applied extensively, 
and comprehensive reviews are available (Chirico et al., 2014; Medina et al., 2014a, 2014b; 
Zhang et al., 2017).

The EnKF is one of the most widely used among the DA methods (Evensen, 
1994,2009). It has been widely applied in hydrology (Reichle, 2008; Reichle and Koster, 
2003; Reichle et al., 2002) and more specifically in soil water flow modeling based on 
the Richards equation (Camporese et al., 2009; Das and Mohanty, 2006; Huang et al., 
2008; Vereecken et al., 2008; Vrugt et al., 2005b). An important development in EnKF 
applications led to the possibility of correcting both states—water contents and soil water 
potential—and soil hydraulic parameters simultaneously (Li and Ren, 2011; Medina et 
al., 2014b; Montzka et al., 2011; Moradkhani et al., 2005; Song et al., 2014; Vrugt et al., 
2005a, 2005b).

Frequency of measurements and corresponding state and parameter updates is one 
of the controls of the DA efficiency. The need for the consideration of the impacts of data 
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frequency, duration, and coverage on DA results was noted, for 
instance, when observations were combined with biogeochemical 
modeling (Kaufman et al., 2018), when the data were assimilated 
for real-time flood forecasts (Mazzoleni et al., 2017), and when the 
land DA system was used to couple the microwave remote sensing 
and land surface model and then improve the accuracy of land 
surface fluxes and status estimation (Lu et al., 2016). Results of 
using geophysical and remote sensing DA to estimate soil water 
contents depended on the assimilation frequency (Cosenza, 2016; 
Rosolem et al., 2014).

Effects of the soil sensor DA frequency on the modeling of 
soil water contents in soil profile have been noted previously (Chu 
et al., 2015; Wu and Margulis, 2013). De Lannoy et al. (2007) 
studied the effect of the assimilation frequency with soil mois-
ture data from different depths on model states; they used roughly 
2 yr of observations in sandy soils in Maryland and came to the 
conclusion that the optimum update frequency was about 1 to 2 
wk. To our knowledge, no research has been done on the effect of 
the update frequency on the efficiency of soil moisture DA in the 
determination of both model states and model parameters from 
sets on sensors placed at different depths.

The objective of this study was to explore the effect of differ-
ent DA frequencies on soil hydraulic parameters estimation with 
DA from sensors placed at several depths under four different cli-
mates and two different soil textures.

 6Materials and Methods
The HYDRUS-1D software (Šimůnek et al., 2009) was the 

engine used to solve the variably saturated soil water flow model 
according to the Richards equation (Richards, 1931):
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where q is volumetric water content [L3 L−3], t is time [T], z is 
the vertical coordinate [L], K (q) is the soil unsaturated hydraulic 
conductivity [L T−1], h is the soil water pressure head [L], and S(h) 
is the sink term that represents water uptake by plants [L3 L−3 T−1]. 
The van Genuchten–Mualem constitutive relationships (Mualem, 
1976; van Genuchten, 1980) were adopted to define the functional 
relation between the soil hydraulic properties:
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where Se is the effective saturation, q s is the saturated water 
content [L3 L−3], qr is the residual water content [L3 L−3], Ks 
is the saturated hydraulic conductivity [L T−1], and a [L−1], n 
(dimensionless), and l (dimensionless) are empirical coefficients 
that determine the shape of the hydraulic functions. The present 

study did not optimize the l parameter, and its value was set con-
stant at 0.5.

Observation Data
Synthetic soil water content datasets were obtained and 

presented earlier in the work of Valdes-Abellan et al. (2018a). A 
single-layer soil profile of 110 cm (arbitrarily chosen) was dis-
cretized into 111 numerical nodes (nn = 111). The top and bottom 
boundary conditions were chosen as a variable atmospheric condi-
tion and free drainage, respectively. Four different climates were 
selected from the Köppen classification to generate the top bound-
ary conditions: Bwh, Bsk, Dfa, and Cfa climates. The CLIGEN 
weather simulator (Nicks et al., 1995) was used to generate time 
series of daily rainfall, maximum and minimum temperature, 
and solar radiation. Input data for these climates were taken from 
Tucson, AZ (32.25 N, 110.83 W, 771 m asl), Moscow, ID (46.73 
N, 117.00 W, 801 m asl), College Station, TX (30.58 N, 93.35 W, 
94 m asl), and Indianapolis, IN (39.73 N, 86.27 W, 240 m asl), 
respectively. Evapotranspiration was computed according to the 
modified Hargreaves model (Martínez et al., 2014; Williams et 
al., 2008).

Two different soil textures were considered: coarse (sandy 
loam) and medium texture (loam). Soil water retention param-
eters (qr, qs, a , n) were obtained from Wösten et al. (1999) while 
Ks values were obtained from the RAWLS database (Schaap and 
Leij, 1998). These parameters are listed in Table 1. They constitute 
the “correct” values.

A 4-yr period was simulated to obtain the synthetic data. The 
first year was used as a spin-up period to obtain a transient soil pro-
file less dependent on the initial condition, which was set at field 
capacity as defined in Twarakavi et al. (2009). Three observation 
depths were considered (0.15, 0.55, and 0.75 m) that corresponded 
to often found depths of major soil horizons A and B.

The modeled soil water content at those depths were later per-
turbed by using a conditional multivariate normal distribution (Or 
and Hanks, 1992). For each depth, 20 replications were created to 
determine the variance and covariance in the observation. This 
step requires a covariance matrix which was adopted from Jacques 
(2000) and Pachepsky et al. (2005). Consideration of a complete 
covariance matrix is a crucial factor when assimilating data using 

Table 1. Soil hydraulic parameters† used to generate the synthetic data 
and used as the starting point in the searching process.

Soil texture Purpose of use‡ qr qs a n Ks

cm−1 cm d−1

Sandy loam correct 0.0250 0.4030 0.0383 1.3774 150

initial 0.0426 0.3846 0.0349 1.4271 45.67

Loam correct 0.0100 0.4390 0.0314 1.1804 16

initial 0.0627 0.4063 0.0097 1.4966 9.94

†  qs, saturated volumetric water contents; qr, residual volumetric water 
contents; a and n, empirical shape parameters; Ks, saturated hydraulic 
conductivity.

‡  Correct indicates values used to generate synthetic data; initial indicates 
initial soil hydraulic parameters used in the search process (from Rosetta).
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the EnKF method because, roughly speaking, the ability of the 
method to correct both model parameter and states is based on 
the relative difference between the variance in the ensemble of 
simulations and the variance in the ensemble of observations. The 
initial soil moisture profile used during the updating period was 
obtained considering a linear dependence of pressure head between 
the values inferred for the three observation depths.

Data Assimilation with 
the Ensemble Kalman Filter

A detailed description of the EnKF lies beyond the scope of this 
contribution; we address to Evensen (2009), Burgers et al. (1998), 
Franssen and Kinzelbach (2009), or Zhou et al. (2011) among 
others, to get further information. In brief, the EnKF method 
with a state augmentation approach or AEnKF (Crosman and 
Horel, 2010; Chen and Zhang, 2006; Chen et al., 2015; Monsivais-
Huertero et al., 2010) was selected. At each update time, the nn 
values of soil water content of the N units were collected in matrix 
X (nn,N); the p parameters of the N units were collected in matrix 
Y (p,N) and both matrixes were combined in a single augmented 
state matrix Z (p+nn,N). The gain Kalman matrix, Kt (p+nn,m), 
which relates the variability in the model ensemble and in the data, 
is obtained as

( ) 1T T
t YX-XX XX

-
= +K C H HC H R   [4]

where the covariance matrix of the ensemble is CXX (nn,nn) and 
the covariance matrix of data is R (m,m). To link the state param-
eters (soil hydraulic parameters) with the model states (soil water 
content), the matrix CYX–XX (p+nn,nn) is computed at each 
update time. Matrix R (m,m) contains covariance for experimental 
data and it was obtained as described in Pan et al. (2012) to correct 
biases in the measurement in different locations at the same depth 
and to prevent inflated Type I errors (Quinn and Keough, 2002; 
Wigley et al., 1984).

The updating is achieved by applying Eq. [5], and a new aug-
mented state matrix, Zt

+, is obtained from the prior one, Zt
−:

( )t t t t t
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where the matrix Dt (m,N) contains the observed values plus 
a white noise based on the data variances and covariances. The 
matrix H (m,nn) relates observations and simulated states; it 
is the identity matrix when model states and observations are 
the same and all model states are updated. The latter filter is 
applied to the updated soil hydraulic parameters values (not to 
the states) assigning realistic values if the update leads to physi-
cally unjustifiable values of these parameters, in a way that has 
received the name of constrained EnKF in previous studies 
(Wang et al., 2009). To define those realistic boundary values, 
a study using the Rosetta pedotransfer function was developed: 
all potential combinations from percentages of sand, silt, and 
clay were obtained and the distribution functions of the inferred 
parameters from those combinations were studied. Then maxi-
mum and minimum values of soil hydraulic parameters were set 

as boundary values at 95% of the probability distributions across 
all textural compositions of soils.

The DA was applied as in Valdes-Abellan et al. (2018a). The 
practically same algorithm and software can be found in Valdes-
Abellan et al. (2018b). In brief, an ensemble of 100 models (N 
= 100) was used to update five parameters (p = 5), that is, qr, qs, 
a , n, and Ks and the soil water content in the complete profile. 
Model parameters were the unique force perturbed in this exer-
cise. Synthetic measurements from the three observation depths 
(m = 3) were used as the input to update the model predictions. 
All models of the ensemble were moved forward independently 
from the beginning to the first update time and then from one 
to the following update time. At that time, both soil water con-
tent and parameters were updated in all ensemble units and a new 
step forward is performed until the following update time. The 
update was accomplished with a state augmentation approach as 
mentioned above, updating states and parameters in one single 
step. Eight different updating frequencies—every 1, 2, 3, 5, 7, 9, 11, 
and 14 d—were considered to evaluate the performance of the DA 
procedure. Frequencies higher than once a day were not evaluated 
because (i) we consider that it implies expensive monitoring equip-
ment that not all research teams can afford, (ii) we consider that 
intra daily variation of soil moisture is not high enough to show an 
impact in the DA procedure, and (iii) the higher the frequency, the 
longer the computational time required to run the code. So with 
such high frequencies, the attractiveness of the DA methodology 
declines rapidly.

The Rosetta software (Schaap et al., 2001) provided the ini-
tial values of the soil parameters based only on the textural class 
(Table 1). This methodology leads to different distances between 
the correct and the initial parameters for each different soil. N 
sets of soil parameters, one for each model of the ensemble, were 
required; a multivariate normal distribution (centered in the values 
provided by Rosetta) was used and random values were obtained 
for all parameters. The covariance matrix for the soil hydraulic 
parameters was obtained from Faulkner et al. (2003) and is pro-
vided in the Supplemental Materials.

Statistical Analysis
Soil hydraulic parameters obtained at each update time were 

used to evaluate the accuracy of the model for the entire period 
from the beginning of assimilations (excluding the spin-up period) 
to the update time. The performance of the model was evaluated 
using the RMSE between the average observed and average simu-
lated soil water content.

For all soil–climate combinations, results were classified into 
two groups: high frequencies (i.e., update every 1, 2, 3, and 5 d) and 
low frequencies (i.e., update every 7, 9, 11, and 14 d). Statistical 
analysis was applied to detect statistically significant (p = 0.05) dif-
ferences between the aforementioned groups. This comparison was 
done collecting results from 3-mo periods, so the entire DA period 
of 3 yr was split into 12 periods for comparison purposes. The best 
group was defined as the one with the lowest average RMSE along 
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each 3-mo period when focusing on this statistic; and the group 
with the smallest difference between the average predicted and the 
correct values or the soil hydraulic parameters.

 6Results and Discussion
Time series of estimated soil hydraulic parameters are shown 

for sandy loam soil and loamy soil in Fig. 1 and 2, respectively. 
All the update frequencies considered, from once a day to every 
14 d, provided very similar results for the sandy loam soil (Fig. 1). 
Only results from Bwh climate showed substantial differences 
among the different assimilation frequencies. Within-groups 
variability was relatively high. Therefore, statistically significant 
differences in average values between the groups of high and low 
frequencies in a , n, and Ks parameters were rare. This variability 

in data might be a consequence of the inherent characteristics of 
Bwh climate, with long dry periods and scarce and high-intensity 
rainfalls. These features produce eventual sharp increments in soil 
water content, which provoke significant shifts in the updated 
soil hydraulic parameters. Overall for Bwh climate, none of the 
considered update frequencies provided good results; important 
differences were found among the predicted parameters with dif-
ferent frequencies and also between the predicted and correct soil 
hydraulic parameter values.

In general, results of the statistical analysis confirmed the 
existence of relatively consistent significant differences between esti-
mated parameters from the two groups. For example, the parameter 
qr was always better captured by the high-frequency group (frequen-
cies shorter than a week). With sandy loam soil, parameters qr and 
n were overestimated for practically all frequencies and climates. 

Fig. 1. Temporal evolution of the soil hydraulic parameters of sandy loam soil obtained with data assimilation modeling using different updating 
frequencies. Statistical analysis of the results is depicted as background shadows that highlight the existence of significant differences between high 
(shorter than a week) and low frequencies (equal to or longer than a week). Four different climates are evaluated. Bwh, hot semiarid; Bsk, cold semiarid; 
Dfa, humid continental; Cfa, humid subtropical.
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With respect to qs, the DA frequencies showed different behavior 
depending on climate: low frequencies seem to provide better results 
in Bwh and Cfa climates, while the opposite trend (advantage of low 
frequencies) is shown in Dfa climate and no clear conclusion can be 
obtained from Bsk climate. On a general trend, qs, a, and n were 
well reproduced for all frequencies in Bsk, Dfa, and Cfa climates. 
Parameter a was better captured with the high-frequencies updates 
for humid climates, while the parameter n exhibited a different 
behavior: it was better estimated by the high-frequencies group in 
the Cfa climate and by the low-frequencies group in the Dfa climate. 
Nevertheless, since all frequencies provided good results, significant 
differences moved eventually from one group to another. Finally, 
Ks was always underestimated for all climates and it was the param-
eter with the highest differences among the different assimilation 

frequencies. Consequently, significant differences did not lead to 
conclude that the high or low frequencies were better, except for 
the Bwh climate, where the low-frequencies group was consistently 
better than the high-frequencies group.

For the sandy soil (Fig. 1), general conclusions about the best 
frequency strategy cannot be drawn from the temporal evolution 
of soil hydraulic parameters when looking at all soil parameters 
simultaneously. We could only suggest that high frequencies are 
better, which may be explained by the fact that response of soil 
moisture conditions to changes in meteorological conditions (both 
in evapotranspiration and precipitation) is quicker in the case of 
sandy soils because of the higher permeability and the use of low 
frequencies may not be able to assimilate those quick changes into 
the model.

Fig. 2. Temporal evolution of the soil hydraulic parameters of loamy soil obtained with data assimilation modeling using different updating frequencies. 
Statistical analysis of the results is depicted as background shadows that highlight the existence of significant differences between high (shorter than a 
week) and low frequencies (equal to or longer than a week). Four different climates (Bwh, Bsk, Dfa and Cfa) are evaluated. Bwh, hot semiarid; Bsk, cold 
semiarid; Dfa, humid continental; Cfa, humid subtropical.



VZJ | Advancing Critical Zone Science p. 6 of 10

Larger differences between the two groups of assimilation fre-
quencies were found with the loamy soil (Fig. 2) and the capability 
of high frequencies to better detect the soil water parameters is 
not so predominant as it was with the sandy soil. The soil water 
regime in loamy soils, with slower and smaller variations (com-
pared with sandy soils), could explain the different performance of 
DA. These differences in DA, when applied to different soils, were 
also observed in a previous study (Valdes-Abellan et al., 2018b), 
which used a constant update frequency of (7 d)−1. The value of 
qr was overestimated with all frequencies and climates and the 
low-frequencies group was significantly better (p = 0.05) for the 
Bsk, Dfa, and Cfa climates. Such clear overestimation of qr was not 
detected with the sandy loam soil; this performance of DA could 
be explained by the fact that qr does not play a key role in soil water 
modeling in this work, basically because of the large difference 
between qr and the average soil water content observed in the field. 
Overall, in loam soil, water content used in the updates was larger 
and therefore less sensitive to qr vs. sandy loam soil. Differences 
between the correct or estimated qr and the observed and simu-
lated soil water content were higher in the case of sandy loam soil 
than in the case of loam soil (e.g., the mean soil water content 
measured in soil was 0.29 for loam soil when the correct qr was 
0.01). Therefore, the impact of this parameter in simulations is 
smaller with loamy soil and then the ability to the engine to find 
out the correct value is lower with this soil.

Loamy soil (Fig. 2) exhibits major differences between results 
of the different DA frequencies. In general, low update frequen-
cies (i.e.: assimilation of data every 7 d or longer) lead to better 
results for q s and a in Bwh climate and to worse results in Cfa 
climate. In Bsk climate, statistical differences detected between 
the two groups of DA frequencies point out controversial results 
because qs was better captured with low frequencies and a with 
high frequencies. Parameter n was overestimated in all climates 
and the opposite occurs with a , which was underestimated in the 
majority of cases. Overall, the best results were accomplished with 
the low frequencies. Finally, Ks was also underestimated except in a 
very few cases of high frequencies, although variations were found 
regarding the best fit of results: for Bwh and Bsk climates, high DA 
frequencies showed better results, while high DA frequencies were 
preferable for Dfa climate; in Cfa climate differences between the 
two groups moved from one to another with no clear trend.

The temporal evolution of the RMSE for all soil–climate 
combinations and all the considered DA frequencies are shown 
in Fig. 3. This figure shows the combined ability of all soil param-
eters estimated by the DA to predict the soil water content. The 
RMSE was very low in all climates with the sandy loam soil and 
below 0.05 in all combinations with the loam soil. In contrast to 
the soil hydraulic parameters evolution, where no very clear con-
clusion was found whether the low- or high-frequency group is 
better, the analysis of the RMSE temporal evolution showed a 
clear better performance, on average, for the low-frequencies group, 
being that difference statistically significant for almost all periods, 
climates, and soils. Focusing on the sandy loam soil, it is worth 

noting that the high-frequency group never reported better results; 
at best, the differences between the two groups were not signifi-
cant. Nevertheless, it is fair to say that the absolute values of RMSE 
were acceptable (<0.01 m3 m−3) in all cases (both for the high and 
low DA frequencies) and similar to typical soil moisture measure-
ment errors (Campbell Scientific, 2012; Decagon Devices, 2010)

Focusing on RMSE results for the loam soil, the high-frequen-
cies group reported better performance only for the initial stages 
in Bsk climate, when during the first 3 mo of data assimilation 
provided better statistics for the high-frequencies group. After 
that initial period in that particular climate, the RMSE values 
indicated that updating with low-frequencies yields statistically 
better simulations. It is worth mentioning that the aforementioned 
initial period with high frequencies group statistically better than 
low frequencies or with no statistically significant differences was 
not enough to get good absolute values of RSME; the authors con-
sidered that 1 yr is the optimal minimum period to get steady and 
good statistics. Therefore, the better performance of high frequen-
cies took place only when it was not really useful. Additionally, in 
some study cases, the high frequencies not only showed poorer 
results but also showed an erratic behavior: for example, the RMSE 
plot for the 1-d updating case led to worse statistics (i.e., higher 
RMSE) in all climates instead of approaching better simulations. 
Such erratic behavior was much more common in the high-fre-
quencies group as it can be seen in the Bwh climate with sandy 
loam soil and in almost all climates with loam soil.

Analysis of RMSE showed that using low DA frequencies 
(equal or longer than a week) was better than using high DA 
frequencies (shorter than a week). This occurred for both types 
of studied soils and all the different climates. The RMSE deter-
mines the ability of the model to infer soil parameters and thus it 
indicates the reliability of the different studied DA updating fre-
quencies. Although sandy loam soil presented better results from 
the point of view of predicting some soil parameters when using 
high DA updating frequencies (Fig. 1), the RMSE values clearly 
demonstrated that the use of low DA frequencies for soil model-
ing is not only acceptable but also more efficient than using the 
high DA frequencies alternative to estimate soil water content. 
One possible reason could be that when updating observations 
with high frequencies, the inclusion of the potential noise jointly 
with the observations is also included in the assimilation, which 
may be detrimental to the efficiency of the EnKF, exacerbated 
by small-size ensembles and low replications in the observations. 
The detrimental effects of noise for the DA with the EnKF have 
been noted, and various techniques were suggested to alleviate 
it (Ha et al., 2017; Lei et al., 2012). If the temporal variations in 
soil water contents and the high-frequency updates effectively 
creates the same effect as the additional uncertainty in measure-
ments, then the DA will be less inclined to bring parameters and 
model accuracy to true values. This possibility presents an inter-
esting avenue to explore. Properties of soils as atmospheric signal 
filters may also play a role in the update frequency efficiency. 
The optimum update frequency in the work of de Lannoy et al. 
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(2007), who used DA to improve modeling states without 
changing parameters, related their optimum frequency to the 
autocorrelation length for soil moisture and, ultimately, to the 
atmospheric forcing.

We note that the model performance metric may be an addi-
tional factor affecting the selection of the assimilation frequency. 
Different metrics, such as bias, Nash–Sutcliffe efficiency index, 
R2, multi-objective optimization Pareto-type metrics, etc., could 
produce different results in terms of the DA update frequency. 
Therefore, the intended model application can be the update 
control. To illustrate the case, temporal evolution of r2, instead of 
RMSE, was provided in Supplemental Fig. S3; it can be observed 
that r2 did not show the same results of periods with or without sta-
tistically significant differences between the two groups that can be 

inferred from the analysis of RMSE. Nevertheless, from this figure, 
low assimilation frequencies are also better than high frequencies.

There is an apparent contradiction between evaluations of 
the update frequency by RMSE and by results of soil hydraulic 
parameters estimation. In other words, focusing on RMSE, the 
low-frequency update strategy is clearly better than high-frequency 
updates. However, this conclusion is less definite when focusing 
on the differences between correct and predicted soil hydraulic 
parameters. From the authors’ point of view, combinations of 
parameters that better reproduce the observed data (even if those 
parameters do not fit accurately the correct values) are more pref-
erable than combinations of parameters that better fit the correct 
soil parameter value but do not reproduce the observed data very 
well. Additionally, when comparing the temporal evolution of soil 

Fig. 3. The RMSE temporal evolution for both the sandy loam and the loamy soil under the influence of four different climates. Statistical analysis of the 
results is depicted as background shadows that highlight the existence of significant differences between high (shorter than a week) and low frequencies 
(equal to or longer than a week). Bwh, hot semiarid; Bsk, cold semiarid; Dfa, humid continental; Cfa, humid subtropical.
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hydraulic parameters and RMSE at the same time, periods with 
varying soil hydraulic parameters but RMSE remaining almost 
constant can be observed; this fact highlights the nonuniqueness 
set of parameters able to provide good simulations. The presence 
of equifinality problems (Beven and Binley, 1992; Hamraz et al., 
2015; Mannina et al., 2010) is expected to increase with more 
complex soil profiles where the number of model parameters also 
increases.

We would like to indicate that results of this work may be 
dependent on choices made when the study was designed. One 
key variable is the ensemble size. By setting the ensemble size 
equal to 100 we achieved a practically tenable research timeline 
for simulations (the computational time exceeded 200 h with an 
Intel Core 7-4790 3.6GHz processor and 16 GB RAM) with the 
highly nonlinear flow model. The election of smaller ensemble 
sizes might lead to overly small uncertainties in the parameters and 
that performance of high assimilation frequencies could improve 
for larger ensemble sizes. Efficient methods have been suggested 
to compensate the relatively small size of the ensemble by using 
damping factors and inflation (Bauser et al., 2018; Hendricks 
Franssen and Kinzelbach, 2008) or localization (Bauser et al., 
2016; Houtekamer and Mitchell, 2001). We noted that application 
of both inflation and damping factors require some optimization 
of their settings for the specific study (e.g., Bauser et al., 2018) or, 
as in case of the localization strategy, some extra knowledge of the 
relations among the soil parameters that a conventional user may 
not have when deciding to apply DA. These facts are behind the 
authors’ decision of not using those strategies in the present study; 
however, applying these methods presents an interesting avenue for 
further research. Such research should also address an unexplored 
issue of the effect of erroneously low parameter and measurement 
uncertainty on the results of assimilation at different frequencies. 
Higher frequencies may reduce the parameter uncertainty faster 
(especially with a limited ensemble size) and consequently cannot 
include information at later times effectively. Additionally, the 
possible effect of the measurement errors jointly with the number 
of replication in the data and the potential manifestation of tem-
poral stability in different locations at the same depth on the EnKF 
performance should be studied and they limit the results from the 
present study.

The distance between the initial value of soil hydraulic param-
eters and the true values can be an additional factor that might 
affect the results of this study. In the present study, this distance 
is different for the two soils as a consequence of applying the meth-
odology that adopted initial values provided by Rosetta and the 
covariance matrixes for soil parameters provided by Faulkner et 
al. (2003). Therefore, the difference between results for the two 
soils might be partially attributed to that reason. Alternatively, 
the same distance between initial and correct values with higher 
uncertainty in parameters may be adopted regardless other previ-
ous information.

Overall, results of our work are limited to the present study 
and are far from exhaustive. They do, however, elucidate the fact 

that the measurement frequency can have a nontrivial influence 
on results of application of EnKF along with control parameters 
and modifications of this DA method (Keller et al., 2018; Bauser 
et al., 2018).

Finally, the reader has to know that the study in its pres-
ent form does not consider model errors since the observations 
were obtained synthetically. Those synthetic observations were 
obtained after the inclusion of white noise based on variance 
and covariance observed in real data, which, in part, may coun-
teract the application of a nonerror model. The replication of the 
study with real data and the consideration of model errors could 
lead to different results. The impact of the covariance matrix 
for observations adopted, either from previous studies (as in this 
work) or user-defined, is also a topic that has to be tackled in 
future investigations because monitoring setups with only one 
observation for each depth, which are useless for quantifying the 
covariance matrix in the observations, are quite common in the 
scientific literature.

 6Conclusions
The results of this study demonstrate that DA with high 

update frequencies does not provide results better than those 
obtained when using low frequencies. The statistical analysis sug-
gests that for sandy loam the assimilation of observed data and 
model updating every 7 or more days yields better results than 
assimilation with a <1 wk frequency, which is true for all cli-
matic conditions considered. In the case of loam soils, the same 
better performance of low-frequency updates is true, also for all 
climates, if the temporal length is 9 mo or longer. Impact of soil 
type predominates over climatic conditions when dealing with DA 
performance. Update frequency appears to be a parameter of the 
DA process that can be optimized. Conclusions from this study 
may have been impacted by some of the settings adopted during 
the research project design: the ensemble size (n = 100 units); the 
different distance between the initial and the correct soil hydraulic 
properties adopted for each soil type; the magnitude of the uncer-
tainty in the soil parameters; and no adoption of damping factors, 
inflation, or localization strategies. Site-specific research with syn-
thetic data may be useful to design soil water monitoring strategies 
that data will be used for DA.
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