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ABSTRACT

The performance of voice-based systems for remote monitoring of
Parkinson’s disease is highly dependent on the degree of adherence
of the recordings to the test protocols, which probe for specific symp-
toms. Identifying segments of the signal that adhere to the protocol
assumptions is typically performed manually by experts. This pro-
cess is costly, time consuming, and often infeasible for large-scale
data sets. In this paper, we propose a method to automatically iden-
tify the segments of signals that violate the test protocol with a high
accuracy. In our approach, the signal is first split into variable dura-
tion segments by fitting an infinite hidden Markov model (iHMM) to
the frames of the signals in the mel-frequency cepstral domain. The
complexity of the iHMM is capable of growing jointly with the data
allowing us to infer a potentially large (asymptotically infinite) num-
ber of different phenomena segmented into different hidden states.
Then, we identify the segments that adhere to the test protocol by
applying a multinomial naive Bayes classifier to the state indicators
of segments. The experimental results show that even by using a
small amount of training data, we can achieve around 96% accuracy
in identifying short-term protocol violations with a 0.2 s resolution.

Index Terms— Bayesian Nonparametric, infinite HMM, Parkin-
son’s disease, quality control, segmentation

1. INTRODUCTION

Advances in speech signal analysis and machine learning facilitate
the development of highly accurate, data-driven techniques for de-
tecting Parkinson’s disease (PD) symptoms from speech signals [1–
4]. The development of a reliable PD detection system requires large
amounts of training data to accurately model the characteristics of
the speech signals that are indicative of PD. The performance of such
systems is highly affected by the quality of the recordings [3,4]. Col-
lecting high quality voice samples typically requires participants to
be present in clinic to record their voice in controlled experimental
conditions. However, creating large data sets this way is challenging
and is infeasible in practice where behavioural and environmental
confounding factors may infiltrate the recordings. Moreover, moni-
toring the progression of PD requires voice samples recorded regu-
larly from each subject which makes this controlled data collection
impractical in long term.
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Remote monitoring of PD symptoms bypasses the logistical lim-
itations of controlled data collection in clinic, in which participants
are asked to follow a set of instructions that probe for specific voice
symptoms via a web-based interface, or an application running on a
portable device such as a smartphone [5, 6]. Moreover remote mon-
itoring provides participants the flexibility to record their voice at
any time and location, resulting in a larger population sample. How-
ever, outside controlled lab conditions, there is a higher risk that
participants may violate the test protocol during recording due to
lack of training, misinterpretation of the test protocol or negligence.
Processing segments of the recordings which do not comply with
the assumptions of the test protocol can produce misleading, non-
replicable and non-reproducible results [7, 8] that could have signif-
icant ramifications for the patients’ health. Therefore, it is pivotal to
be able to identify parts of the signal in which the patient is adher-
ing to the test protocol. Those parts of the recording that violate the
test protocol may be either excluded from the data analysis or be en-
hanced [9]. In clinic, quality control of voice recordings is typically
performed manually by human experts. This process, however, is
very costly, time consuming, and often infeasible for large-scale data
sets. Thus, there is a need for automatic quality control approaches
in remote voice monitoring of PD symptoms.

Several attempts have been made to address quality control on
pathological voices. The simplest approach, which is widely used in
speech applications, is the voice activity detection (VAD) in which
the voiced and unvoiced parts of a speech signal are identified [10].
However, the performance of many VAD systems is adversely influ-
enced by increasing the background noise level or by the presence of
unexpected degradations [10,11]. In [12,13], the problem of quality
control in pathological voices has been approached as a classifica-
tion task in which different types of degradation that are commonly
present during recording or transmission are classified. However,
the performance of these approaches is limited when new degrada-
tion types are introduced. More importantly, protocol violations are
not limited to the presence of degradations in signals. For example,
talking, laughing or coughing may all be considered as protocol vi-
olations in sustained vowel data sets even though the recordings are
of high quality. Badawy et al. [14] proposed a general framework for
detecting a wide range of protocol violations using a nonparametric
switching autoregressive (AR) model; however, low order AR mod-
els fail to capture variations in the low frequency harmonics.

In contrast, we have developed a framework in this paper which
fits an infinite hidden Markov model (iHMM) to the frames of the
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recordings in the mel-frequency cepstral domain, resulting in split-
ting the voice recording into segments of variable duration in an
unsupervised manner. Unlike the parametric HMM, the number of
states in the iHMM is not fixed a priori, and thus our model can
automatically adapt to the complexity of the data. This facilitates
discovering a variety of events in the voice recordings. A simple
multinomial naive Bayes classifier is then applied to identify which
segments are associated with protocol adherence or violation.

2. SYSTEM DESCRIPTION

2.1. Problem Formulation

Automatic quality control of remotely collected pathological voice
recordings can be viewed as the identifying segments of the voice
recordings that adhere to the test protocol. An example of such pro-
tocols for remote monitoring of PD symptoms using smartphones
is as follows: participants are required to hold the phone in a sim-
ilar position to making a phone call, take a deep breath and utter a
sustained vowel /a/ at a comfortable, steady pitch and intensity for
as long as they can in a low-noise environment. Thus, other events
than a sustained vowel phonation such as user interactions with the
smartphone during the voice test, recording in a noisy environment
and irrelevant activities such as talking, laughing and coughing are
all considered to be protocol violations [5, 6].

To control the protocol adherence or violation in PD voice data
sets, we are given an ordered set of tuples X =

(
(xt, yt)

)T
t=1

as
the training data where xt ∈ Rd is the tth observation of d dimen-
sion and yt ∈ {1, 2} denotes the corresponding adherence/violation
label. The goal is to estimate a classifier function such that for an
observation not in the training data, the probability of the estimated
output being classified to the correct class is maximized.

2.2. Segmentation with the Infinite Hidden Markov Model

HMMs are widely used for modelling time-dependent patterns such
as speech and language [15]. A HMM represents a probability distri-
bution over sequences of observationsx1:T = (x1, . . . ,xt, . . . ,xT )
of length T by invoking a Markov chain of hidden state variables
s1:T = (s1, . . . , st, . . . , sT ) where each st is in one of the K
possible states [16]. In the first-order HMM, the distribution of the
state at time t depends on the state immediately before it, and the
transition conditional is parameterized by aK×K transition matrix
π where πij = P (st = j|st−1 = i), for i, j = 1, 2, . . . ,K. The
likelihood of the observation xt is modeled with a distribution of K
mixture components as:

P (xt|st−1 = i,Θ) =

K∑
k=1

πi,kP (xt|θk), (1)

where Θ = (θ1, . . . ,θK) are the time-independent emission pa-
rameters which parameterize the observation model f for each state;
that is, xt|st ∼ f(θst) is a draw from a distribution f(θst). If
we assume that similar phenomena in recordings of a voice data set
have the tendency to be clustered together, by identifying the HMM
states with the clusters, one can use a HMM to cluster the observa-
tions in terms of different events. However, the key problem here is
that we do not have prior knowledge about the number of events (i.e.
states) that can be present in the recordings. Although there exist a
variety of techniques for choosing the number of states [17–19], it
is still challenging to predict how many states are required to cover
all events such that we do not encounter unobserved events in the fu-
ture. Furthermore it is reasonable to assume that as we observe more
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Fig. 1: The graphical model for the infinite HMM

data, different types of protocol violations will appear and thus the
inherent number of states will have to adapt accordingly. Therefore,
we use a nonparametric Bayesian approach to relax the assumption
of a fixed K in (1). The simplest approach is to use a symmetric
Dirichlet prior with parameter α/K over the transition probabilities
and take K → ∞ [20]. However, since the transition probabilities
will have independent priors, there will be no coupling across tran-
sitions from different states [21]. To tackle this problem, we can use
hierarchical Dirichlet priors which have shared parameters:

β ∼ Dirichlet

(
γ

K
, · · · , γ

K

)
, πk ∼ Dirichlet(αβ), (2)

where β are the shared prior parameters and πk are transition prob-
abilities from state k. Teh et al. showed that as K → ∞, the hier-
archical prior in (2) becomes a hierarchical Dirichlet process which
is a set of Dirichlet processes (DPs), Gk ∼ DP(α,G0), with a lo-
cal concentration parameter α > 0, that are linked together with a
shared random base measure, G0 ∼ DP(γ,H), drawn from a DP
with a global concentration parameter γ > 0 and a global base mea-
sure H [22]. H is the global base distribution over the component
parameters of the HMM. α and γ can be viewed as prior counts for
the local and global DPs, respectively. These random measures can,
under the stick-breaking representation [23], be formulated as:

G0 =

∞∑
j=1

βjδθj , Gk =

∞∑
j=1

πkjδθj , (k = 1, 2, . . . ,∞), (3)

where πk ∼ DP(α,β), each θj is a sample drawn independently
from H , δθj denotes an atom at θj , and β = (βj)

∞
j=1 ∼ GEM(γ)

is the stick-breaking representation for DPs which is drawn from
Griffiths-Engen-McCloskey distribution with parameter γ [23]. This
implies that there is a different measureGk related to each row of the
transition matrix which associates different weights πk,1, . . . , πk,K
in the transition matrix. It also indicates that for discrete G0 (which
it has to be when G0 ∼ DP), the Gk’s share the component pa-
rameters θk and a posteriori each Gk has finite support at a subset
of (θ1, . . . ,θK). This brings us to the point where we can define
the infinite hidden Markov model (iHMM), which can possibly have
countably infinite number of hidden states, as follows:

β ∼ GEM(γ)

πk ∼ DP(α,β) (k = 1, 2, . . . ,∞)

θk ∼ H (k = 1, 2, . . . ,∞)

s0 = 1

st|st−1 ∼ πst−1 (t = 1, 2, . . . , T )

xt|st ∼ f(θst) (t = 1, 2, . . . , T ). (4)

The graphical model for the iHMM defined in (4) is shown in
Fig. 1. The hyper-parameters α and γ play an important role in con-
trolling the number of states in the iHMM. Particularly, γ controls
the probability of generating new states; that is, choosing a large
value for γ results in producing a large number of states. On the



other hand, α controls the sparsity of the transition matrix by con-
trolling the transitions between different states; that is, setting α to a
small number leads to increasing the probability of taking the exist-
ing transitions.

We use the direct assignment Gibbs sampler for inferring the
posterior over the sequence of hidden states [22]. The Gibbs sam-
pler marginalizes out the infinitely many transition parametersπ and
emission parameters Θ. In each iteration of the Gibbs sampling, we
first re-sample the hidden states and then the base distribution pa-
rameters. To re-sample the sequence of s1:T , we take out one st at a
time and re-sample it from the posterior

P (st|st′ ,x1:T , α, γ,β, H, f) ∝ P (xt|st, st′ ,xt′ , H, f)
P (st|st′ , α, γ,β), (5)

where xt′ denotes all observations except xt, and st′ indicates all
states except st. If f is conjugate to H , there is a closed-form solu-
tion to calculate the first term on the right-hand side of (5), which is
the conditional likelihood of xt:

P (xt|st, st′ ,xt′ , H, f) =
∫
P (xt|θst)P (Θ|st′ ,xt′ , H)dΘ.

(6)

As the hidden state sequence is Markov, we can calculate the second
term on the right-hand side of (5) as:

P (st = k|st′ , α,β) ∝
(nst−1,k + αβk)

nk,st+1
+αβst+1

nk,·+α
for k ≤ K, st−1 6= k

(nst−1,k + αβk)
1+nk,st+1

+αβst+1

1+nk,·+α
for st−1 = st+1 = k

(nst−1,k + αβk)
nk,st+1

+αβst+1

1+nk,·+α
for st−1 = k 6= st+1

αβkβst+1 for k = K + 1,

(7)

where ni,j denotes the number of transitions from state i to state j
excluding the time steps t − 1 and t, ni,· stands for the total transi-
tions from state i, and K is the number of states in st′ .

According to (3), β contains the mixture weights. If we com-
bine the weights of all unrepresented components βK+1, . . . , β∞
into the term βK+1 =

∑∞
k=K+1 βk, then β can be re-sampled from

the posterior (β1, . . . , βK+1) ∼ Dirichlet(m1, . . . ,mK , γ), where
mk denotes the number of times the transition to state k has been
drawn from the global DP. For more details about the Gibbs sam-
pling, we refer to [22].

We propose to fit the iHMM to the mel-frequency cepstral co-
efficients (MFCCs) extracted from short time frames of voice sig-
nals. The motivation for using cepstral features is that not only do
they convey information about speech content [24], but we have also
shown in [12,25] that degradation in speech signals predictably mod-
ifies the distribution of the MFCCs by changing the covariance of the
features and shifting the mean to different regions in feature space.

2.3. Classification of the Hidden States

The states of the iHMM correspond to different events in the record-
ings. Thus, segments of the voice recordings with similar charac-
teristics are clustered together under the same state indicator val-
ues. This facilitates a better understanding of the changes in signal
characteristics due to, for example, the presence of different types
of signal degradation, speaker variability, protocol violations, and
vocal disorders. In this paper, we are interested in identifying the
segments of the signal that are sufficiently reliable for detecting PD
voice symptoms. This can be performed by detecting the states

which adhere to and those that violate the voice test protocols de-
scribed in Section 2.1. We propose to use the multinomial naive
Bayes (MNB) classifier to map the state indicators s1:T to the binary
labels y1:T = (y1, . . . , yt, . . . , yT ), where yt = 1 if xt complies
with the protocol or yt = 2 if it violates the protocol. The multino-
mial naive Bayes is a probabilistic classifier which assumes that the
data points in different classes have different multinomial distribu-
tions. In the MNB classifier, a feature vector for the tth observation
ρt = (ρt,1, . . . , ρt,K) is a histogram, with ρt,k being the number of
times state k is observed. Assuming that the most probable event at
time t is modeled by state k, we can use the modal estimates of the
state indicators as the features along with the corresponding binary
labels to train the classifier. The likelihood of the histogram of a new
observation ρ̃ is defined as:

P (ρ̃|y1:T , ỹ,ρ1:T ) =
(
∑K
k=1 ρt,k)!∏K
k=1 ρt,k!

K∏
k=1

p
ρt,k
k,ỹ , (8)

where pk,ỹ is the probability of the kth attribute being in class ỹ ∈
{1, 2}, which is trained using the training data. Using the Bayes rule
and the prior class probability P (ỹ), the class label for a new test
observation is predicted as:

ŷ = argmax
y∈{1,2}

(
logP (ỹ = y) +

K∑
k=1

ρ̃k log(pk,y)

)
. (9)

As the MNB classifier is linear in the log-space, we can easily in-
terpret the decision boundary. If a new observation x̃ takes on a state
which was not observed during the training phase, pk,ỹ will be zero,
resulting in setting the whole probability estimate to zero. Addi-
tive smoothing techniques [26], in which a small sample-correction
is added to all probability estimates, are popular approaches to pre-
vent the probability estimate to be zero. In [14], an unobserved state
indicator is classified as protocol violation. In this paper, we take ad-
vantage of the MFCC’s properties to tackle this problem. We assume
that the MFCCs of the signals with similar characteristics have simi-
lar distributions [25]. Then, by calculating the Mahalanobis distance
between the MFCCs of the new observation (whose state indicator
value has not been seen during the training phase) and the center of
all the observed clusters, we replace pk,ỹ by the probability of the
cluster which is closest to the observation.

3. EXPERIMENTAL SETUP

The proposed method has been validated on voice recordings from
the Smartphone-PD study [6] collected by smartphones. This data
set contains more than 7,500 recordings of 20 second sustained
vowel /a/ phonations collected via an Android smartphone applica-
tion by PD patients and healthy controls from all over the world. The
designed voice test protocol for this database is described in Section
2.1. To evaluate the performance of the proposed approach, ground
truth labels are needed. To this end, we first selected a subset of 100
recordings (50 PD patients and 50 healthy controls equally from both
males and females) uniformly at random so as to have a reasonably
large population that is practical to annotate the frames manually.
The hand labeling was performed by playing back the recordings
in the Audacity software and annotating the frames according to
whether they adhered or violated the test protocol. Using a Ham-
ming window, recordings are segmented into frames of 30 ms with
10 ms overlap. For each frame of a signal, 12 MFCCs along with
the log energy are calculated. The features of every ten consecutive
frames are averaged to smooth out the impact of articulation [25],
and to prevent capturing very small changes in signal characteristics,
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Fig. 2: Illustrative results of applying the proposed method to a 30-
second segment of the voice recordings selected from the data set.
The green shaded areas in the top plot represent the segments of
the signal which are hand-labeled as adhering to the protocol. The
middle plot shows the states, generated by the iHMM, in different
colors. The bottom plot illustrates the result of applying a trained
classifier to the state indicators to predict which segments adhere to
(shaded in blue) and which ones violate the protocol (shaded in red).

which results in producing many uninterpretable states. Thus, each
observation represents an averaged MFCCs of≈ 200 ms of a signal.
For the iHMM, we used the conjugate normal-gamma prior over the
Gaussian state parameters, set the hyper-parameters α = 10 and
γ = 10, and run the inference for 150 iterations.

4. RESULTS

All the voice recordings in the data set are normalized with respect
to their maximum absolute amplitude and concatenated to form one
large recording of length 2,000 seconds. The top plot in Fig. 2 shows
a segment of 30 seconds duration selected from the data set. The
segments of the signal which adhere to the test protocol are hand-
labeled and shaded in green. Fitting the iHMM to the data, the Gibbs
sampler converged after tens of iterations (verified by inspecting the
joint data log-likelihood), and 48 different states were discovered in
this particular subset, each of them representing a different event in
the signal. We observed that changes in signal characteristics (due
to, e.g., voice disorders, change in pitch, talking, laughing, cough-
ing, and different types of signal degradation) result in producing
different states. This facilitates discovering different phenomena in
the voice recordings. The middle plot in Fig. 2 illustrates the gen-
erated states in different colors. To evaluate the performance of the
proposed approach in identifiying segments of the recordings that
adhere or violate the test protocol in data not observed during the
training phase (i.e. out of sample), we used 10-fold cross valida-
tion (CV) in which the recordings were randomly divided into 10
non-overlapping and equal sized subsets (10 recordings per subset).
Since the MNB classifier requires a small amount of training data
to estimate the parameters of the decision boundary, it is enough to
use a single partition for training and validate on the remaining data.

Table 1: Comparison of the baseline systems and the pro-
posed method for quality control applied to the recordings of the
Smartphone-PD study. Results are in the form of mean± STD com-
puted using 10-fold CV and 200 repetitions. Since the VAD-based
method is unsupervised, we used all data for evaluation; thus, the
STD is not reported as it is not meaningful for a single trial.

Method TPR TNR Accuracy
VAD-Based 84% 96% 90%
NPSAR-Based 88% ± 9% 91% ± 9% 89% ± 8%
Proposed 97% ± 2% 96% ± 4% 96% ± 2%

This process is repeated 10 times so that all subsets are used once
for training the model. We repeated the CV procedure 200 times to
obtain the distribution of classification accuracies.

We compare the proposed iHMM approach trained in the MFCC
domain with two different baseline methods: the energy-based VAD
which computes the energies of all frames, selects the maximum, and
then sets the detection threshold as 30 dB below the maximum [27];
and the nonparametric switching AR model proposed in [14] which
takes as an input the energy of each frame. We refer to the former
baseline as the VAD-based method and to the latter one as NPSAR-
based method in the rest of the paper. Table 1 shows the results of the
baseline systems and the proposed method over all CV repetitions in
terms of the true positive rate (TPR), true negative rate (TNR), and
overall classification accuracy defined respectively as:

TPR =
true positive

true positive + false negative
, (10)

TNR =
true negative

true negative + false positive
, (11)

Accuracy =
true positive + true negative

total number of test samples
. (12)

The results show that the proposed approach outperforms both
baseline methods. It can be observed that many useful frames have
not been detected by the baseline methods. Moreover, we expect a
lower TNR value for the VAD-based approach when the data set con-
tains more high energy protocol violations such as talking, laughing
or high level of background noise. The bottom plot in Fig. 2 illus-
trates an example result of mapping the state indicators to adherence
vs violation labels using a trained classifier. This remarkable perfor-
mance, compared with the baseline methods, could mainly be due to
fitting an iHMM to a richer feature set (MFCCs) in contrast to en-
ergy of the frames as used in both baselines. The results also suggest
that with a small amount of hand-labeled data, the proposed method
can automatically detect segments of the voice recordings that ad-
here to the test protocol from a large data set with a 0.2 s resolution
and high accuracy. We also observed that a higher temporal resolu-
tion in identifying protocol violations can be achieved by increasing
the amount of training data.

5. CONCLUSION
In this paper, we have proposed a new approach for implementing
automatic quality control on voice recordings collected for remotely
monitoring PD voice symptoms. This method is based on splitting
signals into variable duration segments by fitting an infinite HMM to
the frames of the signals in MFCC domain, and subsequently iden-
tifying segments that adhere to the voice test protocols by applying
a simple and highly interpretable classifier. Using a small amount
of hand-labeled data, the proposed approach can achieve a high ac-
curacy (96%) in detecting short-term protocol violations with a 0.2
second resolution.
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