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Abstract

Lag phase is a period of bacterial adaptation that occurs prior to cell division. The aim of this
project was to characterise the processes used by Salmonella enterica serovar Typhimurium
to escape from lag phase, and determine whether these processes are dependent on the

bacterial ‘physiological history’.

The lag phase transcriptomic response at 25 °C of stationary phase cells that had been held
for twelve days at 2 °C was compared with that of stationary phase cells not subjected to this
cold storage treatment. Cold-stored cells showed significant changes in expression of 78 %
genes during lag phase, with 875 genes altering their expression >2-fold within the first four
minutes of inoculation into fresh medium. Functional categories of genes that were
significantly up-regulated included those encoding systems involved with metal ion uptake,
stress resistance, phosphate uptake, ribosome synthesis and cellular metabolism. Genes in the
OxyR regulon were induced earlier in cold-stored cells, a response coupled with a delay in
the expression of Fe’" acquisition genes, and down-regulation of genes encoding central
metabolic enzymes. Together, these findings with physiological tests demonstrated that
Salmonella held in cold storage exhibited an increased sensitivity to oxidative stress in mid-
lag phase, although the lag time was not increased. Despite an oxidative stress response at the
transcriptomic level during lag phase under both experimental conditions, deletion of the
OxyR and SoxRS systems did not lead to an increased lag time during aerobic growth at 25

°C.

The intracellular concentration of metal ions was quantified using ICP-MS, and changes
observed during lag phase confirmed the transcriptomic data. Metal ions specifically
accumulated during lag phase included Mn**, Fe**, Cu®" and Ca®", with the latter being the
most abundant metal ion. The intracellular concentration of Zn*" and Mg*" remained the
same as for stationary phase cells, and Ni*", Mo®" and Co”" were expelled from the cell
during lag phase. Metal homeostasis was determined to be a critical process, highlighted by

growth in the presence of a chelator causing an extended lag time.

Overall, lag phase was found to be a robust and reproducible adaptation period which was not

perturbed by the mutagenesis approaches utilised in this study.
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Chapter 1 Introduction

1. Introduction

This introduction gives an overview of Salmonella as a pathogen and discusses the
physiological processes that underpin lag phase, based on the published literature. The
chapter concludes with specific aims of the study, focussed within the context of providing
physiological information to underpin future developments in predictive microbiology and

the introduction of novel intervention strategies to combat bacterial pathogens.

1.1 Salmonella

Salmonellae are enteric foodborne pathogenic members of the Gamma Proteobacteria that
pose a threat to human and animal health. There are three species of Salmonella, S.
bongori, S. enterica and the new S. subterranean, officially recognised in 2005 (Su &
Chiu, 2007). S. enterica is the most significant of these species and is further divided in to
six subspecies: enterica, salamae, arizonae, diarizonae, houtenae, and indica (Janda &
Abbott, 2006). Salmonella enterica infects many hosts including birds, mammals, fish and
reptiles with a wide range of host-specific serovars (Jones & Falkow, 1996). In humans,
Salmonella enterica serovars Typhi (S. Typhi) and Paratyphi (S. Paratyphi) cause a life-
threatening enteric fever via a systemic infection involving transmission through the gut
epithelium, into the blood-stream and to organs such as the liver, gall-bladder and spleen
(Palmer & Reeder, 2001). In the developed world the majority of salmonellosis cases are
typified by self-limiting gastroenteritis through infection by Salmonella enterica serovars

such as §. Typhimurium and S. Enteritidis (Scherer & Miller, 2001).

1.1.1 Salmonella infections in humans

Salmonella is the most common cause of foodborne disease outbreaks in Europe (EFSA,
2009). The majority of Salmonella infections are self-limiting gastroenteritis, requiring an
infectious dose of between 10° and 10'° viable cells (Glaser & Newman, 1982, Kothary &
Babu, 2001). Intra-gastric infection with S. Enteritidis leads to the death of 99 % of
bacteria after one hour, due to the highly acidic environment (Carter & Collins, 1974).
Despite this, if Salmonella infections are associated with oil-based food products (e.g.
chocolate or cheese) a lower infectious dose may be sufficient as the oil is believed to
protect Salmonella from the stomach acid (D'Aoust, 1985, Gawande & Bhagwat, 2002).
The salmonellosis disease incubation period is typically six to forty-eight hours,
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Chapter 1 Introduction

characterised by symptoms including headaches, abdominal pain, diarrhoea, and vomiting.
Fever and muscle aches are common associated symptoms (Darwin & Miller, 1999).
Approximately one percent of infections in the United States are of a serious nature,
leading to bacteraemia, mostly in immunocompromised individuals and the elderly, which

can be life-threatening (DFBMD, 2009).

Typhoid fever, caused by S. Typhi, is usually spread through faecal contamination of water
supplies (Scherer & Miller, 2001), occurring primarily in the developing world (Crump e?
al., 2004). Water treatment and sanitation have removed almost all domestic incidences of
typhoid in the developed world. In contrast to non-typhoidal Salmonella (NTS), the global
typhoid fever incidence is difficult to estimate. One study using reported literature from
1966-2001 estimated there to be 21.65 million cases of typhoid per year (0.36 % global
population, based on data from 2000), with 216,510 deaths mostly in Asia and Africa
(Crump et al., 2004). However the World Health Organisation estimates there to be 16
million typhoid cases per year worldwide, resulting in 600,000 deaths (WHO, 2000). Both
studies indicate typhoid is a serious issue with significant mortality and also that the trend
of typhoid fever is increasing as the global population increases. Typhoid fever has an
incubation period of five to twenty-one days with characteristic symptoms of high fever,
diarrhoea and a rash (Scherer & Miller, 2001). At present, approximately 5 % of sufferers
become carriers of typhoid (CDC, 2009), lower than indicated by studies from over forty
years ago (Bokkenheuser, 1964). The total number of carriers is difficult to accurately
determine as individuals can shed bacteria from the gall-bladder for over one year,
potentially infecting other individuals, some of whom will become carriers themselves.
Foreign travel-associated typhoid fever accounts for approximately 300 clinical cases in
the United States per year (Lynch ef al., 2009) and 100 cases in England and Wales
(Health Protection Agency, 2008).

Non-typhoidal Sa/monella-induced gastroenteritis is primarily transmitted by contaminated
foodstuffs, most commonly red and white meat, raw eggs, milk, and dairy products (Health
Protection Agency, 2008), although cases of Sal/monella food poisoning from fresh
produce are increasing due to faecal contamination in fields at the pre-processing stage of

food production (Sivapalasingam et al., 2004).
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Chapter 1 Introduction

The majority of fatal Salmonella cases occur in the developing world where accurate and
reliable statistics are difficult to obtain. The incidence of NTS bacteraemia are increasing
in areas such as sub-Saharan Africa, coinciding with incidences of human

immunodeficiency virus (Kankwatira et al., 2004).

30000 A
25000 -
20000 -
15000 -
10000 -

5000 -

Number of confirmed cases

0

NN N ORI SISO SR AWIN RN BN NI BT IR NI
NSRS N N A A O SESIRES

Figure 1.1: Incidences of NTS in England and Wales 1990-2007.
Total laboratory-confirmed cases of non-typhoidal Salmonella per annum in England and
Wales. Figure reproduced from public data (Health Protection Agency, 2008).

In England and Wales, where incidences are more thoroughly reported, gastroenteritis
caused by NTS has decreased from 24,610 confirmed cases in 1990 to 11,705 confirmed
cases in 2007 (Figure 1.1). Despite this downward trend, Salmonella is still responsible for
the majority of outbreaks of bacterial food poisoning in Europe. In 2007, there were 590
verified outbreaks in Europe (EFSA, 2009). NTS are one of the more significant causes of
foodborne disease in England and Wales, in terms of estimated total cases, confirmed
cases, General Practitioner (GP) cases, hospitalisations and deaths (Figure 1.2). In 2000,
Salmonella was responsible for the highest number of deaths by food-associated bacteria in
England and Wales, however this number had slightly decreased by 2005 and was the
second highest bacterial cause of foodborne death behind Listeria monocytogenes (FSA,

2007).
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Salmonella associated deaths are speculated to be due to antibiotic-resistant bacteria,
although other factors such as septicaemia, endocarditis, gut perforations and surgery
complications may contribute (Helms et al., 2003). Between 1990 and 2007, cases of NTS
food poisoning in England and Wales were primarily due to S. Enteritidis, the peak
infective cases was during 1997 with 22,254 confirmed cases (compared with 9,228 cases
for S. Typhimurium and all other serovars combined). A steady decline in confirmed cases
associated with S. Enteritidis has been observed from 1997 to 2007 likely due to the
vaccination of laying and broiler flocks in the UK (Cogan & Humphrey, 2003).

Peaths (209)

GPcases (52280)  Hospitalisations (2 666)

Confirmed cases (73 193)

— Suspected
cases:
(303224)

Figure 1.2: Salmonellosis in England and Wales from 1996 until 2000. Estimated annual
number of Salmonella incidences resulting in GP cases, hospitalisations and deaths (Adak
et al., 2005). “Suspected cases” extrapolated from the number of GP cases, by a previously
described method (Adak et al., 2002).

1.1.2 Salmonella infection and persistence
Salmonella 1s a well-studied bacterium and extensive work has been performed with
animal models including mice, calves, pigs and chickens. The majority of infection studies

with S. Typhimurium have been performed with the mouse model, in which a systemic
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typhoid-like infection occurs, usually resulting in death of the animal within a few days
once the bacterial load reaches 10° viable cells / ml blood (Carter & Collins, 1974).
However if the infection is cleared by the immune system, the mouse becomes resistant to
re-infection due to immunological memory T-cells and anti-Salmonella antibodies
(Mastroeni, 2002). During systemic infection of mice by intraperitoneally-injected S.
Typhimurium, the bacteria enter the mouse abdominal cavity and travel to the spleen and
liver. If the bacteria are administered orally, S. Typhimurium passes through the stomach,
to the small intestine and through specialised M-cells in the Peyer’s patches, where the
bacteria are engulfed by macrophages and disseminated throughout the body (Jensen ef al.,
1998). Survival and replication in macrophages is a crucial step for Salmonella systemic
infection to major organs and the bone marrow (Everest et al., 2001). Salmonella produces
effector proteins to survive in macrophages, stopping the fusion of the macrophage with
the lysozomal compartment and resisting toxicity of antimicrobial compounds produced
within the macrophage (Abrahams & Hensel, 2006). Growth inside the macrophage is
dependent upon metabolism, primarily of sugars transported via the
phosphoenolpyruvate:carbohydrate phosphotransferase system (Bowden et al., 2009).
Once the bacteria have replicated sufficiently, the macrophages burst, disseminating
Salmonella throughout the animal, to infect other cells and organs. The route of infection
in mice is similar to typhoid fever in humans although the symptoms often differ. During
most S. Typhi human infections, patients initially present with a high fever, followed by
headaches, abdominal pain and fatigue (Hornick et al., 1970a). The reticulendothelial
system increases the concentration of phagocytes, which may contain S. Typhi during
systemic infection, increasing the bacterial load in the liver and spleen as a result (Hornick

et al., 1970b).

In addition to the typhoid-like infection, colitis can also be studied in mouse models pre-
treated with streptomycin to clear the gut microflora prior to infection (Barthel et al., 2003,
Bohnhoft et al., 1964). Calves are the animal model of choice to study colitis which
manifests as an inflamed colon as bacteria colonise the large intestine causing diarrhoea
within 48 hours post-infection (Rankin & Taylor, 1966). These symptoms distinguish the
colitis and typhoid-like models (Tsolis et al., 1999b). Gut colonisation of calves has been
shown to be primarily due to the Salmonella Pathogenicity Island (SPI) 1, although

mutagenesis approaches have identified other crucial genes, including the Aaro4 mutation
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(Tsolis et al., 1999a). A signature-tagged mutagenesis approach identified 75 genes
required for full virulence of calves including genes belonging to SPI-1, SPI-2 and SPI-4,
with the latter Pathogenicity Island not required for infection of one-day old chicks

(Morgan et al., 2004).

Genes present within SPI-1 are required for the secretion of effector proteins, primarily
involved in the invasion of epithelial cells. SPI-2 genes are required for intracellular
replication within macrophages and maintenance of the Salmonella-containing vacuole
(Darwin & Miller, 1999). The expression of these islands are not mutually exclusive and it
has been shown that during infection of epithelial cells both SPI-1 and SPI-2 are induced in
addition to the flagella type III secretion system (Hautefort ez al., 2008).

1.1.3 Salmonella genome sequences

The Salmonella functional genomic analyses performed in this thesis benefit from the
sequencing of several Salmonella genomes as well as the Escherichia coli K-12 genome
(Blattner et al., 1997), used as a comparison for several conserved homologues. The first
Salmonella genomes to be sequenced were S. Typhimurium LT2 (McClelland et al., 2001)
and S. Typhi CT18 (Parkhill et al., 2001). More recently the genome sequences of S.
Cholerasuis SC-B67 (Chiu et al., 2005), S. Typhi Ty2 (Deng et al., 2003) and S. Paratyphi
A ATCC 9150 (McClelland et al., 2004) have been published. At present there are an
additional eleven Salmonella genome sequences yet to be fully completed and annotated
including S. bongori, S. Enteritidis PT4 and S. Typhimurium SL.1344 (Sanger Institute,
2009). The latter strain is used throughout this study and contains a 5.07 Mb chromosome
with 4527 chromosomal coding sequences. There are also three plasmids 93.8 kb, 96.9 kb
and 8.69 kb in size, containing 104, 103 and 14 coding sequences, respectively (Sanger
Institute, 2009). The S. Typhimurium SL1344 strain is a histidine auxotrophic strain
derived from the wild-type S. Typhimurium 4/74 (Hoiseth & Stocker, 1981). Although
some histidine mutations, (e.g. hisG), are known to have physiological effects on
Salmonella during infection of macrophages (Henry et al., 2005), S. Typhimurium SL1344
has been used successfully throughout the Salmonella community for many years and has
been shown to be unaffected during growth under standard laboratory conditions in LB

medium (Rolfe, 2007).
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1.2 Lag phase

The phenomenon of lag phase was first explored in Salmonella (‘mouse Typhoid
bacillus’), described as the ‘latent period’ before division was initiated (Penfold, 1914).
Despite these early observations, almost one hundred years later lag phase remains poorly

understood, and the processes defining lag phase remain to be fully elucidated.

It is known that immediately following a shift in environment, bacterial cells can
experience a lag period before multiplying. During this delay, bacterial cells modify their
physiological state and the extent of modification, and therefore the lag duration, is
dependent in part upon the difference between the new and previous environments
(Buchanan & Cygnarowicz, 1990). A lag phase can arise from a change in environmental
conditions during steady state growth. This ‘intermediate lag’ usually arises from a
depletion of nutrients or the presence of a stressor. The intermediate lag usually lasts until
the stressor is overcome and is distinct from the initial lag seen after bacterial re-culturing
(Figure 1.3), although some processes are believed to be similar (Swinnen et al., 2004). In

this thesis, only the initial lag period is considered.
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Figure 1.3: Initial and intermediate lag phases are similar but distinct events.

The two types of bacterial lag are shown. The initial lag phase after inoculation of bacteria
into a fresh medium and the intermediate lag after a period of exponential growth indicated
by the central, black, vertical line. ‘N’ represents the bacterial cell concentration. After the
intermediate lag, exponential growth resumes. Figure adapted from Swinnen et al. (2004).
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1.2.1 The bacterial growth curve

Batch grown bacterial cultures show three distinct stages of growth (Figure 1.4). Cells are
inoculated into a fresh medium at an initial concentration (Np) and enter a lag phase
requiring adaptation until the first cell division. At the end of lag phase (A) the cells begin
to divide exponentially until a maximum and constant division rate is obtained (#max). The
bacteria continue to divide until either one or more nutrients become a limiting factor or a
build-up of a toxic metabolite reaches a critical concentration. At this point the bacterial
division rate slows (transition phase) and bacteria enter stationary phase at a maximum cell
concentration (Nmax). In addition to the stages presented, a death phase can occur if toxic
metabolites become lethal to the population (Madigan et al., 2000). After any death phase,
the remaining sub-population can remain viable for an extended period without
multiplication in a stressful environment (Finkel ef al., 1998). These bacterial cells have
been shown to have a growth advantage in stationary phase (GASP) phenotype compared
with non-stressed bacterial cells, suggesting that a selection pressure is present during

extended stationary phase (Finkel, 2006).
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Figure 1.4: The bacterial growth curve.

The three distinct phases of normal bacterial growth are shown in blue and the end of each
phase is demonstrated with a red vertical line. ‘N’ represents the bacterial cell
concentration, Ny is the initial cell concentration, f,,, i1s the maximum growth rate and
Npax 1s the maximum cell concentration. The lag time calculated by the biphasic growth
model is indicated (1) (Section 1.2.1.) Figure adapted from Swinnen et al. (2004).
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1.2.2 How is lag time measured?
The original study describing lag phase in Sa/monella discussed the problems associated
with lag measurement methods (Penfold, 1914). The study described these difficulties as

being due in part to varying definitions of lag time. The definitions included:

e A period of sub-maximal growth
e A period of ‘restrained growth’ in terms of minimal generation times
e An average of generation times within the first hours of growth compared with

subsequent growth periods

Penfold (1914) acknowledged draw-backs to each of these definitions, therefore modern
modelling methods rely on more accurate measurements of lag phase, however some
stochastic events during lag phase lead to inaccuracies in even the most sophisticated
models (Baranyi, 2002). Many models to measure lag time are based on the initial starting
cell concentration (Ny) and the exponential growth rate (umax) parameters in a biphasic
growth curve (Baranyi, 1998). By extrapolating the um.x back to the N, value, the
population lag duration (A) can be calculated (Zwietering et al., 1992). This simplistic
approach is used in the present study and does not take into account the gradual transition
into exponential growth caused by the stochastic division of individual cells and represents

an estimation of the population lag (Baranyi, 1998).

Alternative measurements exist to calculate population lag times. Indeed, the food industry
utilises a combination of models to identify consistent lag times including: linear
regression, quadratic equations, linear extrapolation and exponential decay curves
(Borneman et al., 2009). Whichever model is used there is a degree of ‘inter-model
variability’ that is exacerbated by author biases during analysis of bacterial lag times with a
favoured model under a particular growth condition (Baty & Delignette-Muller, 2004).
One previous study analysed three different lag duration models, including the Baranyi
dynamic model (Baranyi & Roberts, 1994) utilised in the present study, and concluded that
inter-model lag times were generally consistent assuming equal data quality between

studies. Of the models tested the authors concluded that the Baranyi dynamic model was
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the most constant, yielding reproducible lag times accurate across multiple datasets (Baty
& Delignette-Muller, 2004).

The majority of methods to estimate the lag time and specific growth rate of a bacterial
population use bacterial viable counts (Swinnen et al., 2004). This method is not perfect,
due to the presence of viable but non-culturable cells (Panutdaporn et al., 2006) and
filamentous, non-septated bacteria under stress conditions (Mattick et al., 2003). Viable
counts are however preferable to indirect measurements utilised in microbiology
laboratories such as light scattering measurements (e.g. ODgoo). Generally, OD
measurements can only be made at a relatively-high bacterial concentration (~10° CFU /
ml) at which point, many bacterial divisions may have occurred and lag time has to be

extrapolated from the starting concentration of bacteria (Figure 1.5).
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Figure 1.5: Use of OD and viable counts to measure lag time.

Growth curve measured from a 10° CFU / ml starting inoculum with the geometric lag
times from biphasic model based on viable counts (A;) and OD measurements (A,), without
extrapolation. Detection limit for OD measurements assumed to be 10° CFU / ml (dotted
line). The viable count method is more sensitive at lower cell concentrations whereas the
OD measurements require extrapolation of the exponential growth phase back to the 10’
initial cell concentration for accurate measurements.
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Despite the drawbacks associated with OD measurements, published studies have used this
approach to attempt to estimate bacterial lag times, most notably by BioScreen C
(ThermoLabsystems) spectroscopy at the population (Augustin et al., 1999) and even
single-cell level (Malakar & Barker, 2008, Metris et al., 2008, Stringer et al., 2005),
generating large datasets to off-set the variation. A previous study measuring the lag time
of S. Typhimurium in a static growth system with BioScreen C led to variable data and the
method was ultimately deemed unsuitable for the required purpose by the author (Rolfe,

2007).

1.2.3 Single-cell lag time

Most lag phase models focus on measuring the population lag time as this type of model is
simpler and takes account of cell to cell variability (Pin & Baranyi, 2008). However, the
analysis of individual cell lag times generates a distribution which accounts for the
transition from lag into exponential growth and cannot be directly calculated from data for
a population model. The individual bacterial cell lag times are important, as those cells
which leave lag phase earliest can rapidly take over the bacterial population, especially
when the bacterial population is small (Pin & Baranyi, 2006). By calculating the individual
lag times the population lag can be accurately determined, however individual lag times

cannot be extrapolated from the population lag time (Baranyi, 2002).

Current analysis methods for calculating the single cell lag time depend on techniques such
as the flow chamber (Elfwing et al., 2004, Rolfe, 2007), digital microscopy imaging
(Niven et al., 2006, Stringer et al., 2005) and microtitre plates (Stephens et al., 1997). The
latter technique has been used to study the individual lag times of L. monocytogenes by
performing two-fold dilutions of bacterial cultures and calculating the time until the

detection limit of the turbidimetric instrument was reached (McKellar & Knight, 2000).

1.2.4 Factors influencing lag time

Different bacterial species grown under identical conditions show different lag times,
presumably as different species have specific physiological requirements to adapt to new
environments before growth can begin (Mellefont ef al., 2003). Aside from species specific

lag time variability, other factors are thought to be important such as inoculum size,
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previous and present environmental conditions and physiological history of the bacteria

(Swinnen et al., 2004).

The inoculum concentration is important as a low N, increases the stochastic effect
contributed to by the individual lag times. This effect is masked at a higher N, with a larger
distribution of individual lag times (Baranyi, 1998). Generally, the lag duration does not
vary between a Ny of 10% and 10° CFU / ml (Penfold, 1914); however a study has shown
that L. monocytogenes lag time increased with an inoculum size less than 10* cells grown
under sub-optimal conditions (Augustin ef al., 2000). When bacteria are inoculated at high
concentrations it is feasible that the lag time could be affected. A high carry-over of
inhibitory molecules or toxic metabolites during inoculation could result in a longer lag
time. Conversely, contamination with stationary phase-produced stimulatory molecules
could result in a shorter lag time. The addition of stationary phase culture supernatants to
fresh media has been shown to dramatically decrease both the lag duration of E. coli and
the inherent variation, through the presence of an autostimulatory molecule (Weichart &
Kell, 2001). An inoculum size-dependent lag duration has also been observed in L.
monocytogenes cultures grown in a high-NaCl medium, although there was no effect under

optimal growth conditions (Robinson et al., 2001).

The physiological history of a bacterial population is becoming an ever-increasing
consideration for lag time measurements. Previous environments have been shown to
impact upon bacterial lag times after inoculation into fresh media (De Jesus & Whiting,
2008, Dufrenne et al., 1997). This impact is increased if the previous environment was
damaging to the bacteria (Mackey & Derrick, 1982) and lessened if the two environments
are relatively similar (Jozsef Baranyi, personal communication). Interestingly, although the
physiological history has been shown to significantly affect lag times, the doubling time of
bacteria is generally unaffected (Gorris & Peck, 1998).

The effect of physiological history has even been referred to as a bacterial form of
‘memory’ which can be classified as being either long- or short-term (John et al., 2009,
Wolf et al., 2008). Furthermore, it has been demonstrated that bacteria may be able to
make use of the retained ‘memory’ to alter their behaviour and adapt more rapidly than

naive bacteria to subsequent environmental changes (Oxman et al., 2008, Wolf et al.,
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2005), similar to Pavlovian conditioning (Mitchell ez al., 2009). The use of a standardised
inoculum, whereby bacteria are grown under the same conditions for the same length of
time can minimise fluctuations in the physiological history and ensure consistencies
between biological replicates. A recent study showed ‘old’ E. coli populations recovered
slower than ‘young’ bacteria after inoculation in fresh medium and show less extensive
transcriptional re-programming to adapt to the new conditions. The lag time for ‘old’
populations was approximately three times longer than young cells (Pin et al., 2009).
Although maintaining the same growth conditions for the inoculum should decrease
overall variability, inherent stochastic variability between individual cells remains (Rolfe,

2007).

The growth phase of the inoculum is an important consideration for subsequent lag phase
measurements. The use of exponentially-growing cells as an inoculum could result in a
decreased lag time as cell division initiation will not be required from the optimally-
dividing cells. If the previous medium conditions are identical to the new conditions then
exponentially-growing cells will theoretically not have any lag time (Baranyi & Roberts,
1994). However, it is interesting to note that if the bacteria are inoculated into a stressful or
damaging environment then an exponentially-growing inoculum will exhibit a longer lag
phase than a stationary phase inoculum (Mellefont et al., 2004). This is because a
stationary phase bacterial population is more resistant to stress than exponentially-growing

bacteria.

The multi-factorial nature of lag duration has led to the development of a parameter, 4
(Figure 1.6), corresponding to the physiological ‘work’ that must be completed before
growth can begin (Baranyi & Roberts, 1994). This parameter takes account of the
physiological state of the bacteria during lag phase and has been a useful parameter,
remaining constant between different growth conditions (Mellefont & Ross, 2003). The
aim of the present in-depth lag phase study is to determine the nature of this bacterial work

required to be completed before exponential division is initiated.
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Figure 1.6: The lag time can be represented by the bacterial ‘work to be done’.

By extrapolating the maximum population growth rate (#max) from the growth curve and
the initial bacterial concentration (M), the geometric lag time (A) can be calculated and the
bacterial ‘work to be done’ (4¢) can be quantified.

The nature of this physiological ‘work’ was initially investigated in a molecular analysis of
Salmonella during lag phase (Rolfe, 2007). The previous study primarily used a DNA
microarray-based transcriptomic approach to identify processes being performed
throughout growth. Gene expression profiles highlighted initial induction of stress
resistance mechanisms, primarily to protect against oxidative stress, synthesis of
translation machinery and the requirement of a variety of micronutrients including
phosphate and metal cations (notably Fe’", Ca’" and Mn”"). However, no phenotypic
validation of these gene expression-based hypotheses was presented (Rolfe, 2007). Direct
observations of lag phase cells indicated that cells grew to an average of 1.09 pm before
cell division and that replication of the chromosome was completed by 60 minutes post-
inoculation. All of these processes described in the Rolfe (2007) study represent metabolic
and physiological ‘work’ occurring during lag phase which may need to be completed

before division can occur.
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1.2.5 Lag phase and the food industry

Lag phase is of particular commercial interest as it is critical to maintain a low
concentration of bacterial pathogens and spoilage organisms in food. As soon as bacteria
exit lag phase they begin exponential growth, rapidly dividing to reach an infectious dose
of pathogenic bacteria (Kothary & Babu, 2001). Food storage conditions are often
designed to minimise bacterial growth and, if possible, to extend lag phase and maintain a
low bacterial concentration (Ray, 2004a). A low starting concentration of bacteria (V) is
dependent upon good manufacturing and production practice. Some bacteria, such as food
spoilage organisms can decrease the quality of food even at a low bacterial concentration
(Ray, 2004b), a problem exacerbated by long term storage in refrigerated conditions,
giving rise to the emergence of psychrotrophic food-spoilage bacteria and pathogens such

as Clostridium, Listeria, Yersinia and Aeromonas (Kraft, 1992).

By determining the microorganism-specific growth parameters, models can be developed
to predict the bacterial lag time and rate of growth under defined conditions to estimate
use-by dates and shelf lives. By understanding the physiological processes of lag phase and
growth of food-relevant microorganisms, targeted interventions can be developed to
increase the shelf life of foods and to decrease the associated incidences of foodborne
illness. Various software packages have been developed containing predictive models for

use by the food industry and regulatory authorities such as the Food Standards Agency.

Types of software include ComBase (http://www.combase.cc), Sym’Previus

(http://www.symprevius.net) and The Seafood Spoilage and Safety Predictor

(http://sssp.dtuaqua.dk/).

As consumer expectations of food quality increases (McMeekin et al., 2008), traditional
food treatments that involve high thermal processes are less desirable to achieve bacterial
killing even for dangerous pathogens such as Clostridium botulinum, where instead
combination processes have been used to give a significant increases in lag time (Peck,
2009, Stringer et al., 2009). The increasing consumption of ready-to-eat foods such as
prepared fruits, vegetables and salads has seen an increase in fresh produce associated
outbreaks of illness involving bacterial pathogens including Salmonella (Sivapalasingam et

al., 2004). These foods are minimally processed, often containing few preservatives, thus
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bacterial lag times can be short, which when coupled with a rapid growth rate, poses a

potential health risk (McMeekin & Ross, 2002).

1.2.6 Predictive microbiology

Predictive microbiology was described in the 1990s as a quantitative method allowing
users to determine the microbiological safety and quality of a food based on pre-
determined parameters (McMeekin et al., 1993). These parameters include the pH, food
temperature, NaCl concentration, water activity and starting concentration of bacteria.
Predictive microbiology was designed to replace more conventional food safety methods
such as challenge tests and enumeration of microbes, which are both slow and expensive
(Baranyi & Roberts, 1995). Predictive microbiology models can also be adapted to a
variety of different parameters to identify how varying food storage conditions would
impact upon microbial growth. These methods can be used to help identify strengths,
weaknesses, opportunities and threats (SWOT) in the development of food safety strategies

(Ferrer et al., 2009), and for Hazard Analysis and Critical Control Points (HACCP).

Predictive microbiology is constantly being developed for both different microorganisms
and different growth conditions, incorporating deterministic and stochastic events to
produce ever more sophisticated models (Marks & Coleman, 2005, Oscar, 2008, Swinnen
et al., 2004). Using predictive microbiology to determine the growth rate of a bacterial
population is relatively straight-forward as the growth rate is largely dependent on the
current growth environment. However lag phase is determined by both the current and
previous environments. In addition to the physiological state of the population, the
physiology of the individual bacterial cells must be taken into account (McKellar & Lu,

2005). All of these factors lead to relative difficulty in accurate lag time predictions.

In order to address the issues of lag phase prediction, additional approaches are required to
explore the nature of lag phase in terms of bacterial physiology. These approaches are still
in their infancy although the first models to incorporate cellular processes into lag phase
prediction were developed in the mid-1990s (Baranyi & Roberts, 1994, Hills & Wright,
1994). Relatively recently, the physiological response of S. Typhimurium during lag phase
was inferred (Rolfe, 2007) and has highlighted processes which are occurring at the

transcriptomic level and need to be considered for future predictive microbiology models
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(Dens et al., 2005a, Dens et al., 2005b). Additional considerations include the role of
individual bacterial cell physiology on population lag times and the issue of a bacterial
population acting as a multi-cellular organism (Shapiro, 1998) with different bacteria

fulfilling distinct physiological roles during lag phase.

1.3 The physiology of lag phase

In comparison to the vast data generated on processes in exponential or stationary phase
bacteria, the knowledge of lag phase physiology remains sparse. The Rolfe (2007) study
has allowed the lag-specific physiology in Salmonella to be elucidated further than any
other investigation to date. Many of the processes believed to be occurring during lag
phase were observed at the level of gene expression including: production of
transcriptional regulators such as Fis to control lag phase-induced genes (Filutowicz et al.,
1992, Rolfe, 2007); synthesis of rRNA and ribosomes (Radonjic et al., 2005); the up-
regulation of genes encoding cold-shock proteins, notably cspH (Kim et al., 2004); DNA
replication (Atlung & Hansen, 1999) and nutrient uptake inferred from studies on
exponential growth (Baev et al., 2006c, Baev et al., 2006b, Baev et al., 2006a, Prii3 et al.,
1994). Due to a previous lack of physiological evidence on lag phase specific processes,
the Rolfe (2007) study was unique in identifying likely processes occurring during lag
phase compared with the exponential and stationary phases of growth. At the
transcriptional level, 65 % of the Salmonella genes were differentially-expressed during
lag phase compared with the stationary phase inoculum (Rolfe, 2007). This indicated that
extensive transcriptional re-programming occurred during lag phase and highlighted lag
phase as being far from quiescent. The lag phase-induced processes identified by Rolfe
(2007) are summarised in Figure 1.7 and full list of the 2,666 lag phase specific genes are
included in Appendix C, Table C1, accompanying this thesis.
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Figure 1.7: The physiology of lag phase, based on Rolfe (2007).
Critical processes highlighted by transcriptional experiments. Processes are coloured by
the relative expression during lag phase compared with the stationary phase inoculum.

1.3.1 Nutrient uptake

During E. coli lag phase in LB medium, negligible quantities of nutrients are depleted and
low concentrations of toxic metabolites are produced (Sezonov et al., 2007). Despite this
assertion, various studies have investigated the utilisation of nutrients throughout growth
and have discovered a strict pattern of amino acid depletion at different growth phases
including lag phase. Studies of E. coli grown in a defined medium supplemented with

amino acids determined that L-serine (~850 uM) was depleted during lag phase, L-
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aspartate and L-tryptophan removed during exponential and transition phases, respectively
and finally L-glutamate, glycine, L-threonine and L-alanine used during stationary phase
(PriB ef al., 1994). This direct detection method was partially confirmed by a subsequent
transcriptional study conducted by Baev and colleagues (2006b) into E. coli metabolism
during growth in LB medium (Baev et al., 2006b). The Baev study did not measure the use
of amino acids during lag phase however limited deductions of lag phase metabolism can
be made from the exponentially-growing bacterial gene expression. The transcriptional
approach determined that E. coli L-serine, L-aspartate, glycine and L-glutamate
metabolism genes were up-regulated during exponential phase. Differences in the use of
amino acids between the two studies are likely to be due to inconsistencies between the
two growth media used, although the indirect Baev approach does not account for
metabolism genes yet to be annotated. Both studies identify amino acid utilisation very
early in growth, although it is important to note that in a rich medium such as LB, amino
acids are not depleted over the growth of E. coli or Salmonella and are able to fully support

re-growth of bacteria upon inoculation (Barrow et al., 1996).

Baev and colleagues used the indirect transcriptional approach to determine the importance
of carbohydrates in LB medium (Baev et al., 2006c). The authors concluded that glucose
was physiologically-negligible during exponential phase as glucose was not present at a
sufficient concentration to support growth as a sole carbon source. Maltose and
maltodextrins were the preferred substrates with an up-regulation of E. coli malQ, malP
and malE genes. In contrast, the sugar trehalose was not utilised until the late stage of
sugar fermentation. A direct approach such as metabolite quantification via high
performance liquid chromatography (HPLC), as used in the Sezonov et al. (2007) study,
would have verified the metabolic gene expression data. It is possible that the low
induction of some metabolic genes was due to lag phase specific substrate utilisation, not

detected in these studies.

1.3.2 Metal ion uptake

Metal ions are known to be crucial for a range of essential bacterial processes (Section
7.1.1). There is presently very little information involving metal ion uptake during lag
phase, with no genes or proteins involved in metal ion homeostasis found to have been

induced significantly in other bacterial lag phase studies (Larsen ef al., 2006). Despite this,
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it is known that limitation of some metal ions, such as ferrous iron (Fez+) leads to an
increased lag time in Salmonella (Ho et al., 2004). A previous transcriptomic study in
Salmonella identified various metal ion transport gene clusters induced during lag phase
including the ent, fep, sit and iro groups of iron ion uptake genes and transporter encoding
genes for calcium, manganese, magnesium and sodium ions (Rolfe, 2007). Attempts were
made to validate the gene expression data in the same study by phenotypic measurement of
intracellular metal ions by inductively-coupled plasma mass spectrometry. The analysis
identified increased intracellular concentrations of iron, manganese, sodium, calcium, zinc,
lead, strontium, chromium and vanadium ions at two lag phase time points versus
exponential and stationary growth phases however the author described high background
concentrations of metals and a large degree of variability between samples (Rolfe, 2007).
The transcriptomic and biochemical evidence indicated that, for Salmonella at least, lag
phase accumulation of metal ions may be important but requires further validation. The
accumulation of metal ions by exponentially-growing E. coli cells has previously been
quantified but comparisons were made with the LB growth medium rather than across

multiple growth phases (Outten & O'Halloran, 2001).

The metal ions accumulated during lag phase could be involved in many crucial processes
including: iron requirement for respiratory enzymes containing Fe-S clusters, such as
aconitase (AcnA, AcnB) (Johnson et al., 2005); or manganese to help combat oxidative
stress (Anjem et al., 2009). See Section 7.1.1 for more details. The Rolfe (2007) study
highlighted metal ion homeostasis as a potentially crucial process, which is investigated in
greater detail in the present study in order to correlate metal ion accumulation with

adaptation during lag phase.

1.3.3 Phosphate uptake

Phosphate is an essential micronutrient for bacteria that is incorporated into phospholipids,
nucleotides, nucleic acids and adenosine-5'-triphosphate (ATP). Phosphate can be
transported into bacterial cells as inorganic phosphate (P;), organophosphate or
phosphonate (Wanner, 1996). Phosphate uptake is controlled primarily by the PhoBR two-
component system which is active under low phosphate conditions. PhoBR activates the
high affinity P; transport system PstSCAB (Wanner, 1993), possibly through the 27 kDa
membrane pho-regulating protein PhoU (Rice ef al., 2009). Environmental phosphate
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concentrations (as well as low Mg®" concentrations) acts as a signal for the SPI-2
regulating two-component system, PhoP and PhoQ (Deiwick et al., 1999, Lober et al.,
2006). A recent study has shown that the pst-phoU operon contributes to full adhesion of
enteropathogenic E. coli and virulence of Citrobacter rodentium (Cheng et al., 2009).
Under conditions of excess phosphate, bacteria convert the P; into polyphosphate via
polyphosphate kinase (Ppk). This form of phosphate can be used as an energy store and
when catalysed by exopolyphosphatase (Ppx), yields energy (Rao & Kornberg, 1999). The
Rolfe (2007) study determined that lag phase uptake of P; may be an important cellular
process as the pstSCAB operon was uniformly up-regulated within four minutes of
inoculation into fresh medium. The essentiality of these systems was investigated further
with deletion of the pstSCABphoU operon and the ppk gene (Rolfe, 2007). Deletion of
either of these systems did not result in an increased lag time, which was explained as

functional redundancy and the involvement of an unknown system.

1.3.4 DNA replication and the nucleoid

DNA replication is a process known to occur in both eukaryotes and prokaryotes prior to
cell division. Rolfe (2007) visualised the nucleoid of Salmonella during lag phase using
4’ ,6-diamidino-2-phenylindole dihydrochloride (DAPI), a fluorescent stain that binds to
the minor groove of double-stranded DNA (Kubista et al., 1987). Clear replication and
segregation of the bacterial chromosome was seen by 60 minutes post-inoculation,

corresponding to the middle of lag phase (Rolfe, 2007).

The nucleoid is necessarily tightly-compacted in E. coli and Salmonella as the estimated
length of the total nucleoid is 1.5 mm compared with an average cell length of just 2 um
(Pettijohn, 1996). Condensation of the chromosome is controlled by numerous nucleoid
associated proteins (NAP) such as H-NS, StpA and HU (Dorman et al., 1999). NAPs are
known to change in intracellular concentration at different stages of bacterial growth (Ali
Azam et al., 1999). The factor for inversion stimulation (Fis) is the only NAP known to be
increased during lag phase and early exponential phase (Ali Azam et al., 1999, Kelly et al.,
2004, Rolfe, 2007). Kelly (2004) reported that a S. Typhimurium mutant strain lacking Fis
exhibited a longer lag phase, a claim later refuted (Rolfe, 2007) albeit under slightly
different growth conditions. The latter study analysed the transcriptome of a Afis mutant

during lag phase and concluded that 14-18 % of genes were regulated by Fis; Fis activated
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processes such as motility and chemotaxis, anaerobic metabolism and co-enzyme
metabolism, and repressed genomic islands and the pSLT virulence plasmid (Rolfe, 2007).
During the Rolfe (2007) transcriptomic study in S. Typhimurium, several NAP-encoding
genes were identified as being up-regulated during lag phase, including fis. The most
highly expressed NAP-encoding gene during early lag phase was dps, (DNA-binding
protein from starved cells) encoding a 19 kDa, ferritin-like protein which protects DNA
from oxidative damage (Almirén et al., 1992). During stationary phase, Dps is under the
control of the alternative sigma factor, RpoS (%), however during exponential growth,
when the concentration of Dps is low regulation is maintained by OxyR and the Integration
Host Factor (IHF) transcriptional regulators (Altuvia et al., 1994). Regulation of the dps
promoter by the housekeeping sigma factor, RpoD (c’°), during exponential phase, is
performed by the regulators H-NS and Fis (Grainger et al., 2008). The intracellular
concentration of Dps closely correlates with the cell concentration of a bacterial culture
(Ali Azam et al., 1999) and deletion of Dps results in increased sensitivity to oxidative
stress through a build up of free intracellular iron pools (Anjem et al., 2009, Park et al.,
2005). Despite the increased expression of dps during lag phase, presumably responding to
OxyR-mediated oxidative stress, no knock-out mutant was constructed by Rolfe (2007)

and the role of Dps in determining duration of lag phase is still to be elucidated.

Genes encoding DNA polymerase III are quickly up-regulated during lag phase in
Salmonella (Rolfe, 2007). This suggests that DNA replication commences soon after
inoculation into fresh medium, confirmed by an increased concentration of the
chromosome as stained by DAPI. However it has been shown that multiple copies of the
chromosome exist in exponential and stationary phase E. coli (Akerlund et al., 1995, Wang
& Levin, 2009) suggesting that additional DNA replication may not be an essential lag

phase specific process.

1.3.5 Cellular damage and repair

Cellular damage is known to lengthen lag time (Metris ef al., 2008, Stringer et al., 2009)
and repairing this damage may represent significant physiological work to be done in
preparation for cell division (Baranyi & Roberts, 1994). Although cellular damage can
arise from various external sources, the principal metabolically-driven damage arises via

oxidative stress, which can cause changes to amino acid composition, such as histidine
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being oxidised to asparagine or aspartic acid (Berlett & Stadtman, 1997). Other forms of
oxidative damage include formation of S-S bridges, increased susceptibility to proteolysis
and the formation of carbonyl groups (Cabiscol et al., 2000). Carbonylation can occur
through direct metal catalysed oxidative (MCO) damage to lipids (including cellular
membranes), nucleic acids and the proline, arginine, lysine, and threonine side-chains of
proteins (Fredriksson et al., 2005) and has been attributed to cellular senescence (Nystrom,
2005). The build up of carbonylated macromolecules can occur during stationary phase
‘stasis survival’ (Nystrom, 2003, Nystrom et al., 1996); it is therefore feasible that cellular
damage would need to be repaired during lag phase before growth could be initiated.
Carbonylation is an irreversible process, and damaged proteins need to be degraded via the
Lon and HsIVU (ClpQY) proteases and subsequently synthesised de novo (Fredriksson et
al., 2005). The iron-sulphur (Fe-S) clusters of proteins can be damaged by oxidation and
are repaired by proteins such as FtnB (Velayudhan et al., 2007) or synthesised de novo via
the Isc or Suf systems (Imlay, 2008).

Extensive DNA damage could be lethal to bacterial cells and needs to be fully repaired
during lag phase to guarantee genetic fidelity to daughter cells. Sa/monella and E. coli
contain multiple DNA repair mechanisms to compensate for damage including: direct
enzymatic repair, base excision repair, mismatch repair, nucleotide excision repair and the
error prone SOS-responsive repair (Rupp, 1996). The direct enzymatic repair mechanisms
function without breaking the sugar-phosphate DNA backbone including the removal of
unwanted methyl groups. Base excision, mismatch and nucleotide excision repair
mechanisms physically remove aberrant nucleotide pairing which may physically distort
the DNA macromolecular structure as well as the gene coding sequence. The SOS-
response is DNA damage-inducible and leads to the expression of genes involved in
excision double strand break repair mechanisms, as well as the low fidelity DNA

polymerase V molecule which replicates through damaged DNA regions (Walker, 1996).

Membrane damage can occur through free-radical reactions in a process termed ‘lipid
peroxidation’ which decreases membrane fluidity and disrupts membrane-bound proteins
(Cabiscol et al., 2000). Damaged membrane proteins and lipids cannot be repaired and so

are degraded and synthesised de novo.
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The previous lag phase study identified many of the genes involved in cellular repair as
being induced during lag phase (Rolfe, 2007). In terms of DNA repair mechanisms, base
excision repair, mismatch repair and nucleotide excision repair systems were all
significantly up-regulated during lag phase, in comparison with stationary phase.
Conversely, very few genes involved in direct enzyme repair were induced. The data
inferred that lag phase protein repair was focussed on degrading carbonylated proteins
from four minutes post-inoculation until the end of lag phase. Fe-S clusters were
synthesised de novo rather than maintaining or repairing existing ones. Interestingly, the
transcriptomic data revealed that genes involved in fatty acid degradation were not
induced, although new fatty acids were synthesised as indicated by a uniform up-regulation
of the fab genes through lag phase and into mid-exponential phase (Rolfe, 2007). These
data suggested that either no fatty acid degradation was occurring, or that the degradation

was performed by existing enzymes present within the cell.

1.3.6 Ribosomes and lag phase translation

There are comparatively few studies performed on ribosomes in Salmonella compared with
E. coli, although the ribosome structure is believed to be similar in both organisms (Noller
& Nomura, 1996). Ribosome concentration, and therefore protein synthesising capabilities,
are intrinsically linked with the growth rate of a bacterium (Wagner, 1994). There are high
numbers of active 70S ribosomes present in E. coli during exponential growth (Algranati et
al., 1969). Upon transition into stationary phase these 70S ribosome monomers become
dimerised into 100S inactive complexes through the ribosome modulation factor (RMF)
(Yoshida et al., 2002, Yoshida et al., 2009). These ribosome dimers are resistant to
proteolytic and RNase degradation (Wada, 1998). During lag phase, acquired pools of
100S ribosome complexes disassociate, supplying a basal concentration of active 70S
ribosomes, at which point no further 100S ribosomes are detected (Aiso et al., 2005). It has
been shown that S. Typhimurium up-regulates genes encoding ribosomal proteins within
20 minutes of inoculation into fresh LB medium, a process which continues for the
duration of lag and throughout exponential growth (Rolfe, 2007). It is likely that the
requirement for de novo synthesised ribosomes represents considerable physiological work
for the bacteria before growth can be initiated. The rate limiting step for the ribosomal
synthesis is the transcription of rRNA (Paul et al., 2004) occurring within five minutes of

inoculation into fresh medium (Kjeldgaard et al., 1958). The ribosome structure encoding
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genes are essential to both E. coli and Salmonella (Gerdes et al., 2003, Holt et al., 2009)
suggesting that the synthesis of ribosomes is an essential physiological process across

organisms during the transition from stationary phase into lag phase.

1.3.7 Molecular chaperones

There are at least five distinct classes of molecular chaperones that bind to unfolded,
nascent polypeptide chains, protecting exposed hydrophobic domains and preventing
protein aggregation (Mayhew & Hartl, 2009). Chaperones are essential for the correct
folding of proteins, although they do not form part of the final folded protein complex.
Some molecular chaperones are induced under conditions which disrupt or denature folded
proteins, such as elevated temperatures. These so-called heat-shock proteins (HSPs) may
be present at normal physiological temperatures but their production is induced further
under stress conditions. Various molecular chaperones including HSPs and CSPs (cold-
shock proteins) were up-regulated during Salmonella lag phase at 25 °C (Rolfe, 2007)
suggesting either denatured proteins were present as a result of damage, or that the
elevation of chaperones was not stress induced but rather a lag phase induced process. The
induction of HSPs has been observed in other lag phase studies in non temperature-
elevated conditions (Larsen et al., 2006). The chaperones GroEL and GroES are members
of the Hsp60 family of heat-shock proteins and function to fold newly-synthesised proteins
(Mayhew & Hartl, 2009). Elevated concentrations of both GroEL and GroES were
detected in Lactobacillus delbrueckii ssp. bulgaricus during lag phase after inoculation into
milk (Rechinger et al., 2000), perhaps involved in the production of metabolic enzymes
responding to a shift in carbon source from glucose to lactose. An elevated expression of
genes encoding molecular chaperones was identified in Sa/monella although no definite

role during lag was determined for these genes (Rolfe, 2007).

Although many of the physiological processes described above may be either organism or
environment specific, there are some processes, such as the synthesis of ribosomes which
are expected to be fundamental processes underpinning lag phase in various organisms and
environments. One important question is whether bacteria such as Salmonella have a single
strategy for initiating cell division or whether these processes are dependent upon changes
in events such as the growth history. Part of the present study is aimed at determining

whether such diverse strategies exist under mildly perturbed conditions.
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1.4 Global analyses of lag phase in other systems

Other studies are beginning to look at proteins produced during lag phase although this
work is generally focussed on a single lag time-point. The first comprehensive
transcriptomic and proteomic study of a lag phase prokaryote was performed on the Gram
positive bacterium Lactococcus lactis (Larsen et al., 2006). The study compared lag phase
with exponential growth in two media, identifying processes such as nucleotide
metabolism, chaperone production, amino acid transport, glycolysis and co-enzyme
production being significantly increased in lag phase. A more recent study continued on
from the Larsen et al (2006) work by analysing the proteome of two strains of
Lactobacillus plantarum during lag phase, exponential phase and stationary phase
(Koistinen et al., 2007). The study by Koistinen and colleagues (2007) highlighted diverse
metabolic activity occurring during lag phase but considerably less than early-exponential

phase, which showed an increase in more central metabolic pathways such as glycolysis.

One further noteworthy study was performed with the Gram positive bacterium
Streptomyces coelicolor which studied the intermediate lag (Figure 1.3) caused by various
stresses and nutrient limitation (Novotna et al., 2003). The proteomic analysis determined
a metabolic shift occurring during the starvation-induced lag to make use of available
substrates prior to re-growth. Interestingly, the analysis identified similar responses
between starvation stress and other exogenous stresses such as cold and heat shock. The
bacteria produced molecular chaperones (heat-shock and cold-shock proteins) during the
starvation-induced lag phase in a similar manner to the nutrient upshift identified during
lag phase in Salmonella (Rolfe, 2007). This may mean that chaperone production is a lag
phase specific bacterial response to growth cessation and functions to aid in bacterial

utilisation of alternative metabolites.

1.4.1 Eukaryotic lag phase processes
Although parallels between eukaryotic and prokaryotic lag phase are difficult to draw, it is
possible that crucial cell division initiation processes are conserved across biological

kingdoms.

A global transcriptomic study of the yeast Saccharomyces cerevisiae during lag phase as

early as 20 minutes post-inoculation revealed up-regulation of genes encoding ribosomal
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proteins, ribosomal RNA (rRNA), hexose sugar transport and metabolism of amino acids
and nucleotides, compared with a stationary phase inoculum (Brejning ef al., 2003). Many
of the genes encoding these processes were also induced during the lag phase of
Salmonella (Rolfe, 2007), suggesting that activation of critical metabolic pathways and

synthesis of translation machinery may be critical processes during lag phase.

The study by Brejning and colleagues (2003) identified various repressed genes including,
rather surprisingly, those involved in carbohydrate metabolism which would presumably
be down-regulated in the 42 hour stationary phase inoculum as the supplemented glucose
(5 g/L) in the growth medium was completely utilised by 18.5 hours (Brejning et al.,
2003). This result differed from the Rolfe (2007) study of Salmonella in LB medium
containing less glucose which showed approximately the same expression of glycolysis

genes as the stationary phase inoculum.

The yeast study (Brejning et al., 2003) confirmed an earlier proteomic study which
discovered in excess of 100 stable proteins synthesised by S. cerevisiae during lag phase
(Brejning & Jespersen, 2002). These proteins functioned in ribosome assembly, amino acid
biosynthesis, carbohydrate metabolism and S-adenosylmethionine synthesis. A more recent
study by the same group compared the gene transcripts and proteins induced during lag
phase between the brewing yeasts Saccharomyces pastorianus and S. cerevisiae (Brejning
et al., 2005). This study discovered many similarities between the two yeast species in
terms of lag phase specific processes inferred to be induced. Many of these processes were
metabolic including: the glycolysis pathway, valine and isoleucine biosynthesis, synthesis

of purines, ergosterol biosynthesis and glycerol metabolism.
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1.5 Rationale for this study

The findings for lactic acid bacteria, yeast and Sal/monella have highlighted important lag
phase processes including protein synthesis, metabolism and ribosome assembly. These
processes may represent a minimum ‘work to be done’ during the lag phase of many
organisms with any additional organism- or environment-specific physiological work

contributing to an extended lag time.

The physiological ‘work to be done’, quantified by the parameter 4, (Baranyi & Roberts,
1994), depends upon the physiological state and the physiological history of a bacterial
population. Rolfe (2007) performed an extensive transcriptomic study into S. Typhimurium
lag phase in LB medium at 25 °C. Under more physiologically-demanding conditions, the
metabolic work to be done would be increased, and therefore the lag time should also
increase. Investigating the recovery of stressed S. Typhimurium at the transcriptomic level,
using the Rolfe (2007) data as a ‘control’, would allow the robustness of lag phase to be
determined and elucidation of the processes that are faithfully reproduced under both
conditions. This in turn would identify the sensitivity of lag phase physiology to
environmental changes, and help to explain the adaptability of Salmonella in diverse
environments and aid the development of more sophisticated predictive microbiology
models. Although there are many forms of mild and severe bacterial stress, it is important
to focus upon food relevant stresses which could be useful for modelling pathogens under
food storage conditions. Cold storage (refrigeration) is a suitable stress which is used
routinely by the food industry. Bacteria can adapt to cold temperature (Phadtare, 2004) and
chilling may increase the 4y of the bacterial population during lag phase (Baranyi &

Roberts, 1994).

The previous Salmonella lag phase transcriptomic study identified lag phase induced genes
and thereby inferred lag phase processes (Rolfe, 2007 and Figure 1.7). Mutant strains,
deficient in lag phase induced genes, were constructed, however majority of these strains
did not have an increased geometric lag time when grown in the static system (Rolfe,
2007). Further phenotypic evidence would therefore be required to confirm many of the
inferred lag phase processes including metal homeostasis and oxidative stress resistance.

The previous Salmonella lag phase work was the first to study lag phase at the
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transcriptomic level in a food-relevant growth system. Further studies in such systems will
be required to identify which processes are crucial for lag adaptation. The present study

makes use of the lag phase static growth system to meet specific aims, indicated below.

1.5.1 Aims of this study
The aim of this study is to extend understanding of the physiology of lag phase in S.
Typhimurium. The earlier work of Rolfe (2007) is built upon. Specific targets are to:

e Confirm the bacterial population lag times observed previously and to determine
the effect of cold storage on lag recovery (Chapter 3).

e Measure the transcriptome of cold storage recovering bacteria and compare with
the transcriptomic response of bacteria not subject to cold storage (Chapter 4). This
will help to identify whether a universal lag phase response exists to resume cell
division.

e Study stationary phase bacteria to elucidate any mechanisms for rapid lag phase
adaptation (Chapter 5).

e Phenotypically investigate processes of oxidative stress during lag phase and
determine the importance of oxidative stress defence mechanisms (Chapter 6).

e Develop a sensitive method to reproducibly measure the intracellular metal ion
concentration in Salmonella by inductively-coupled plasma mass spectrometry
(ICP-MS).

¢ Quantify the intracellular metal ion concentration in Salmonella throughout growth

and investigate the role of metal ion transporters during lag phase (Chapter 7).
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2. Materials and Methods

This chapter outlines the techniques and reagents used to perform the experiments
described in this thesis. All chemicals used were of laboratory grade, unless otherwise
stated, and were primarily supplied by Sigma Aldrich (Poole, UK). When other suppliers
were used, they have been noted in this chapter. All media used were made up with de-
ionised water, purified to a standard of 18.2 MQ/cm and referred to in this section as
dH,0O. Any molecular techniques such as the elution of DNA or RNA were performed with
nuclease-free high grade water (Sigma, W4502). All solutions were stored at room

temperature unless otherwise specified.

2.1 Microbiological methods

2.1.1 Growth conditions

Liquid cultures were routinely incubated statically at 25 °C in controlled temperature
rooms. The constant temperature was maintained by Impact Air conditioning units
(Marstair, Brighouse, UK). Care was taken to store flasks in the same area of the constant

temperature room to ensure reproducibility of the static growth system (Section 2.1.6).

Incubation of cultures at 2 °C was performed in cold rooms maintained by chiller units
(Roller, Singapore). The constant temperature was monitored using H140A temperature
Dataloggers (Hanna Instruments, Portugal) and a maximum variation of + 2 °C was
recorded. Stored liquid culture temperatures were monitored by HI141 temperature
Datalogger probes (Hanna Instruments, Portugal) and had a maximum variation of + 0.45

°C.

Agitated incubation of liquid cultures in 250 ml Erlenmeyer flasks was performed using an
Innova 3100 water bath (New Brunswick Scientific) at 37 °C, 250 rpm or in an Innova
4400 Air-Incubator (New Brunswick Scientific) at 30 °C, 250 rpm. Overnight cultures
were propagated in 30 ml universal tubes (R & L Slaughter, UK) using an Innova 4000
Air-Incubator (New Brunswick Scientific) agitated at 250 rpm. Static cultures and plates
were maintained at 37 °C in a Binder BD53 microbiological incubator (Binder, South

Korea) or at 30 °C in a Niive EN120 microbiological incubator (Niive, Turkey).
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2.1.2 Liquid media

Salmonella Typhimurium was cultured in Luria Bertani (LB) medium (Lab M, Lancashire,
UK), which was made as follows: 10 g Tryptone, 10 g NaCl and 5 g Yeast Extract added to
a litre of dH,O (Bertani, 1951). The LB medium was adjusted to pH 7.0 via drop-wise
addition of 7 M NaOH to agitated medium using a stirrer (Philip Harris, UK), and the pH
recorded to two decimal places using a Delta 340 pH meter (Mettler). LB medium was
sterilised either by autoclaving at 121 °C, 15 PSI for 15 minutes, or by filter-sterilisation.
Filter sterilisation was used when reproducibility of the batch medium was critical (i.e.
during growth curves or molecular analysis of cells). Filtration involved drawing the
medium through a 0.22 pm polyethersulphone (PES) membrane bound in a Stericup Filter
Unit (Millipore, FDR-125-010Q), using a vacuum, into 1 litre plastic receiver flasks
(Millipore, FDR-125-507Y). Antibiotics were added to liquid media at concentrations
shown in Table 2.1.

During the preparation of electrocompetent cells, Lennox broth was prepared as follows:
10 g Tryptone, 5 g NaCl and 5 g Yeast Extract added to a litre of dH,O (Lennox, 1955)
and autoclaved at 121 °C, 15 PSI for 15 minutes.

Antibiotic Supplier  Catalogue Stock Final
number concentration concentration
(mg/ml) (ug/ml)

Ampicillin (Ap)  Sigma A9518 100 mg/ml in water ~ 100ug/ml
Aldrich

Chloramphenicol Sigma C0378 35 mg/ml in ethanol 35 ug/ml

(Cm) Aldrich

Kanamycin Sigma K4000 50 mg/ml in water 50 pg/ml

(Km) Aldrich

Spectinomycin Melford S0188 150 mg/ml in water 150 pg/ml

(Spc) Laboratories

Streptomycin Sigma S6501 100 mg/ml in water 100 pg/ml

(Sm) Aldrich

Table 2.1 Antibiotic stock solutions and working concentrations.

Water-based antibiotic stock solutions filter sterilised using a 0.22 um syringe filter
(Millipore, SLGV 033) and stored at 4 °C. Long-term storage of antibiotic stock solutions
was performed at -20 °C.
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2.1.3 Altered liquid LB medium

2.1.3.1 Conditioned LB medium

For some experiments Salmonella was growth in conditioned medium (Section 3.2.5). The
production of conditioned medium has been described previously (Weichart & Kell, 2001).
Briefly, conditioned medium was prepared by adding 30 % (v/v) cell-free supernatants of
48 hour 25 °C statically-grown S. Typhimurium culture to 70 % (v/v) fresh LB. Cell-free
supernatants were obtained by centrifuging a 48 hour stationary phase culture at 7000 rpm
(5378¢g), 20 °C, 10 minutes (Beckman HS-2 centrifuge, JA-10 rotor) to remove the
majority of cellular debris and then filter sterilised through a 0.22 um PES membrane into
a Stericup receiver (Millipore, FDR-125-507Y) and stored at 25 °C until use. After
addition of stationary phase supernatants to fresh LB, the pH was modified to 7.0. The
conditioned medium was sterilised via filtration as described (Section 2.1.2) prior to use.
When comparing bacterial growth in conditioned medium with LB medium, both sets of

growth curves were performed on the same day to decrease experimental variability.

2.1.3.2 Chelex-100 treated LB medium

When studying the effect of depleted metals on Salmonella lag phase, a low metal
environment was required (Section 7.2.3). This was accomplished during media
preparation by adding 5 % (w/v) Chelex 100 (C7901, Sigma) to the LB medium under
agitation for 30 minutes. The Chelex matrix consisted of 1 % cross-linked polystyrene
beads containing the sodium form of iminodiacetic acid, which acts as a divalent cation
chelator with a binding capacity of 0.4 mEq / ml. After 30 minutes addition, the matrix was
allowed to settle and was subsequently removed by 0.22 um filter sterilisation using a

Stericup Filter Unit (Millipore, FDR-125-010Q).

2.1.4 Solid media

The primary solid medium used to propagate strains and plasmids was LB agar which was
prepared by the addition of agar (Formedium, UK) to LB medium at 15g / Litre, prior to
autoclaving. Antibiotics were added to cooled molten agar (50 °C — 60 °C) at
concentrations described (Table 2.1), and the plates were allowed to dry in a laminar flow

hood (Pyramid Engineering Services) for at least 30 minutes.
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For P22 transduction experiments described in this thesis, green indicator plates were used
to identify phage lysogens, as described previously (Maloy et al., 1996). A base agar
comprising (per litre): 8.0 g tryptone (Becton Dickinson, Cat. No. 211705), 1.0 g yeast
extract (Becton Dickinson, Cat. No. 212750), 5.0 g NaCl (Sigma, Cat. No. 31434), 15 g
agar (Formedium, Cat. No.AGA(03) was made. After autoclaving, 21 ml 40% (W/v)
glucose (VWR, 101176K), 25 ml 2.5% (w/v) alizarin yellow G (Sigma-Aldrich, 20,670-9)
and 3.3 ml 2% (w/v) aniline blue (Merck, 1.16316) was added. Both the glucose and the
alizarin yellow G were autoclaved prior to addition to the base agar. The aniline blue was
filter sterilised through a 0.22 um filter (Millipore). Stored stock alizarin yellow G was

dissolved by gentle heating in a microwave prior to addition into the base agar.

2.1.4.1 Motility agar

Low concentration agar was used to test cell motility on plates as described elsewhere
(Tittsler & Sandholzer, 1936) and was prepared by adding (per litre); 10 g tryptone, 5 g
NaCl and 3 g agar. After autoclaving the molten agar was poured into agar plate moulds
and allowed to stand in a laminar flow hood. For experiments involving low concentration
agar, 1 pl overnight stationary phase culture (~10° colony forming units (CFU)) was
pipetted into the semi-solid agar and the plates were incubated non-inverted at 37 °C for

approximately 16 hours.

2.1.5 Storage of bacterial stocks

Bacterial strains and plasmids used in this study are shown (Table 2.2). Long-term storage
of bacterial strains was at -80 °C, as glycerol stocks. Glycerol stocks were made by mixing
glycerol to final concentration of 25 % with an overnight stationary phase culture in LB
medium. Alternatively, single colonies of a strain on an agar plate were stored on
Microbank beads (ProLab Diagnostics) following the manufacturer’s instructions. Strains
were streaked onto LB agar plates as required and incubated overnight at 37 °C. Short-term

storage of strains on agar plates was performed at 4 °C for a maximum of one week.

2.1.6 The static growth system for lag phase experiments
For all experiments performed at 25 °C, a static system was used which maintained a
constant physiological history to ensure reproducibly between experiments. All media

were made fresh and filter-sterilised (0.22 pum filter) into a 1-litre disposable flask
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(Millipore, FDR-125-507Y) and pre-warmed at 25 °C for at least 24 hours. The system has
been described in detail elsewhere (Rolfe, 2007).

Briefly, an S. Typhimurium SL1344-derived strain was streaked from a glycerol stock at -
80 °C onto a LB agar plate (Section 2.1.4 and Section 2.1.5) and grown overnight at 37 °C.
A single colony was taken and sub-cultured in 10 ml LB (pH 7) supplemented with 10
pug/ml streptomycin in a 30 ml plastic universal tube (Slaughter Ltd.) for 48 hours at 25 °C.
A second subculture into 10 ml LB (pH 7) without antibiotics was performed using an
inoculating loop. After 48 hours, 200 pl of a 1:100 dilution was used to inoculated 500 ml
LB (pH 7.0). After 48 hour static growth at 25 °C, 0.5 ml of culture was used as a
standardised culture for inoculation into an experimental flask containing 750 ml LB (pH

7.0).

For some experiments a lower starting inoculum was used to monitor growth over an 18
hour period using two experimental flasks with each inoculation staggered by 15 hours.
The first experimental flask was used for the initial nine hours of growth and an additional
final time-point 25 hours post-inoculation. The second flask was used to measure the
period 10-18 hours post-inoculation. When measuring bacterial growth, it was important to
ensure that the growth curves from the two flasks were continuous and representative of a
single 18 hour growth curve. This was performed during the curve fitting stage using the

DMFit macro (Section 2.1.7).

During low cell concentration inoculation of the two experimental flasks, decimal dilutions
of the standardised stationary phase culture were made (1:100) and 0.5 ml was inoculated
into the 1 L experimental flask (Millipore, FDR-125-507Y) to give a starting inoculum of
~5 x 10> CFU / ml. The experimental 1 Litre flask was shaken briefly to mix the culture

and then stored statically at 25 °C until needed.

2.1.6.1 Cold storage system

For Lag Pre-Incubation experiments, cultures were grown as per the static growth system
with one exception. The 500 ml culture of standardised inoculum was moved from 25 °C
to 2 °C until required, minimising the agitation of the culture. During inoculation of the 1

L experimental flask (Millipore, FDR-125-507Y), an aliquot (~ 5 ml) of pre-chilled
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inoculum was removed and stored on ice to buffer against any temperature change wh