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Abstract

The incidence structure of the cross-polytope gives rise to certain modular representa-

tions for the hyperoctahedral group. In this thesis we introduce and begin the study

of these natural representations. In particular we show that they satisfy a branching

rule. This branching rule is used to extract information about the representations

and underlying combinatorial objects. Amongst the information extracted is a for-

mula for the dimensions of the representations. This has applications in calculating

the p-rank of incidence matrices arising from the cross-polytope. We also construct

explicit generators for the representations and identify cases where the representations

are irreducible.
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Chapter 1

Introduction

The n-cross-polytope is the n-dimensional analogue of the octahedron and the dual

of the n-cube. Attached to the cross-polytope are many ranked posets. In this thesis

we are interested in the combinatorics of these ranked posets and associated modular

representations. The posets arise by picking certain types of subsets of the vertex set of

the cross-polytope. In the case where these subsets are the faces of the cross-polytope

we recover the usual simplicial complex of (the boundary of) the cross-polytope. This

is an important special case. If n = 2 it is a generalized quadrangle of order (1, 1).

More generally it underlies the structure of a polar space of rank n.

The incidence structure of these posets naturally gives rise to incidence matrices

which encode the covering relation of the poset in 0’s and 1’s. The elements of a poset

can be viewed as the basis of a vector space or more generally a free module over a

ring. The rank function extends to a grading of this module – given an integer k the

k-th graded component is the submodule generated by the elements of rank k in the

poset. With this viewpoint the incidence matrices can be regarded as linear maps

between graded components or as homogeneous maps on the whole graded module.

These maps are known as incidence maps. This is a common idea. However, this

construction can also be viewed from a homological point of view and this is one of

the main objectives of this thesis. We will describe the construction explicitly shortly.

For now we merely note that the homology modules arising from this construction are

known as incidence homology modules. We are interested mainly in the case where the

coefficient domain has positive characteristic. This homology dates back to the 1940s
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1. Introduction

paper [22] of Mayer, but remains relatively underdeveloped. Incidence homology has

the advantage that it can be attached to any finite ranked poset and it is defined

purely by the combinatorics of the poset.

The symmetry group of the n-cross-polytope is the well-known hyperoctahedral

group Bn. All of our constructions are compatible with the group action of Bn on

the cross-polytope. This has the side-effect that chain modules of chain complexes

become modules for Bn, incidence maps commute with Bn and the homology modules

become modules for Bn. This leads to questions invisible from the purely combina-

torial viewpoint: How do these modules look on restriction to a subgroup? Is there

a branching rule for the restriction to Bn−1? Under what conditions are the modules

irreducible? More generally, what are the composition factors? Additionally, the ho-

mological approach lends itself to the calculation of dimension formulae in the form

of alternating sums. This can be applied to calculate the modular rank or p-rank of

the incidence matrices.

The ranked posets we study can be roughly described as follows. Let {e1, . . . , en}
be the standard basis in Rn. A concrete realisation of the n-cross-polytope is given

by taking the convex hull of the vertex set

∆ = {±e1, . . . ,±en}.

We partition the subsets of ∆ into types as follows. Two subsets are considered of

the same type if and only if they

(a) contain an equal number of subsets of the form {ej,−ej} and

(b) have an equal number of ej appearing, disregarding whether they appear with

a “+” or a “−”.

Thus the subsets of ∆ fall into a 2-dimensional array of types. The posets we study

arise by fixing one coordinate of this array and taking the union of all types obtained

by varying the other coordinate. In each case, a rank function is naturally provided

by this other coordinate.

Let us describe these ranked posets a little more explicitly so we can set up notation

for the corresponding homological sequences and homology modules. By the previous

paragraph we have a 2-dimensional array of types. Let x be a subset of ∆. Consider

the number in (a) for x, that is the number of subsets of x of the form {ej,−ej}. We
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1. Introduction

call subsets of this form doubles of x. For d an integer we set L∗,d to be the set of

all subsets of ∆ which contain precisely d doubles. We think of L∗,d as a row in the

2-dimensional array of types. Notice that L∗,d is partially ordered by subset inclusion.

To define a rank function on L∗,d we use the other number, the number defined in

(b). That is for x ∈ L∗,d the rank of x is given by the number of ej appearing in

x, disregarding whether they appear with a “+” or a “−”. We call this number the

unsigned size of x. We define a similar notation for the columns: For u ∈ Z set Lu,∗

to be the set of subsets of ∆ of unsigned size u. Then Lu,∗ is also partially ordered by

subset inclusion. A rank function is provided by the number of doubles. Explicitly,

for x ∈ Lu,∗ define the rank of x to be the number of doubles of x. Note that the

rank functions are defined differently in L∗,d and Lu,∗. The following picture shows

the column L2,∗ in the case n = 2:

rank 2

rank 1

rank 0.

{e1,−e1, e2,−e2}

{e1,−e1, e2} {e1, e2,−e2} {−e1, e2,−e2} {e1,−e1,−e2}

{e1, e2} {−e1, e2} {e1,−e2} {−e1,−e2}

Next we show how incidence homology can be defined for any finite ranked poset.

We outline the general construction as follows. Afterwards we will apply this to the

posets defined above. Let P be a finite ranked poset and let F be a field. Denote

by M the F -vector space with basis P . This space is naturally graded by the rank

function of P . For k an integer let Pk denote the set of elements of rank k in P . Then

the k-th graded part of M is Mk = FPk with Mk = 0 whenever Pk = ∅. The crucial

point where incidence homology diverges from the classical is in the definition of the

differential. The partial order on P gives rise to a linear incidence map on M . This

incidence map is defined as the linear map ∂ that takes each element of P to the sum

of the elements that it covers. Consider the sequence

. . .
∂←−M1

∂←−M2
∂←−M3

∂←−M4
∂←−M5

∂←− . . . . (1.0.1)

Since P is finite this sequence is terminated by an infinite string of zeros at each end.

In particular, ∂ is nilpotent. Let m be a positive integer such that ∂m = 0. This
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1. Introduction

means that any composition of m arrows in (1.0.1) is zero. We call a sequence with

this property an m-complex. For instance a 2-complex is an ordinary chain complex

or homological sequence. Fixing k and an integer i with 0 < i < m gives rise to the

sequence

MP
k,i : . . .

∂i←−Mk−m
∂m−i←−−−Mk−i

∂i←−Mk
∂m−i←−−−Mk+m−i

∂i←−Mk+m
∂m−i←−−− . . . .

Since ∂m = 0 this sequence is homological, that is the composition of any two arrows is

zero. We thus can form homology modules in the usual way. We denote the homology

of the sequence at position k by

Hk,i = HPk,i = (ker ∂i ∩Mk)/∂
m−i(Mk+m−i).

This module is known as an incidence homology module.

We now apply this general construction to our posets. Let F be a field of charac-

teristic p > 0. Since each row L∗,d and each column Lu,∗ is a ranked poset, we can

apply the construction above to get homological sequences and incidence homology

modules. The resulting incidence map for the row L∗,d is the linear map which takes

each subset x ∈ L∗,d to the sum of its subsets that can be obtained by removing pre-

cisely one element which does not lie in a double of x. The resulting incidence map

for the column Lu,∗ is the linear map which takes each subset x ∈ Lu,∗ to the sum of

its subsets that can be obtained by removing precisely one element which does lie in

a double of x. It can be shown, either by Theorem 3.3.5 or by counting chains, that

the incidence maps of L∗,d and Lu,∗ are both nilpotent of degree p. Let P = L∗,d and

Q = Lu,∗. For each integer i with 0 < i < p we set the notation

Ṁn
u,d,i =MP

u,i

with homology
Ḣn
u,d,i = HPu,i

and M̈n
u,d,i =MQ

d,i

with homology
Ḧn
u,d,i = HQd,i.

So far we have not mentioned how the symmetry group Bn is involved. We rectify

this now. Observe that the permutation action of Bn on the vertices of the cross-

polytope extends to a permutation action on the subsets of ∆. What we have been

calling types are actually the orbits of Bn on the set of subsets of ∆. Therefore Bn acts
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1.1. Overview

as a group of rank-preserving automorphisms on the posets L∗,d and Lu,∗. Because

of this the vector spaces involved in Ṁn
u,d,i and M̈n

u,d,i become permutation FBn-

modules and the incidence maps become FBn-maps. Thus the kernels, images and

homology modules also become FBn-modules. In other words these are p-modular

representations for Bn. So, as stated above, we are naturally led to representation

theoretic questions about these sequences and modules which are not immediately

apparent from the purely combinatorial viewpoint. We should emphasize that the

representation theory of Bn is well-understood, for example by the paper [11] of Dipper

and James. The combinatorics of the cross-polytope are reasonably well-understood.

The purpose of this thesis is to isolate parts of the representation theory that are

relevant to the combinatorics and to highlight aspects of the combinatorics which are

only accessible via the representation theory.

1.1 Overview

In Chapter 2 we set out the preliminaries and background material required to com-

prehend the rest of the thesis. Most of this material can be found in standard texts

with the exception of Section 2.4 which introduces m-complexes more thoroughly. In

that section, amongst other things, we define the notion of a “double m-complex”

which will be central in later chapters. Although this is a natural idea, which can

already be seen in the paper [21] of Kapranov and the dissertation [23] of Mirmo-

hades, it would appear that this thesis is the first place where it is explicitly given

a name. The notion is useful for us because of the 2-dimensional grid structure of

the orbits described in the previous section. Section 2.8 provides an overview of the

known results for the simplex case (also known as the Type A, Boolean algebra, or

symmetric group case) with special emphasis on the results we will leverage for our

own purposes. There is quite an extensive literature on this case but the results we

need are mostly found in the paper [3] of Bell, Jones and Siemons.

From Chapter 3 onwards the work is mostly original. In Chapter 3 we describe

in detail the specific setup for the hyperoctahedral case. More specifically, we define

the 2-dimensional grid structure above and go into more depth about the incidence

maps, resulting sequences and homology modules. We end the chapter with our first

main result, Theorem 3.6.1, which relates all of these sequences back down to the
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1.1. Overview

boundary of the cross-polytope. This is of great help later as it enables us to reduce

many arguments down to this case.

Chapter 4 is devoted to the proof of some branching rules which describe the

restriction of the sequences and homology modules to Bn−1. The strongest versions

of these results are Theorem 4.2.3 and Theorem 4.2.4 which can be stated as follows.

Theorem 4.2.3. Let 1 ≤ n and 0 < i < p. We have an isomorphism of chain

complexes of FBn−1-modules

Ṁn
u,d,i
∼= Ṁn−1

u,d,i+1 ⊕ Ṁ
n−1
u−1,d,i ⊕ Ṁ

n−1
u−1,d,i−1 ⊕ Ṁ

n−1
u−1,d−1,i.

Theorem 4.2.4. Let 1 ≤ n and 0 < i < p. We have an isomorphism of chain

complexes of FBn−1-modules

M̈n
u,d,i
∼= M̈n−1

u,d,i ⊕ M̈
n−1
u−1,d,i ⊕ M̈

n−1
u−1,d,i+1 ⊕ M̈

n−1
u−1,d−1,i−1.

These branching rules are powerful tools since they enable many results to be

proved by induction on n. We demonstrate this in Chapter 5. Note that the two

theorems look very similar. We comment more on this observation later.

Chapter 5 is really an exercise in squeezing as much out of the branching rules as

possible. It is well known that the representation theory of Bn in even characteristic

is much simpler than in odd characteristic. This fact is echoed in Section 5.1 where

we completely determine all homology modules in the even characteristic case. They

turn out to be isomorphic to permutation modules. We also prove a duality result in

the even characteristic case which we believe is true regardless of the characteristic.

This is related to the similarity between Theorem 4.2.3 and Theorem 4.2.4.

The remainder of the thesis constitutes the beginning of a study of the more inter-

esting case where the characteristic is odd. The first step on this path is the derivation

of necessary and sufficient combinatorial conditions for the incidence homology mod-

ules to be non-zero, namely we prove the following.

Theorem 5.2.1. Let p > 2. Let 0 ≤ d ≤ u ≤ n be integers. Let 0 < i < p. The

module Ḣn
u,d,i is non-zero if and only if 0 < 2u+ p− i− n− d.

Theorem 5.2.2. Let p > 2. Let 0 ≤ d ≤ u ≤ n be integers. Let 0 < i < p. The

module Ḧn
u,d,i is non-zero if and only if 0 < u− 2d+ i.
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1.1. Overview

Section 5.3 goes a bit further: We prove a dimension formula for the homology

modules, in the form of an alternating sum of ranks of certain chain modules. The

result of the previous section is crucial here as it enables us to swiftly identify branches

of the branching rule that lead to a zero module. The end result is Theorem 5.3.2,

shown below. In the theorem Hn−d−m
u−d−m,i is the incidence homology module for the

symmetric group Sn−d−m studied in [3]. The notation fu′ in the theorem is defined as

follows. Suppose 0 ≤ d ≤ u ≤ n and 0 < i < p are fixed. Set ` = 2u− d + p− i− n.

For u′ ∈ Z define
fu′ =

`+d−1∑
b=`+d−p+1

(
n

u′

)(
u′

d

)(
u′ − d
b− d

)
.

Theorem 5.3.2. Let p < 2. Let 0 ≤ d ≤ u ≤ n and 0 < i < p. Set ` = 2u+ p− i−
n− d. Then

dim Ḣn
u,d,i =

(
n

d

) `−1∑
m=0

(
n− d
m

)
dimHn−d−m

u−d−m,i =
∑
t∈Z

fu−pt − fu−i−pt.

This result depends on a similar result for the modules Hn−d−m
u−d−m,i which appears in

[3]. In the text we show that the fu′ are the ranks of chain modules in a generalised

version of the defining chain complex for the incidence homology module Hn
u,i for the

symmetric group. Thus Theorem 5.3.2 gives the dimension as an alternating sum of

ranks of chain modules from a chain complex, a common trend in Algebraic Topology.

In the simplest case where ` = 1 and d = 0 Theorem 5.3.2 reduces to the statement

dim Ḣn
u,0,i = dimHn

u,i. This together with Lemma 5.6.3 shows that these two modules

are isomorphic as FSn-modules, where Sn is identified with the subgroup of Bn which

preserves {e1, . . . , en}.

The p-rank of an integer matrix is the rank of the matrix when regarded as a

matrix over a field of characteristic p. Theorem 5.3.2 finds an application in the

calculation of p-ranks of incidence matrices arising from the boundary of the cross-

polytope. Explicitly, recall the row L∗,0 consists of all subsets of the vertex set of

the cross-polytope which contain no doubles. These subsets are just the faces of the

usual simplicial complex of the boundary of the cross-polytope. In the following, by

a (k − 1)-simplex we will mean such a subset of size k. For integers 0 ≤ s ≤ t ≤ n

we define the incidence matrix Ws,t to be the {0, 1}-matrix with rows indexed by

the (s− 1)-simplices x and columns indexed by the (t− 1)-simplices y with xy-entry

equal to 1 if and only if x is a face of y. To state our formula for the p-rank of Ws,t

12



1.1. Overview

(valid under certain conditions on s and t) we need two counting functions defined as

follows. For any integer u define

cu = 2u
(
n

u

)
.

For integers u and ` define

f `u =
`−1∑

b=`−p+1

(
n

u

)(
u

b

)
.

These functions count certain subsets of L∗,0 which are related to the action of Sn on

L∗,0. We obtain the following formula for the p-rank of Ws,t.

Theorem 5.4.6. Let p > 2. Let 0 ≤ s ≤ t ≤ n and suppose 0 < t − s < p. Set

` = s+ t+ p− n. Then the p-rank of Ws,t is

rkpWs,t =
∑
k∈Z

∑
m∈Z>0

(
f `−mpt−kp − f

`−mp
s−kp

)
+
∑
k′∈Z≥0

(
cs−k′p − ct−(k′+1)p

)
.

Although this formula looks rather unwieldy, it can easily be evaluated by a com-

puter. It would appear this case has gone somewhat untouched in the literature. In

Section 5.5 we exhibit generating sets for the homology modules. The results are

Theorem 5.5.3 and Theorem 5.5.12. These are used in Section 5.6 to identify irre-

ducible homology modules in terms of the standard modular representation theory of

the hyperoctahedral group. Explicitly, we prove the following two theorems.

Theorem 5.6.1. Let p > 2. Let 0 ≤ d ≤ u ≤ n and i be integers with 0 < i <

p. Suppose H = Ḣn
u,d,i is non-zero. Then H is irreducible if any of the following

conditions hold:

(a) 0 = d = u, in which case H ∼= 1Bn
∼= D((n),0);

(b) 0 = d < u and 2u + p − i − n = 1 in which case H ∼= D(λ,0) where λ is the

partition of n into two parts u and n− u;

(c) d = u = n, in which case H ∼= 1Bn
∼= D((n),0);

(d) d < u = n and i = 1, in which case H ∼= D((d),(n−d)).

Theorem 5.6.2. Let p > 2. Let 0 ≤ d ≤ u ≤ n and i be integers with 0 < i <

p. Suppose H = Ḧn
u,d,i is non-zero. Then H is irreducible if any of the following

conditions hold:

(a) d = u = n, in which case H ∼= 1Bn
∼= D((n),0);
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(b) d < u = n and u− 2d+ i = 1 in which case H ∼= D(λ,0) where λ is the partition

of n into two parts d and n− d;

(c) 0 = d = u, in which case H ∼= 1Bn
∼= D((n),0);

(d) 0 = d < u and i = p− 1, in which case H ∼= D((n−u),(u)).

By comparing these two results, we see that in each of the cases (a)–(d) we have

Ḣn
u,d,i
∼= Ḧn

n−d,n−u,p−i. This is the duality proved in Section 5.1 for the even charac-

teristic case. The conjecture is that this duality holds in odd characteristic also.

In Chapter 6 we state the aforementioned duality conjecture which seems to res-

onate throughout the thesis. We also outline some steps towards a proof, but so far

it is out of reach.

Conjecture 6.0.1. Let 0 ≤ d ≤ u ≤ n and i be integers with 0 < i < p. Then we

have an isomorphism of FBn-modules

Ḣn
u,d,i
∼= Ḧn

n−d,n−u,p−i.

This is related to Poincaré duality for the p-complexes. Finally the appendices

contain some explicit descriptions of homology modules for small n. Appendix A

shows bases for the kernels and images while Appendix B contains tables of Brauer

character decompositions.
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Chapter 2

Preliminaries

The purpose of this chapter is to introduce the basic terminology and some general

results that will be used throughout the rest of the text. Throughout the thesis F

will be a field with characteristic p ≥ 0. Often we will assume p > 0, but this will be

stated. The integers will be denoted by Z. The non-negative integers will be denoted

by N or Z≥0. The positive integers will be denoted by Z>0.

2.1 Ranked posets

Let P be a set. We say that P is a partially ordered set, or poset for short, if there is

a binary relation ≤ on P such that the following hold for all x, y, z ∈ P

(a) x ≤ x (reflexivity),

(b) x ≤ y and y ≤ z implies x ≤ z (transitivity) and

(c) x ≤ y and y ≤ x implies x = y (antisymmetry).

The relation ≤ is called a partial order. We say that P is partially ordered by ≤.

Sometimes, for example if we already know we are talking about a partial order, we

drop the “partially” and just say P is ordered by ≤. For elements x and y in P we

write x < y to mean that x ≤ y and x 6= y. An element x ∈ P such that x ≤ y for all

y ∈ P is called a minimum element of P . It is easy to see that if a minimum element

exists then it is unique so we can say the minimum element. A chain is a poset in

15



2.1. Ranked posets

which all elements x and y satisfy either x ≤ y or y ≤ x. Note that later on we will

also use the word “chain” to mean something completely different, but the meaning

will be clear from the context. An automorphism of P is a bijection g : P → P such

that x ≤ y implies g(x) ≤ g(y) for all x, y ∈ P .

Example 2.1.1 (A poset). Let X be a set. Then any collection of subsets of X is a

poset partially ordered by subset inclusion ⊆. The notation x ⊂ y means x ⊆ y and

x 6= y. Most posets in this thesis will be of this form.

Let x, y ∈ P . We say that y covers x if x ≤ y and there is no z ∈ P such that

x < z < y.

Definition 2.1.2 (Ranked poset). A ranked poset (sometimes called a graded poset)

is a poset P with a function r : P → N such that for all x, y ∈ P we have

(a) x ≤ y implies r(x) ≤ r(y),

(b) if y covers x then r(y) = r(x) + 1 and

(c) if P has minimum element 0̂ then r(0̂) = 0.

Note that definitions of ranked poset vary between authors. In particular, condi-

tion (c) is often omitted but it is convenient for our purposes. The function r in the

definition is called the rank function of P . The number r(x) is the rank of x (with

respect to r). Given a ranked poset P and k ∈ N we write Pk for the set of elements

of rank k.

Example 2.1.3 (A ranked poset). Let X be a finite set. The set of all subsets of X

is a ranked poset. As in Example 2.1.1 a partial order is given by subset inclusion. A

rank function compatible with this partial order is given by the cardinality function

| − |. The empty set is the unique element of rank 0.

Note that a poset can easily fail to be ranked, even if it is contained in a poset

which is ranked. The following example demonstrates this.

Example 2.1.4 (A poset which is not ranked). Let X = {1, 2, 3}. Consider the set

of subsets {∅, {1}, {3}, {1, 2}, {1, 2, 3}} ordered by inclusion as usual. The following

diagram illustrates the poset structure
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2.2. Graded modules

{1, 2, 3}

{1, 2}

{1} {3}

∅

We claim that this poset is not ranked. It cannot be ranked by cardinality since

{1, 2, 3} covers {3} but |{1, 2, 3}| = 3 6= 2 = |{3}| + 1. Suppose it is ranked by

a different rank function r. Then by the left hand part of the diagram we have

r({1, 2, 3}) = r({1, 2}) + 1 = r({1}) + 2 = r(∅) + 3 . Similarly, by the right hand part

of the diagram we have r({1, 2, 3}) = r(∅) + 2, a contradiction.

2.2 Graded modules

Throughout this section R denotes a ring. A graded R-module is an R-module M

together with a decomposition of M as a direct sum of R-modules

M =
⊕
k∈N

Mk.

We call the decomposition a grading of M . The module Mk is called the k-th graded

component or k-th graded part of M . For convenience we also define Mk = 0 for k ∈ Z
with k < 0.

A bigraded R-module is an R-module M together with a decomposition of M as a

direct sum of R-modules
M =

⊕
a,b∈N

Ma,b.

We call the decomposition a bigrading of M . The module Ma,b is called the (a, b)-

th graded component or (a, b)-th graded part of M . For convenience we also define

Ma,b = 0 for a, b ∈ Z with a < 0 or b < 0.

Of course every R-module can be graded. The purpose of the definition is to

provide a shorthand for setting up a module with components accessed by subscripts.

For example instead of writing “Let M = ⊕k∈ZMk be a direct sum of R-modules

with Mk = 0 for k < 0” we can just write “Let M be a graded R-module.” Similar
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2.3. Simplicial complexes

comments apply for bigraded modules.

Let M be a graded R-module. Let ϕ : M → M be an R-homomorphism. If

there exists j ∈ Z with ϕ(Mk) ⊆ Mk+j for all k ∈ N then ϕ is called homogeneous of

degree j. If there exists j ∈ Z such that ϕ is homogeneous of degree j then we call ϕ

homogeneous.

Similarly, letM be a bigradedR-module. Let ϕ : M →M be anR-homomorphism.

If there exist j1, j2 ∈ Z with ϕ(Mk1,k2) ⊆Mk1+j1,k2+j2 for all k1, k2 ∈ N then ϕ is called

homogeneous of degree (j1, j2). If there exist j1, j2 ∈ Z such that ϕ is homogeneous of

degree (j1, j2) then we call ϕ homogeneous.

A common theme throughout the text will be the construction of graded modules

from ranked posets. We outline this construction now. Suppose P is a ranked poset.

Let M be the free R-module with basis P . For k ∈ N let Mk be the free R-module

with basis Pk. This makes M into a graded R-module. An important case is if R is

a field, F say. Then M is just the F -vector space with basis P and the k-th graded

part of M is the subspace spanned by Pk. If G is a group of automorphisms of P
whose action restricts to each Pk then each Mk becomes an FG-module. Hence M is

a graded FG-module. We attach to this construction a homogeneous map of degree

−1 defined by taking each element in P to the sum of the elements it covers. This is

an example of an incidence map. We will discuss this in more detail in Section 2.5.

2.3 Simplicial complexes

Simplicial complexes are roughly triangulations of a topological space. They have

a combinatorial nature which eases computation of topological invariants such as

homology groups. Although we do not necessarily use the idea of a simplicial complex

directly, we feel it is important background.

Definition 2.3.1. An abstract simplicial complex is a set of finite sets closed under

taking subsets1.

A set of size k + 1 in an abstract simplicial complex is called a k-simplex. The

1Some authors, for example Munkres [25], require that the sets be non-empty and that the complex
should be closed under taking non-empty subsets.
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union of all the simplices is called the vertex set of the complex. The elements of

the vertex set are the vertices. We usually identify each vertex with the singleton

(0-simplex) containing it.

Example 2.3.2. Let

X = {{1, 2, 3}, {2, 3, 4}, {1, 2}, {1, 3}, {2, 3}, {2, 4}, {3, 4}, {1}, {2}, {3}, {4}}.

Then X is an abstract simplicial complex. Clearly the notation is a bit verbose and

not very visual so we want a better way to think of an abstract simplicial complex.

We draw X as

2

3

1 4

.

The 0-simplices are just the vertices 1, 2, 3, 4. The 1-simplices are the edges. The

2-simplices are the shaded triangles. If we hadn’t shaded the triangle 123 this would

indicate that {1, 2, 3} was not a simplex of X.

The drawing of an abstract simplicial complex as in the example is known as

the geometric realisation of the abstract simplicial complex. It is an example of a

geometric simplicial complex. This can be made rigorous [25, Theorem 3.1] but it is

not necessary for our purposes. We regard it as simply a visual aid when thinking

about an abstract simplicial complex. From now on, by a simplicial complex we will

always mean an abstract simplicial complex, unless stated otherwise.

Attached to each simplicial complex is a sequence of abelian groups, or in our case

vector spaces, called simplicial homology groups or homology modules. The remainder

of this section is devoted to defining these. First we need the notion of “orientation”.

An orientation of a simplex is an equivalence class of orderings of its vertices under

the equivalence that two orderings are equivalent if and only if they differ by an

even permutation. Thus to any simplex there are precisely two orientations of that

simplex (except 0-simplices which have only one orientation). If (σ0, σ1, . . . , σk) is an

ordering of the vertices of a simplex σ then we write [σ0, σ1, . . . , σk] for the orientation

corresponding to this ordering.
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2.3. Simplicial complexes

Let X be a simplicial complex. Fix an orientation of each simplex in X. Recall

F is a field. We define Ck(X) to be the F -vector space with basis the k-simplices

of X with this orientation. The oppositely orientated simplices also lie in Ck(X):

we regard them as the negations of their counterparts in the basis. For example

[σ0, σ1] = −[σ1, σ0] for any 1-simplex {σ0, σ1}. The elements of Ck(X) are called the

k-chains of X. We call Ck(X) a chain module. We define the differential or boundary

map ∂ : Ck(X)→ Ck−1(X) by

∂([σ0, σ1, . . . , σk]) =
k∑
i=0

(−1)i[σ0, . . . , σi−1, σi+1, . . . , σk]

for each oriented k-simplex [σ0, σ1, . . . , σk]. The key fact is the following.

Lemma 2.3.3 ([25, Lemma 5.3]). ∂2 = 0.

Thus from X we obtain the sequence

. . .← Ck−2(X)
∂←− Ck−1(X)

∂←− Ck(X)
∂←− Ck+1(X)

∂←− Ck+2(X)← . . .

where going down twice always gives you zero. A sequence with this property is called

a chain complex or a homological sequence. Because ∂2 = 0 we have ∂(Ck+1(X)) ⊆
ker ∂ ∩ Ck(X). We define Bk(X) = ∂(Ck+1(X)) and Zk(X) = ker ∂ ∩ Ck(X). The

elements of Bk(X) are called k-boundaries and the elements of Zk(X) are called k-

cycles. The reason for these names should become clear after seeing some examples.

Since Bk(X) ⊆ Zk(X) we can take the quotient space. We define

Hk(X) = Zk(X)/Bk(X).

This is called the k-th simplicial homology module (or group) of X.

Example 2.3.4. Let X be the simplicial complex defined by the picture

1

2

3
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2.4. A different kind of complex

We have

...

C−2(X) = 0

C−1(X) = 0

C0(X) = 〈[1], [2], [3]〉F
C1(X) = 〈[1, 2], [2, 3], [3, 1]〉F
C2(X) = 0

C3(X) = 0

...

We compute the homology H1(X). First, since C2(X) = 0 we immediately have

B1(X) = 0. So H1(X) ∼= Z1(X). To compute Z1(X) notice ∂([1, 2]) = [2] − [1],

∂([2, 3]) = [3]− [2] and ∂([3, 1]) = [1]− [3]. Suppose x = x1[1, 2] + x2[2, 3] + x3[3, 1] is

a 1-chain with ∂(x) = 0. Then x1 = x2 = x3. So Z1(X) = 〈[1, 2] + [2, 3] + [3, 1]〉F . In

particular H1(X) is 1-dimensional. We picture this generator [1, 2] + [2, 3] + [3, 1] of

H1(X) as the cycle in the following picture

1

2

3

We take the view that a simplicial complex is a special kind of ranked poset. The

cardinality function provides a rank function. The vast majority of ranked posets

however are not simplicial complexes. For a general ranked poset Lemma 2.3.3 can

easily fail. So for these posets we do not get homology modules directly by the above

method. In the next two sections we describe a different kind of homology known as

incidence homology which can be defined for any finite ranked poset.

2.4 A different kind of complex

Let m be a natural number. In this section we introduce a generalisation of a chain

complex called an m-chain complex. In all of our applications m will be prime but
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2.4. A different kind of complex

this is not necessary for the definitions. We assume basic knowledge of homological

algebra, a good reference is Weibel’s book [30].

Let R be a ring.

Definition 2.4.1. Let M be a graded R-module. Suppose M is equipped with a

homogeneous map ∂ of degree −1 such that ∂m = 0. Then we call the pair (M,∂) an

m-complex (of R-modules).

Often we will just say that M is an m-complex, rather than (M,∂). The map ∂

is called the differential of the m-complex. We can think of an m-complex M as a

sequence · · · ∂←−Mk−1
∂←−Mk

∂←−Mk+1
∂←− · · ·

where any composition of m consecutive arrows is zero. We have already seen m-

complexes for m = 1 and m = 2: A 1-complex is simply a graded module and a

2-complex is a chain complex in the usual sense.

The idea of an m-complex seems to appear first in a paper [22] of Mayer. For p

prime he describes a method for assigning a p-complex to a simplicial complex and a

theory of p-homology is developed in a similar vein to “standard” simplicial homology

(the case p = 2). Recently there has been activity in the category theoretic properties

of m-complexes (often called N -complexes in the literature) [21, 23]. There is also

motivation from physics and quantum groups [13]. In these papers an m-complex is

defined as a Z-graded module with differential as in our definition. Our definition

differs slightly as our graded modules M have by definition Mk = 0 for k < 0.

The reason for this is that this thesis is more concerned with the study of explicit

combinatorial examples in detail along with attached modular representations.

The m-complexes of R-modules are the objects of a category. We do not prove

this. The morphisms in this category are defined as follows. Let (M,∂M) and (N, ∂N)

be m-complexes of R-modules. An m-chain map or a map of m-complexes from M

to N is an R-homomorphism f : M → N which restricts to maps fk : Mk → Nk such

that ∂Nfk = fk−1∂M for all k ∈ Z, that is such that the diagram
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2.4. A different kind of complex

· · · Mk−1 Mk Mk+1 · · ·

· · · Nk−1 Nk Nk+1 · · ·

∂M∂M∂M∂M

∂N∂N∂N∂N
fk−1 fk fk+1

commutes. A bijective map of m-complexes is called an isomorphism of m-complexes.

Proposition 2.4.2. Let (M,∂M) and (N, ∂N) be m-complexes of R-modules. Let

f : M → N be a bijective map of m-complexes. Then the inverse f−1 : N → M is a

map of m-complexes N →M .

Proof. Let x ∈ Nk. Then f∂Mf
−1(x) = ∂Nff

−1(x) = ∂N(x). Applying f−1 gives

∂Mf
−1(x) = f−1∂N(x).

Note that isomorphism is extremely strong since it preserves all properties of an

m-complex. We will use the following lemma later.

Lemma 2.4.3. Let I be some index set. Suppose for each α ∈ I we have a chain

complex (that is a 2-complex) (C(α), ∂(α)). Let (C, ∂) = ⊕α∈I(C(α), ∂(α)) be the direct

sum chain complex, that is C = ⊕α∈IC(α) and ∂ = ⊕α∈I∂(α). Then we have

ker ∂ ∩ Ck =
⊕
α∈I

(ker ∂(α) ∩ C(α)
k ),

∂(Ck+1) =
⊕
α∈I

∂(α)(C
(α)
k+1) and

(ker ∂ ∩ Ck)/∂(Ck+1) ∼=
⊕
α∈I

(ker ∂(α) ∩ C(α)
k )/∂(α)(C

(α)
k+1).

Proof. Let x ∈ Ck. Then there exist unique x(α) ∈ C
(α)
k such that x =

∑
α∈I x

(α).

Since ∂(x) = ⊕α∈I∂(α)(x(α)) we have ∂(x) = 0 if and only if ∂(α)(x(α)) = 0 for

each α ∈ I. That is if and only if x ∈ ⊕α∈I(ker ∂(α) ∩ C(α)
k ). Similarly, ∂(Ck+1) =

⊕α∈I∂(α)(C
(α)
k+1). Since direct sums commute with quotients we are done.

Weaker notions of equivalence which only preserve certain desired properties can

also be useful. We will introduce one of these weaker notions later, namely “quasi-

isomorphism”.
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2.4. A different kind of complex

We say that M is an m-subcomplex of N if each Mk is an R-submodule of Nk and

the differential ∂M is the restriction of ∂N to M . If M is an m-subcomplex of N then

N/M is an m-complex with k-th graded part Nk/Mk and differential ∂N/M defined by

∂N/M(x+M) = ∂N(x) +M

for each x ∈ N . Such an m-complex is called a quotient m-complex.

Now we will move on to the construction of homology modules from m-complexes.

These will be the main objects of study later. Let (M,∂) be an m-complex. For any

pair of integers k, i with 0 < i < m we may extract from M the sequence

Mk,i : · · · ∂∗←−Mk−i
∂∗←−Mk

∂∗←−Mk+m−i
∂∗←− · · ·

where ∂∗ alternates between the compositions ∂i and ∂m−i as appropriate. The iden-

tity ∂m = 0 implies thatMk,i is a homological sequence (in other words a 2-complex).

So we may form the homology module

Hk,i(M) := (ker ∂i ∩Mk)/∂
m−i(Mk+m−i).

The dimensions of the homology modules are known as the Betti numbers of the

sequence.

Remark 2.4.4. The assignments of the complex Mk,i and the homology Hk,i(M)

to the m-complex M are functorial. Concretely, let (M,∂M) and (N, ∂N) be m-

complexes. Let f : M → N be a map of m-complexes. Then we get a map of chain

complexes Mk,i → Nk,i by restriction to those Mk′ occurring in Mk,i. We also get a

map f∗ of homology modules Hk,i(M)→ Hk,i(N) defined by

f∗(z + ∂m−iM (Mk+m−i)) = f(z) + ∂m−iN (Nk+m−i)

for each z ∈ ker ∂iM ∩Mk. This map is called the map induced on homology. The

image of two composed maps is the composition of their two images.

We say that f as in the remark is a quasi-isomorphism if for each for each pair of

integers k and i with 0 < i < m the map f∗ : Hk,i(M) → Hk,i(N) is an isomorphism

of R-modules.

A frequently occurring object in homological algebra is the double complex (or

bicomplex). We will need an m-complex analogue. First recall the definition of a

double complex [30, Example 1.2.4] as follows. Let M be a bigraded R-module. Let

∂ and δ be R-endomorphisms of M homogeneous of degrees (−1, 0) and (0,−1) such
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2.4. A different kind of complex

that (∂ + δ)2 = 0. Then the triple (M,∂, δ) is called a double complex. The double

complex M can be visualised as a grid

...
...

...

· · · M−1,1 M0,1 M1,1 · · ·

· · · M−1,0 M0,0 M1,0 · · ·

· · · M−1,−1 M0,−1 M1,−1 · · ·

...
...

... .

δ
∂

δ

∂

δ

∂

δ

∂
δ

∂
δ

∂

δ

∂

δ

∂

δ

∂

δ

∂
δ

∂

δ

∂

The condition (∂ + δ)2 = 0 can be expanded to ∂2 + ∂δ + δ∂ + δ2 = 0. Now ∂2,

∂δ+ δ∂ and δ2 are homogeneous of degrees (−2, 0), (−1,−1) and (0,−2) respectively.

Therefore they must each be zero for the condition to hold. So (M,∂, δ) is a double

complex if and only if each of its rows and columns are chain complexes and each

square in its diagram anticommutes.

We introduce what seems to be the natural generalisation of a double complex for

m-complexes as follows.

Definition 2.4.5. Let M be a bigraded module. Suppose M has two

R-endomorphisms ∂ and δ homogeneous of degrees (−1, 0) and (0,−1) respectively

such that
(∂ + δ)m = 0. (2.4.6)

Then the triple (M,∂, δ) is called a double m-complex.

Setting m = 2 gives the usual definition of a double complex as we wanted. Con-

dition (2.4.6) can be interpreted diagrammatically as follows. If we think of M as the

(not necessarily commuting) diagram
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...
...

...

· · · M−1,1 M0,1 M1,1 · · ·

· · · M−1,0 M0,0 M1,0 · · ·

· · · M−1,−1 M0,−1 M1,−1 · · ·

...
...

...

δ
∂

δ

∂

δ

∂

δ

∂
δ

∂
δ

∂

δ

∂

δ

∂

δ

∂

δ

∂
δ

∂

δ

∂

then (2.4.6) is equivalent to the statement that the sum of all length m compositions

of arrows between any two objects in the diagram is zero.

Example 2.4.7. Let m = 3. Then

(∂ + δ)3 = ∂3 + ∂2δ + ∂δ∂ + δ∂2

+ ∂δ2 + δ∂δ + δ2∂ + δ3. (2.4.8)

Evaluating (2.4.8) on an element x ∈ Ma,b amounts to calculating
∑
f(x) as f runs

over the possible length 3 compositions of arrows in the truncated diagram

Ma−3,b Ma−2,b Ma−1,b Ma,b

Ma−2,b−1 Ma−1,b−1 Ma,b−1

Ma−1,b−2 Ma,b−2

Ma,b−3

∂

δ

∂

δ

∂

δ
∂

δ

∂

δ
∂

δ

The condition (∂ + δ)3 = 0 implies that

∂3 = ∂2δ + ∂δ∂ + δ∂2 = ∂δ2 + δ∂δ + δ2∂ = δ3 = 0.

Let M be a double m-complex with differentials ∂ and δ. Then we define the total
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m-complex of M , denoted Tot(M), by

Tot(M)k =
⊕
a+b=k

Ma,b

with differential d : Tot(M)→ Tot(M) defined by

d = δ + ∂.

The following is then immediate from the definitions.

Proposition 2.4.9. The total m-complex of a double m-complex is an m-complex.

2.5 Incidence homology

Let P be a finite ranked poset. Let F be a field. LetG act as a group of automorphisms

of P which preserves each Pk for k ∈ N. In this section we describe the general method

of constructing from P an m-complex of FG-modules. Note that m depends on both

P and F . The resulting homology modules will be FG-modules and they are called

“incidence homology modules.”

Recall the construction from the end of Section 2.2. That is, let M be the F -vector

space with basis P . For k ∈ N let Mk be the F -vector space with basis Pk. This

makes M into a graded F -module in other words a graded F -vector space. Since G

acts on each Pk we get that each Mk is an FG-module and hence M is a graded

FG-module.

We define a linear map ∂ : M → M as follows. For x ∈ P we set ∂(x) =
∑

y y

where the sum runs over all y ∈ P that are covered by x. This map ∂ is called the

incidence map of P (over F ). Clearly ∂ restricts to a map Mk →Mk−1 for each k ∈ N.

Also observe that since G acts on P we have that g(y) is covered by g(x) if and only

if y is covered by x. Therefore ∂ commutes with G. Now since P is finite, there exists

m ∈ N such that ∂m = 0. Therefore (M,∂) is an m-complex of FG-modules.

For integers k and i with 0 < i < m we therefore obtain, by Section 2.4, the

sequence

Mk,i : . . .
∂i←−Mk−m

∂m−i←−−−Mk−i
∂i←−Mk

∂m−i←−−−Mk+m−i
∂i←−Mk+m

∂m−i←−−− . . .

of FG-modules and FG-maps. The kernel ker ∂i ∩Mk and the image ∂m−i(Mk+m−i)
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2.6. The hyperoctahedral group

are therefore FG-modules. Hence the homology module

Hk,i(M) = (ker ∂i ∩Mk)/∂
m−i(Mk+m−i)

is also an FG-module. This is called an incidence homology module for P .

2.6 The hyperoctahedral group

Many of the objects studied in this thesis are closely tied to the hyperoctahedral

group, as the title should suggest. In this section we define this well-known group.

We will also illustrate several nice concrete realisations of the group. No attempt

will be made to prove these realisations are isomorphic although we will indicate the

isomorphisms.

Let n ∈ N. We will define an n-dimensional analogue of the octahedron. Let

{e1, . . . , en} be the standard basis in Rn. Consider the set of points

∆ = {±e1, . . . ,±en}.

The convex hull2 of ∆ is called the n-cross-polytope. Setting n = 3 we obtain the

usual octahedron. The symmetry group of the n-cross-polytope is the well-known

hyperoctahedral group, denoted Bn.

Observe that the subsets of ∆ of the form {ej,−ej} with 1 ≤ j ≤ n are preserved

by Bn. Thus [12, Exercise 2.6.2] Bn embeds in the wreath product

S2 o Sn.

Let t be the linear map that sends e1 to −e1 whilst fixing all the other basis vectors.

For 1 ≤ i ≤ n − 1 let si be the linear map that swaps ei and ei+1 whilst fixing all

other basis vectors. Then t and si are symmetries of the n-cross-polytope, that is

they are elements of Bn. It is not difficult to see that these elements generate Bn.

The matrices of these generators with respect to the basis {e1, . . . , en} are given (by

2Recall the convex hull of a set of points is the shape you would get if you tried to vacuum pack
those points.
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abuse of notation) by

t =


−1

1
. . .

1

 , si =


Ii−1

1

1

In−i−1


where for each integer m the notation Im denotes the m × m identity matrix and

where empty spaces denote zeros. The elements of this group are precisely the n× n
monomial matrices where we allow each non-zero entry to be ±1. Hence the order of

Bn is |Bn| = 2nn!.

This matches the order of the wreath product so we have

Bn
∼= S2 o Sn.

If we regard the matrices above as matrices over C then the group they generate

is a complex reflection group. In the Shephard–Todd classification [28] this group is

labelled as G(2, 1, n). So we have Bn
∼= G(2, 1, n).

Our final description of Bn is as a Coxeter group. By abuse of notation Bn is the

Coxeter group of type Bn. It is also the Weyl group of type Bn. This group is the

Coxeter group with Dynkin diagram

· · ·
t s1 s2 sn−2 sn−1.

In other words Bn is the group with generators t, s1, . . . , sn−1 subject to the relations

(a) t2 = 1,

(b) s2
i = 1 for 1 ≤ i ≤ n− 1,

(c) ts1ts1 = s1ts1t,

(d) sisi+1si = si+1sisi+1 for 1 ≤ i ≤ n− 2,

(e) tsi = sit for i > 1 and

(f) sisj = sjsi for |i− j| > 1.

Sending these generators to the generators above with the same names produces an

isomorphism. For more information on Coxeter groups we refer the reader to [18].
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2.7. The representation theory of the hyperoctahedral group

Two important subgroups of Bn are the following. The base group of Bn is the

subgroup generated by all conjugates of t. The base group is isomorphic to the direct

product Sn2 of n copies the symmetric group of order 2. The top group of Bn is the

subgroup generated by the si with 1 ≤ i ≤ n− 1. The top group is isomorphic to the

symmetric group Sn by mapping si to the transposition (i, i+ 1) in Sn. In the matrix

description of Bn, the base group consists of the diagonal matrices and the top group

consists of the permutation matrices.

2.7 The representation theory of the hyperoctahe-

dral group

Let F be a field of characteristic p ≥ 0. Fix n ∈ N. In this section we describe

the simple FBn-modules. Let G = Bn. As G is isomorphic to the wreath product

S2 o Sn, the simple FG-modules can be built up, by Clifford Theory, from the simple

FSk-modules with k ≤ n. This process is easily generalised to the setting where G is

the wreath product of an arbitrary finite group with any subgroup of Sn, provided F

is large enough (any F is large enough for Bn). For details see [20, Chapter 4]. Our

approach is fairly elementary requiring only basic Clifford Theory. For an alternative

approach via Hecke algebras of type B we refer the reader to [11].

Some important facts are the following:

(a) If F is a splitting field for a finite group then every irreducible representation of

the group over any extension field of F can be realised over F itself,

(b) Every field is a splitting field for Bn.

We start by defining some important subgroups ofG. LetH0 = 〈t〉 be the subgroup

generated by t. Let H be the base group of G, that is the subgroup generated by all

conjugates of t. Let T be the top group of G, that is the subgroup 〈s1, . . . , sn−1〉 ∼= Sn.

In terms of the matrix description of G, given in Section 2.6, H consists of the diagonal

matrices in G and T consists of the permutation matrices in G. We have H0
∼= S2

and H ∼= Hn
0
∼= Sn2 . Also T ∼= Sn and G = HT with H E G.

Let D be a simple FH-module. For g ∈ G we define the conjugate FH-module Dg
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2.7. The representation theory of the hyperoctahedral group

to be the FH-module with the same underlying vector space as D, but with action

of h ∈ H given by
hx := g−1hgx

for all x ∈ D. The conjugate Dg is an FH-module since H is normal in G. Further-

more, Dg is simple. Thus G acts on the simple FH-modules by conjugation. The

stabilizer of D under this action is called the inertia group of D and is denoted by

GD. The subgroup TD = T ∩GD is called the inertia factor3 of D.

Clifford Theory says that the simple FG-modules are parametrised by the pairs

(D1, D2) where D1 runs through the non-conjugate simple FH-modules and, while

D1 is fixed, D2 runs through the simple FTD1-modules; see [20, Theorem 4.3.34] or

Clifford’s original paper [8].

All of these simple modules are labelled by certain combinatorial objects defined

as follows. A composition of n is a sequence λ = (λ1, λ2, . . .) of non-negative integers

whose sum, denoted |λ|, is n. We call the λi the parts of λ. We identify each com-

position λ with the tuple obtained by removing all parts that are zero. For example

(1, 3, 0, 5, 5, 0, 0, . . .) = (1, 3, 5, 5). We also indicate repeated parts by an exponent.

So the previous example becomes (1, 3, 5, 5) = (1, 3, 52). The unique composition

(0, 0, . . .) of 0 will be denoted by 0. A composition λ of n with λi ≥ λi+1 for each

i ∈ N is called a partition of n. It is well-known that for p = 0 the simple FSn-

modules are parametrised by the partitions of n. We write Sλ for the simple module

corresponding to the partition λ. Moreover these modules Sλ can be constructed in

a characteristic free fashion, that is over Z. We write Sλ for the corresponding FSn-

module in any characteristic. In the case p > 0 the module Sλ is often not simple.

However it has an Sn-invariant bilinear form. We set Dλ = Sλ/ radSλ. Then it can

be shown [19, Theorem 4.9] that Dλ is either zero or absolutely irreducible. The

partitions λ with Dλ 6= 0 are those with the following combinatorial property. Let λ

be a partition of n. For p > 0 we say that λ is p-regular if there is no i ∈ N with

λi+1 = λi+p. In other words a partition is p-regular if none of its parts are repeated p

or more times. All partitions are defined to be 0-regular.

Theorem 2.7.1 ([19, Theorem 11.5]). As λ varies over p-regular partitions of n,

3The reason for the name “factor” is that, in general Clifford Theory, G can be any finite group
with arbitrary normal subgroup H and the inertia factor is defined to be the factor group GD/H
which may not be a subgroup of G. However in our case GD/H ∼= TD and the subgroup TD is easier
to work with.
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2.7. The representation theory of the hyperoctahedral group

Dλ varies over a complete set of inequivalent irreducible FSn-modules. Each Dλ is

self-dual and absolutely irreducible. Every field is a splitting field of Sn.

For Bn we also need the following notion. A bipartition of n is a pair of partitions

(λ, µ) such that |λ| + |µ| = n. A bipartition is p-regular if each of its constituent

partitions is p-regular.

We are now ready to construct the simple FBn-modules. The case p = 2 is rather

special since in this case there is only one simple FH-module: the trivial module. So

suppose p = 2. Let D1 be the trivial FH-module. The inertia factor TD1 is then the

whole of T ∼= Sn. The simple FG-modules are precisely the modules

D(λ)

(to be defined), where λ is a 2-regular partition of n. To construct D(λ), we start with

the simple FT -module Dλ (recall T ∼= Sn). Then D(λ) is obtained from Dλ by letting

H act as the identity on Dλ.

We assume now that p 6= 2. This case is more interesting. The simple FG-modules

are parametrised by the set of p-regular bipartitions (λ, µ) of n. We will denote the

simple module (to be constructed) corresponding to the bipartition (λ, µ) by

D(λ,µ).

We describe the construction of D(λ,µ). Let (λ, µ) be a bipartition of n in which

each of λ and µ is p-regular. There are precisely two simple FH0-modules (upto

isomorphism): the trivial module, D(2), and the sign module, D(1,1). Since F is a

splitting field for H0, the outer tensor product modules

D(2) # · · ·#D(2)︸ ︷︷ ︸
a copies

#D(1,1) # · · ·#D(1,1)︸ ︷︷ ︸
n−a copies

, (2.7.2)

as a runs over the integers 0 ≤ a ≤ n, form a complete set of non-isomorphic non-

conjugate simple FH-modules [9, Theorem 10.33]. Note in particular that these are

all 1-dimensional. Let D
(λ,µ)
1 be the FH-module given by (2.7.2) with a = |λ|. Set

a = |λ|. The inertia group and inertia factor of D
(λ,µ)
1 are

G
D

(λ,µ)
1

= Ba ×Bn−a
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2.7. The representation theory of the hyperoctahedral group

and

T
D

(λ,µ)
1

= Sa × Sn−a

where we regard Sa × Sn−a as the subgroup of T generated by si with 1 ≤ i ≤ n

and i 6= a and we regard Ba × Bn−a as the subgroup of Bn generated by H and

Sa × Sn−a. We make D
(λ,µ)
1 into a module for the inertia group by letting Sa × Sn−a

act trivially4. Define D
(λ,µ)
2 to be the F [Ba×Bn−a]-module obtained from the simple

F [Sa × Sn−a]-module Dλ # Dµ by letting H act trivially. Then D
(λ,µ)
2 is a simple

F [Ba ×Bn−a]-module. Finally, we set

D(λ,µ) = IndGBa×Bn−a

(
D

(λ,µ)
1 ⊗D(λ,µ)

2

)
.

Example 2.7.3 (The trivial module). We claim D((n),0) is the trivial FBn-module.

Indeed D
((n),0)
1 is obtained by taking the outer tensor product of n copies of the trivial

module for H0 and letting Sn act trivially. This is the trivial F [Bn×B0]-module. The

module D
((n),0)
2 is obtained by taking the trivial module D(n) # D0 for Sn × S0 and

letting H act trivially. This is also the trivial [Bn × B0]-module. Finally, tensoring

these two modules and inducing up to Bn does nothing (since the inertia group Bn×B0

is already Bn).

Example 2.7.4 (The determinant representation). Consider the interpretation of

Bn as matrices in Section 2.6. Then the determinant map provides a 1-dimensional

representation of Bn. We claim for p > n the module D(0,(1n)) is the 1-dimensional

module affording this representation. First D
(0,(1n))
1 is the outer tensor product of n

copies of the sign representation of H0 with S0×Sn acting as the identity. This is the

1-dimensional module where each conjugate of t acts as −1. In terms of the matrix

description of Bn these elements are the diagonal matrices with one entry equal to −1

and the other n− 1 entries equal to 1. The module D
(0,(1n))
2 is the sign representation

of S0×Sn with H acting trivially. Thus, the inner tensor product of these two modules

affords the determinant representation as required.

For p ≤ n the sign representation of Sn is not labelled by (1n) but rather by the

image of (n) under the Mullineux map5, see for example [4]. This image is the partition

whose diagram is obtained by placing boxes underneath each other to a maximum

depth of p − 1 boxes, then repeating starting in the first row of the next column to

the right until n boxes are laid out. For example the 7-modular sign representation of

4For other wreath products A o Sn this step is non-trivial.
5For p > n this image is just (1n).
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S13 is labelled by the partition (3, 25) whose diagram has two full columns of height

6 followed by a single column with only one box:

.

2.8 Incidence homology from the Boolean algebra

In the paper [24] of Mnukhin and Siemons incidence homology modules for the sym-

metric group are defined and studied. These are studied further in the paper [3] of

Bell, Jones and Siemons. In this chapter we give an overview with particular empha-

sis on those results which will be useful for us later. It is worth noting that all of

these results have counterparts in the case the Boolean algebra is replaced by a finite

projective space over a field of characteristic coprime to p and the symmetric group

is replaced by a general linear group. This case is recent work [29] of Siemons and

Smith. The results here can all be obtained by “setting q = 1” in these projective

space analogues.

Fix n ∈ N. Let [n] = {1, . . . , n}. We denote by L the set of all subsets of [n].

Notice that L is partially ordered by subset inclusion. It is also ranked by cardinality.

So L is a ranked poset.

As L is a ranked poset we can apply the constructions of Section 2.5 to obtain

incidence homology modules for the symmetric group Sn as follows. Let k be an

integer. Then Lk is the set of k element subsets of [n]. Let M be the F -vector space

with basis L. Let Mk be the F -vector space with basis Lk. The incidence map is the

linear map ∂ : M → M given on L by taking each subset of [n] to the sum of its

subsets which can be obtained by removing precisely one element. It can be shown

that ∂p = 0. Thus (M,∂) is a p-complex, visualised as the sequence

. . .
∂←−M1

∂←−M2
∂←−M3

∂←−M4
∂←−M5

∂←− . . . .
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2.8. Incidence homology from the Boolean algebra

For 0 ≤ i ≤ p we obtain the chain complex

Mk,i : . . .
∂i←−Mk−p

∂p−i←−−Mk−i
∂i←−Mk

∂p−i←−−Mk+p−i
∂i←−Mk+p

∂p−i←−− . . .

Set Kn
k,i = ker ∂i ∩Mk and Ink,i = ∂p−i(Mk+p−i). We obtain the incidence homology

module
Hn
k,i = Kn

k,i/I
n
k,i.

The defining action of Sn on [n] extends to a rank-preserving action on L. Thus by

the arguments in Section 2.5 Hn
k,i is an FSn-module.

The case p = 2 turns out to be not so interesting. In all of the following we assume

p > 2. Trivially Hn
k,i = 0 if any of the following hold

(a) k < 0,

(b) k > n,

(c) i = 0,

(d) i = p.

Theorem 2.8.1 ([3, Theorem 3.2]). Let p > 2. The module Hn
k,i is non-zero if and

only if 0 ≤ k ≤ n and 0 < i < p satisfy

n < 2k + p− i < n+ p. (2.8.2)

In particular, Theorem 2.8.1 says that each chain complex Mk,i when viewed as

a sequence is almost exact in the sense that there is at most one position where the

sequence is not exact, equivalently the sequence has at most one non-zero homology

module. Given n and p, a value of (k, i) satisfying (2.8.2) is called a middle term (for

n and p).

Theorem 2.8.3 ([3, Theorem 6.2]). Let p > 2. On restriction to Sn−1 we have

Hn
k,i
∼= Hn−1

k,i+1 ⊕H
n−1
k−1,i−1.

Theorem 2.8.3 is known as a branching rule. The proof of this branching rule is

constructive in the sense that an explicit isomorphism is given. This means the proof

is self-contained. This and the rescursive nature of the result allows many of the other

results to be proved by induction (on n) using only the branching rule.

Theorem 2.8.4 ([3, Theorem 6.4]). Let p > 2. Suppose that 0 ≤ k ≤ n and 0 < i < p

satisfy 2k + p − i = n + p − 1. Then Hn
k,i is irreducible. Furthermore, if (k′, i′) is

another pair of positive integers satisfying the above conditions then Hn
k,i � Hn

k′,i′.
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Theorem 2.8.5 ([3, Theorem 6.5]). Let p > 2. Suppose i ≤ k and 0 < i < p satisfy

2k + p− i = n+ p− 1. Then
Hn
k,i
∼= Dλ

where Dλ is the Specht module Sλ modulo its radical and λ is the partition of n into

two parts of size k and n− k. In particular Hn
k,i is irreducible.

Lemma 2.8.6 ([3, Lemma 6.7]). Let p > 2. If 2k + p− i = n+ a then Hn
k,i
∼= Hn

k,a.

Lemma 2.8.7 ([3, Lemma 6.8]). Let p > 2. Then Hn
k,i
∼= Hn

n−k,p−i.

Theorem 2.8.8 ([3, Theorem 6.9]). Let p > 2. Let 2k+p−i = n+a and 0 < a < p/2.

Then the composition factors of Hn
k,i each have multiplicity one and are given by

(a) {Hn
k−j,i+a−1−2j : j = 0, . . . , a− 1 } if a ≤ i ≤ p− a,

(b) {Hn
k−j,i+a−1−2j : j = 0, . . . , i− 1 } if i < a and

(c) {Hn
k−j,i+a−1−2j : j = i− (p− a), . . . , a− 1 } if i > p− a.

These results together show that each of the composition factors of a given Hn
k,i is

isomorphic to Hn
k′,i′ for some integers k′, i′. We record a particular special case which

will be useful to us later.

Corollary 2.8.9. Let p > 2. Suppose 0 ≤ k ≤ n and 0 < i < p satisfy 2k+p−i−n =

1. Then
Hn
k,i
∼= Dλ

where λ is the partition of n into two parts of size k and n− k or the partition (n) in

the case k = 0.

Proof. We have n = 2k + p− i− 1. Lemma 2.8.7 gives Hn
k,i
∼= Hn

k′,i′ where k′ = n− k
and i′ = p− i. Now 2k′ + p− i′ = n + p− 1. If k 6= 0 then i′ ≤ k′ so Theorem 2.8.5

gives Hn
k′,i′
∼= Dλ where λ is the partition of n into two parts of size k′ = n − k and

n− k′ = k. On the other hand if k = 0 then Mn
k′
∼= 1Sn

∼= D(n). So Hn
k′,i′ 6= 0 implies

Hn
k′,i′
∼= D(n).

Since the sequences Mk,i are almost exact the Hopf trace formula [25, Theorem

22.1] can give very strong results. As an example a formula for dimHn
k,i can be found:
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Theorem 2.8.10 ([3, Theorem 4.5]). Let p > 2. Suppose 0 < i < p and 0 <

2k + p− i− n < p. Then

dimHn
k,i =

∑
t∈Z

(
n

k − pt

)
−
(

n

k − i− pt

)
.
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Chapter 3

Incidence homology for the

hyperoctahedral group

This chapter serves as an introduction to the main objects of study and notation. In

Section 3.1 we introduce the natural partially ordered set associated to the hyperoc-

tahedral group Bn. It is a Boolean algebra with extra structure. The automorphism

group of this structure is isomorphic to Bn. In Section 3.2 the associated permutation

modules are introduced over a field F of characteristic p > 0. These modules cannot

help falling into a grid which is shown in 3.2.2. The grid has a rich combinatorial

structure and many symmetries. With the addition of natural incidence maps be-

tween these modules, the grid becomes a double p-complex. Homology modules thus

arise, giving representations of Bn. These are introduced in Section 3.4. The combi-

natorics and symmetry give information about these representations but we believe

they are also interesting in their own right. They are discussed in later chapters.

3.1 The sets Lnu,d

Throughout n will be some fixed natural number. We consider zero to be the first

natural number. Let [n] denote the set of integers {1, . . . , n}. Let [nn] denote the set

of integers and barred integers {1, 1, . . . , n, n}. Let Ln denote the powerset of [nn].

On [nn] we define an involutory map by α 7→ α for each α ∈ [nn] with the rule that
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α := α. So, for example, 1 7→ 1 and 2 7→ 2. Naturally, this operation extends to Ln

by setting {α1, . . . , αk} := {α1, . . . , αk}

for all {α1, . . . , αk} in Ln. For example {1, 2} = {1, 2}. We are interested in certain

collections of subsets of [nn] as follows. Suppose x ⊆ [nn]. Let α ∈ x. Call {α} a

single of x if |{α, α} ∩ x| = 1. Call {α, α} a double of x if |{α, α} ∩ x| = 2. Let ẋ

be the union of all singles of x. Let ẍ be the union of all doubles of x. This is the

same thing as ẋ = {α ∈ x : α /∈ x } and ẍ = {α ∈ x : α ∈ x }. We can write x as

the disjoint union
x = ẋ ∪ ẍ.

This will come into play later. The collections we are interested in are

Lnu,d :=
{
x ∈ Ln : |ẋ|+ 1

2
|ẍ| = u and 1

2
|ẍ| = d

}
as u and d vary over the integers. The mnemonics here are u for unsigned size and d

for number of doubles. These sets Lnu,d form a partition of Ln. This partition provides

a structure within the powerset of [nn] for the group Bn which will be defined shortly.

The case n = 2 is illustrated in Table 3.1. Notice that Lnu,d 6= ∅ if and only if

0 ≤ d ≤ u ≤ n.

Example 3.1.1. The partition of the powerset of [22] into the collections L2
u,d is

shown in Table 3.1. For example the sets in L2
1,0 are shown in the bottom row of

the second column. Thus L2
1,0 =

{
{1}, {1}, {2}, {2}

}
consists of those subsets of [22]

which contain exactly one single and no doubles.

PPPPPPPPPd
u

0 1 2

2 {1, 1, 2, 2}
1 {1, 1}, {2, 2} {1, 2, 2}, {1, 2, 2}, {1, 1, 2}, {1, 1, 2}
0 ∅ {1}, {1}, {2}, {2} {1, 2}, {1, 2}, {1, 2}, {1, 2}

Table 3.1: The collections L2
u,d as u and d vary.

Example 3.1.2 (The hyperoctahedron or cross-polytope). Let n ≥ 1. Let V be an n-

dimensional Euclidean space with basis e1, . . . , en. The hyperoctahedron or more com-

monly the n-cross-polytope is defined to be the convex hull of the points ±e1, . . . ,±en.

For n = 3 this is the standard octahedron. How this relates to our setup is as follows.

For 1 ≤ j ≤ n identify ej with j and −ej with j. Let 1 ≤ u ≤ n. For x ∈ Lnu,0 let sx be
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the convex hull of the elements of x under this identification. It turns out this gives

the boundary of the cross-polytope the structure of an (n− 1)-dimensional simplicial

complex. The (u − 1)-simplices are precisely the sx with x ∈ Lnu,0. Thus the union

of those Lnu,d with d = 0 is an important subposet of Ln. In fact many arguments

throughout the thesis can be reduced to the case d = 0. This is facilitated by the

results of Section 3.6. Note that this subposet is the bottom row in Table 3.1. We

will try to adhere to this orientation throughout the thesis.

Example 3.1.3 (The hypercube). The dual of the cross-polytope is the hypercube.

This also occurs as a subposet in Ln as follows. Let e1, . . . , en be the standard basis in

Rn. The vertices of the cube are ±e1±e2 . . .±en in the sense that each assignment of

signs gives one vertex and every vertex occurs in this way. For each integer i with 1 ≤
i ≤ n we identify ei with i and−ei with i. Then the vertices correspond to the elements

of Lnn,0. For example {1, 2, 3} ∈ L3
3,0 corresponds to the vertex e1 − e2 + e3. Now an

edge between vertices can be identified with the union of the sets corresponding to

the vertices. For example the edge between {1, 2, 3} and {1, 2, 3} is identified with

{1, 1, 2, 3}. Two vertices lie on the same edge if and only if their signs differ only

in one position. Thus edges are the elements of Lnn,1. Continuing in this way we

identify the set of d-dimensional faces with Lnn,d for each 0 ≤ d ≤ n. Note that

here the whole hypercube is identified with the set {1, 1, 2, 2, . . . , n, n}. This differs

from Example 3.1.2 in that here we include a set representing the entire hypercube

and no set representing the −1-dimensional face. In Example 3.1.2 we have the −1-

dimensional face ∅ but no set representing the entire cross-polytope. This fits with

the idea that these two objects should be dual to each other. Note also that the faces

here are actually the faces of the cube in the usual sense, there is no triangulation

involved. In particular, the subposet consisting of the union of all Lnn,d with 0 ≤ d ≤ n

is not a simplicial complex. This subposet is the righthand column in Table 3.1.

In the future, to save space when writing elements of Ln, we will omit commas in

the set notation. For example we will write {1233} instead of {1, 2, 3, 3}.

Definition 3.1.4 (Another form of the group Bn). A signed permutation of [nn] is a

permutation g of [nn] such that g(α) = g(α) for all α ∈ [nn]. Denote the group of all

such permutations by Bn.

Note that this group is isomorphic to all of the previous forms of the hyperoc-

tahedral group which we saw in Section 2.6. An isomorphism is given by identify-

40



3.1. The sets Lnu,d

ing the signed permutation (1, 1) with the generator t and the signed permutation

(i, i + 1)(i, i+ 1) with the generator si for 1 ≤ i ≤ n− 1. An automorphism of Ln is

defined to be a permutation g of Ln such that for each x, y ∈ Ln we have

(a) g(x) = g(x), and

(b) x ⊆ y implies g(x) ⊆ g(y).

Denote the group of all automorphisms of the above form by Aut(Ln). We define the

action of Bn on Ln by

g({α1 . . . αk}) = {g(α1) . . . g(αk)}

for all g ∈ Bn and all {α1 . . . αk} ∈ Ln. This action gives an embedding of Bn in

Aut(Ln). In fact, it is not difficult to show that this embedding is surjective. So

Aut(Ln) ∼= Bn. In the future we will make no distinction between Aut(Ln) and Bn.

Some important classes of elements in Bn are the following.

(a) The bar operation is an element of Bn. In cycle notation it is the element

(1, 1) . . . (n, n).

(b) For each α ∈ [n] there is the signed permutation (α, α). The subgroup generated

by all such signed permutations is known as the base group of Bn. It is an

elementary abelian group of order 2n. The bar operation lies in this subgroup

as it is the product of all these generators.

(c) Any permutation g of [n] yields a signed permutation g′ of [nn] by setting

g′(α) = g(α) and g′(α) = g(α) for each α ∈ [n]. We will abuse notation and

write simply g when strictly we mean g′. For example, we write (1, 2) for the

signed permutation (1, 2)(1, 2).

Proposition 3.1.5. The orbits of Bn on Ln are precisely the collections Lnu,d as u

and d range over the integers 0 ≤ d ≤ u ≤ n. The size of Lnu,d is |Lnu,d| =
(
n
u

)(
u
d

)
2u−d.

Proof. Let x ∈ Ln. Then there exist integers u and d with 0 ≤ d ≤ u ≤ n such that

x ∈ Lnu,d. Let g ∈ Bn. Set y = g(x). Suppose {αα} is a double of x. Then g({αα})
is a double of y. Similarly, if {ββ} is a double of y then g−1({ββ}) is a double of

x. Hence |ẍ| = |ÿ|. But since g is a bijection on [nn] we also have |x| = |y|. Hence

|ẋ| = |ẏ|. So Bn preserves Lnu,d. It is not difficult to see that Bn is also transitive on

Lnu,d. This shows that Lnu,d is the orbit of x.
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u,d

To count Lnu,d suppose we want to choose an element x ∈ Lnu,d. First choose

the unsigned support of x, by which we mean the set of elements α ∈ [n] such that

{αα} ∩ x 6= ∅. There are
(
n
u

)
ways to do this. Then choose which of these are to

become the doubles of x, that is which α should have {αα} ⊆ x. There are
(
u
d

)
choices. Finally we must decide for each remaining α whether it is {α} or {α} which

is to appear as a single of x. There are 2u−d choices for this. Multiplying these three

numbers together gives the result.

Since we have group actions, we can define permutation modules. This is described

in the next section.

3.2 The modules Mn
u,d

Let F be a field. Let Ω be a set. We write FΩ for the F -vector space with basis Ω. If

x1, . . . , xt are already elements of some F -vector space, then we write 〈x1, . . . , xt〉F
for the subspace spanned by x1, . . . , xt.

With this in mind, define
Mn := FLn.

For any integers u and d set
Mn

u,d := FLnu,d.

Define a multiplication · on Mn by setting

x · y = x ∪ y

for x, y ∈ Ln and extending linearly. For example(
5{12}+ {3}

)
· {123} = 5{12} · {123}+ {3} · {123}

= 5{1223}+ {1233}.

Note in this example 5 is a scalar in our field. The multiplication interacts well with

certain incidence maps which we define in the next section.

If G is a group acting on Ω then FΩ is the associated permutation module. It has
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u,d

the structure of a (left) FG-module by setting(∑
g∈G

λgg

)(∑
ω∈Ω

µωω

)
=
∑
g∈G

∑
ω∈Ω

λgµωgω

where each λg and each µω are elements of F . We call this procedure (and similar

procedures) extending the action of G linearly. Let ∆ be an orbit of G on Ω. The

G-action restricts to ∆. Extending linearly gives F∆ the structure of a permutation

module for G. Furthermore, it is clear that FΩ decomposes as the direct sum of these

submodules as ∆ runs over all orbits, that is

FΩ =
⊕

∆⊆Ω a G-orbit

F∆.

Recall the action of Bn on Ln described in Section 3.1. Extending this action

linearly thus gives Mn the structure of a permutation module for Bn. Proposition 3.1.5

tells us the orbits of Bn on Ln are the Lnu,d as u and d range over the integers 0 ≤ d ≤
u ≤ n. Restricting the action of Bn to the orbit Lnu,d and extending linearly yields the

permutation module
Mn

u,d := FLnu,d.

By the above, Mn decomposes as the direct sum of these submodules

Mn =
⊕

0≤d≤u≤n

Mn
u,d. (3.2.1)

Note that we have Lnu,d = ∅ unless 0 ≤ d ≤ u ≤ n. For convenience we also define

Mn
u,d := FLnu,d = F∅ = 0 in these cases. So, in fact we have

Mn =
⊕
u,d∈Z

Mn
u,d.

This gives Mn the structure of a bigraded FBn-module. The parameters u and d can

be thought of as coordinates in a 2-dimensional grid. Then the decomposition (3.2.1)

is visualised as a grid with the submodule Mn
u,d at the (u, d)-coordinate. The non-zero

submodules occupy the triangular region 0 ≤ d ≤ u ≤ n in this grid. This is shown

in Figure 3.2.2.
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0

0 Mn
n,n 0

0 Mn
n−1,n−1 Mn

n,n−1 0

. . . . . .
...

...

0 Mn
1,1 · · · Mn

n−1,1 Mn
n,1 0

0 Mn
0,0 Mn

1,0 · · · Mn
n−1,0 Mn

n,0 0

0 0 0 0

Figure 3.2.2: The decomposition of Mn into submodules Mn
u,d.

3.3 Incidence maps

The elements of Ln (in other words the subsets of [nn]) are partially ordered by

inclusion. This can be used to compare the permutation modules Mn
u,d of the previous

section for different values of the parameters u and d. Define an incidence relation as

follows. Let x, y ∈ Ln. We say that x and y are incident and write x ∼ y if x 6= y

and either x ⊆ y or y ⊆ x. For any two pairs (u, d) and (u′, d′) there is a canonical

incidence map Mn
u,d →Mn

u′,d′ derived from this relation. It is defined to be the linear

map that sends each basis element x ∈ Lnu,d to the sum (in the vector space) of those

y ∈ Lnu′,d′ that are incident with x. Each of these incidence maps commutes with the

action of Bn.

We find it useful to take a slightly different viewpoint. Forget about the source

and destination coordinates (u, d) and (u′, d′) and retain only their difference (a, b) =

(u′ − u, d′ − d). Define a linear map on the whole of Mn as follows. Let x ∈ Ln be a

basis element. Then there exist u and d such that x ∈ Lnu,d. Map x to the sum of those

y ∈ Lnu+a,d+b that are incident with x. This map again commutes with Bn. For each
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u, d ∈ Z it restricts to a map Mn
u,d → Mn

u+a,d+b, that is it is homogeneous of degree

(a, b). The restriction is precisely the incidence map defined in the previous paragraph.

We will refer to this “larger” map as an incidence map also. This viewpoint has the

advantage that an incidence map can be composed with itself. This will be important

in the next section.

Two incidence maps are of special importance as they control much of the structure

of Mn. We describe them here.

Definition 3.3.1 (The singles and doubles maps). We define the singles map ∂̇ as

the linear map ∂̇ : Mn →Mn that takes each x ∈ Lnu,d to

∂̇(x) :=
∑
y

y ∈Mn
u−1,d

where the sum runs over those y ∈ Lnu−1,d that are contained in x. The doubles map

∂̈ is the linear map ∂̈ : Mn →Mn that takes each x ∈ Lnu,d to

∂̈(x) :=
∑
y

y ∈Mn
u,d−1

where the sum runs over those y ∈ Lnu,d−1 that are contained in x.

These maps maps are homogeneous of degrees (−1, 0) and (0,−1) respectively.

Intuitively, the singles map is the map that takes x to the sum of those y obtained

from x by removing one element from the singles part ẋ of x in all possible ways.

Similarly, the doubles map takes x to the sum of those y obtained by removing one

element from the doubles part ẍ of x in all possible ways. Note that since every

element of x lies in either a single or a double of x, the map ∂ = ∂̇ + ∂̈ is the map

which takes x to the sum of all of its subsets of size |x| − 1. Note that the notation

∂ will denote various maps throughout the thesis whereas the notations ∂̇ and ∂̈ will

always denote the singles and doubles maps.

Example 3.3.2. Let x = {1233}. Then ∂̇(x) = {133}+{233}, ∂̈(x) = {123}+{123}
and ∂(x) = {133}+ {233}+ {123}+ {123}.

The singles and doubles maps can be superimposed on Figure 3.2.2. This is shown

in Figure 3.3.3. It is an important picture which we will often refer back to. For

reasons which will become clear we call it the homology grid.
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0

0 Mn
n,n 0

0 Mn
n−1,n−1 Mn

n,n−1 0

. . . . . .
...

...

0 Mn
1,1 · · · Mn

n−1,1 Mn
n,1 0

0 Mn
0,0 Mn

1,0 · · · Mn
n−1,0 Mn

n,0 0

0 0 0 0

∂̈
∂̇∂̇

∂̈∂̈

∂̈

∂̈

∂̈

∂̇∂̇

∂̈

∂̇

∂̈
∂̇

∂̈

∂̇∂̇∂̇∂̇

∂̈∂̈
∂̇∂̇

∂̈

∂̇

∂̈

∂̇∂̇

∂̈

∂̇

∂̈

Figure 3.3.3: Decomposition of Mn showing incidence maps, the homology grid.

From now on we specify F to be a field of characteristic p > 0. The reason for this

choice is that we are interested in homological sequences and methods. In positive

characteristic Mn acquires properties which invite the use of such methods. Recall

from Definition 2.4.5 that a double p-complex is a bigraded module M with two maps

δ and ∂ homogeneous of degrees (−1, 0) and (0,−1) respectively such that

(δ + ∂)p = 0. (3.3.4)

Our first main structural result is the following.

Theorem 3.3.5. Let n ∈ N. Then (Mn, ∂̇, ∂̈) is a double p-complex of FBn-modules.

Proof. We know ∂̇ and ∂̈ are homogeneous linear maps of degrees (−1, 0) and (0,−1)

respectively. We also know they both commute with Bn. Let ∂ = ∂̇ + ∂̈. It remains

to show ∂p = 0. But ∂ is the map that sends each x ∈ Lnu,d to the sum of all of its

subsets of size |x|−1. By identifying [nn] with [2n] we see that ∂ is the map from the

Boolean algebra case discussed in Section 2.8 (for S2n rather than Sn). Thus ∂p = 0 is

immediate. More directly, we have ∂p(x) = p!
∑

y y where y runs over all the subsets

of x of size |x| − p. The factor p! counts the number of maximal chains between a

fixed y and x. Since p is the characteristic of the field, this is zero.
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3.3. Incidence maps

Since (Mn, ∂̇, ∂̈) is a double p-complex, homological methods can be used to yield

more information. We conclude this section with a slightly more detailed look at Mn.

Let M = Mn. Consider the total complex (T, ∂) of (M, ∂̇, ∂̈). Recall, this is the

p-complex with k-th homogeneous component

Tk =
⊕
u+d=k

Mu,d

together with the differential ∂ = ∂̇ + ∂̈. This is illustrated in Figure 3.3.6. The dot

at the (u, d)-coordinate represents the submodule Mn
u,d. The grey lines u + d = k as

k varies represent Tk. The arrows represent the map ∂.

u

d

Figure 3.3.6: The total complex of Mn.

For x ∈ Lnu,d we have |x| = u+ d. Hence Tk has basis consisting of all subsets of [nn]

of size k. The map ∂ takes x to the sum of all its subsets of size |x|−1. On identifying

[nn] with [2n] it becomes clear that (T, ∂) is actually the p-complex for S2n arising

from the Boolean algebra of rank 2n, as discussed in Section 2.8.

The p-complex for Sn arising from the Boolean algebra of rank n also occurs,

and in many ways. We illustrate two essentially different ways. For d ∈ Z define

Cd = Mn
d,d. Set C =

⊕
dCd. Then C has basis the subsets of [nn] containing no

singles, purely doubles. A typical element of this basis looks like x = {α1α1 . . . αdαd}
for some α1, . . . , αd in [n]. Define ∂ : C → C by taking x to the sum of its subsets

which are obtained by removing an entire double from x and extending linearly.

Example 3.3.7. ∂({112233}) = {1122}+ {1133}+ {2233}.

Identifying {α1α1 . . . αdαd} with {α1 . . . αd} gives us our isomorphism of (C, ∂)

with the p-complex of Section 2.8. A note of caution: on C, this map ∂ that
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removes a double in all possible ways coincides with the (unique) incidence map

∂(−1,−1) homogeneous of degree (−1,−1). This is not true outside of C, for example

∂(−1,−1)({112}) = {1} + {1} + {2} whereas ∂({112}) = {2}. The p-complex (C, ∂) is

shaded in Figure 3.3.8.

u

d

Figure 3.3.8: First copy of the Sn p-complex in Mn.

Our second copy of the Sn p-complex is simply the p-complex itself, as defined in

Section 2.8. We recall the definition here. For k ∈ Z let Lk be the set of k-subsets

of [n]. We have Lk ⊆ Lnk,0. Let Ck := FLk. Define C = ⊕kCk. The differential

∂ : C → C is defined as the linear map that takes each x ∈ Lk to the sum of its

subsets in Lk−1. Thus (C, ∂) is a p-subcomplex of FSn-modules in the bottom row of

the homology grid, Figure 3.3.3. This bottom row is highlighted in Figure 3.3.9.

u

d

Figure 3.3.9: The bottom row of Mn.

We now define the two main classes of p-complexes we are interested in. The

double p-complex structure of Mn implies each row and each column is a p-complex.

For d ∈ Z we denote the d-th row by Mn
∗,d. Then (Mn

∗,d, ∂̇) is a p-complex. This is

highlighted as the grey line in Figure 3.3.10.
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u

d

d = d0
∂̇∂̇∂̇∂̇

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

...
...

...
...

...

...
...

...
...

...

Figure 3.3.10: The p-complex (Mn
∗,d0 , ∂̇).

Similarly, for u ∈ Z we denote the u-th column of Mn by Mn
u,∗. Then (Mn

u,∗, ∂̈) is

a p-complex. It is highlighted as the grey line in Figure 3.3.11.

u

d

u = u0

∂̈

∂̈

∂̈
· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

...
...

...
...

...

...
...

...
...

...

Figure 3.3.11: The p-complex (Mn
u0,∗, ∂̈).

In the next section we introduce the homology of these last two p-complexes.
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u,d,i

3.4 The homology modules Ḣn
u,d,i and Ḧn

u,d,i

We have seen that (Mn, ∂̇, ∂̈) is a double p-complex. In particular, this means that

certain subsequences have homological properties. Amongst the most important sub-

sequences to understand are the rows and the columns of Mn, as pictured in the ho-

mology grid, Figure 3.3.3. This section serves to set up notation for these sequences

and their homology modules which are central throughout the remainder of the thesis.

Let n, d ∈ Z with n ≥ 0. Consider the row (Mn
∗,d, ∂̇) of the homology grid shown

in Figure 3.3.10. For any u, i ∈ Z with 0 ≤ i ≤ p define Ṁn
u,d,i to be the sequence

Ṁn
u,d,i : . . .←Mn

u−p,d
∂̇p−i←−−Mn

u−i,d
∂̇i←−Mn

u,d
∂̇p−i←−−Mn

u+p−i,d
∂̇i←−Mn

u+p,d ← . . . .

The way to think of this sequence is as the horizontal sequence passing through Mn
u,d

with the map ∂̇i leaving Mn
u,d and where the differentials alternate between ∂̇i and ∂̇p−i.

Since ∂̇p = 0 we see that Ṁn
u,d,i is a homological sequence. Explicitly, ∂̇i∂̇p−i = ∂̇p = 0

and ∂̇p−i∂̇i = ∂̇p = 0.

u

d

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

...

...

...

...

...

...

...

...

...

...

...

...

...

...

∂̇∂̇2

M4
4,1

∂̇∂̇2

· · · · · ·

Figure 3.4.1: The homological sequence Ṁ4
4,1,2 in the case p = 3.

Example 3.4.2. Let p = 3. Then Ṁ4
4,1,2 is the horizontal sequence passing through

M4
4,1 with differential ∂̇2 leaving M4

4,1 and differentials alternating between ∂̇i = ∂̇2

and ∂̇p−i = ∂̇. This is highlighted in black in the homology grid in Figure 3.4.1. The
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u,d,i

rest of M4 is faded to grey. Note the filled dots represent non-zero modules while the

non-filled dots represent modules that are zero. For example M4
2,4 = 0 since L4

2,4 = ∅
as any subset of [44] containing 4 doubles must have unsigned size at least 4 > 2.

Since Ṁn
u,d,i is homological, we can take the homology in the usual sense. We set

K̇n
u,d,i := ker ∂̇i ∩Mn

u,d and İnu,d,i := ∂̇p−i
(
Mn

u+p−i,d
)
.

Definition 3.4.3 (Singles homology modules). The homology module

Ḣn
u,d,i := K̇n

u,d,i/İ
n
u,d,i

is called the singles homology module for the index u, d, i.

The reason for the name is that the module arises from a sequence involving

only the singles map. Since the singles map is linear and commutes with Bn, the

singles homology modules are FBn-modules. Our aim is to study these modules and

the corresponding modules arising from the doubles map ∂̈, defined below. Before

proceeding any further it is worth noting that there are two trivial cases (this exact

argument applies to the doubles map case also). For i = 0 we have ∂̇i = Id. This

means K̇n
u,d,0 = 0 and so Ḣn

u,d,0 = 0. For i = p we have ∂̇i = 0 and ∂̇p−i = Id. So

K̇n
u,d,p = Mn

u,d = İnu,d,p. Thus Ḣn
u,d,p = 0. For this reason it is useful to think of the

cases i = 0 and i = p as boundary conditions where the homology modules are zero.

Results and examples will often only be concerned with the case 0 < i < p for this

reason. Let us compute an example.

Example 3.4.4. Let (n, u, d) = (1, 1, 0). We wish to calculate the homology at the

middle position of the sequence

M1
1−i,0

∂̇i←−M1
1,0

∂̇p−i←−−M1
1+p−i,0.

If i > 1 then ∂̇i maps everything in M1
1,0 to zero since M1

1−i,0 = 0. So K̇1
1,0,i = M1

1,0

for i > 1. If i = 1 then M1
1−i,0 = M1

0,0 = F{∅}. We have M1
1,0 = F{{1}, {1}}. Let

x ∈ M1
1,0. Then x = λ{1}+ µ{1} with λ, µ ∈ F . We have ∂̇i(x) = ∂̇(x) = λ∅+ µ∅ =

(λ + µ)∅. So x ∈ K̇1
1,0,1 if and only if λ = −µ. Thus K̇1

1,0,1 = 〈{1} − {1}〉F . Finally

İ1
1,0,i = ∂̇p−i

(
M1

1+p−i,0
)

= ∂̇p−i(0) = 0 since 1 + p− i > 1 = n. To summarize, we have

Ḣ1
1,0,i
∼= K̇1

1,0,i =


〈
{1} − {1}

〉
F

if i = 1 (1-dimensional),

F{{1}, {1}} if 2 ≤ i ≤ p− 1 (2-dimensional).

Appendix A contains similar descriptions of all homology modules for n ≤ 2.
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Now we set up the notation for the columns. Define M̈n
u,d,i to be the sequence

...

Mn
u,d+p−i

Mn
u,d

Mn
u,d−i

...

∂̈p−i

∂̈i

M̈n
u,d,i :

where the differentials alternate between ∂̈i and ∂̈p−i in both directions. This sequence

is also homological for the same reasons as above.

Example 3.4.5. Let p = 3. Then M̈4
4,1,2 is shown in Figure 3.4.6.

u

d

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

...

...

...

...

...

...

...

...

...

...

...

...

...

...

∂̈

∂̈2

∂̈

∂̈2

M4
4,1

...

...

Figure 3.4.6: The 2-complex M̈4
4,1,2 in the case p = 3.
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Definition 3.4.7 (Doubles homology modules). As in the singles case, we define

K̈n
u,d,i := ker ∂̈i ∩Mn

u,d and Ïnu,d,i := ∂̈p−i
(
Mn

u,d+p−i
)
. The homology module

Ḧn
u,d,i := K̈n

u,d,i/Ï
n
u,d,i

is called the doubles homology module for the index u, d, i.

The reason for the name is that the module arises from a sequence involving only

the doubles map ∂̈. The doubles homology modules are FBn-modules for the same

reasons given above for the singles homology modules.

3.5 Basic properties of the incidence maps

In this section we derive some basic properties of the incidence maps ∂̇ and ∂̈. Let

x ∈ Ln. Recall from Section 3.1 that x = ẋ · ẍ where we have used the notation

ẋ · ẍ := ẋ∪ ẍ introduced in Section 3.2, that is x is the union of its singles part ẋ and

its doubles part ẍ. This decomposition of x interacts with the singles and doubles

maps in the following way, which may be viewed as an alternative definition of the

maps.

Lemma 3.5.1. For x ∈ Ln we have

∂̇(x) = ∂̇(ẋ) · ẍ
and

∂̈(x) = ẋ · ∂̈(ẍ).

Proof. The sets occurring with non-zero coefficient in ∂̇(x) are those y obtained by

removing precisely one single from x. For such y we have ÿ = ẍ so we may take out

the factor ẍ. The proof for the doubles map ∂̈ is similar.

Lemma 3.5.1 is perhaps most clearly expressed by example. Take x = {123344}.
Then ẋ = {12} and ẍ = {3344}. We have

∂̇(x) = ∂̇({123344}) = {23344}+ {13344}

= ({1}+ {2}) · {3344} = ∂̇({12}) · {3344}

= ∂̇(ẋ) · ẍ
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and
∂̈(x) = ∂̈({123344}) = {12344}+ {12344}+ {12334}+ {12334}

= {12} · ({344}+ {344}+ {334}+ {334}) = {12} · ∂̈({3344})

= ẋ · ∂̈(ẍ).

Lemma 3.5.2. Let ∂ ∈ {∂̇, ∂̈}. If x, y ∈ Ln with {αα} ∩ y = ∅ for all α ∈ x then

∂(x · y) = ∂(x) · y + x · ∂(y).

Proof. Let ∂ = ∂̇. Let x, y ∈ Ln. Suppose x · y ∈ Lnu,d. Then we have

∂(x · y) =
∑

z

where z runs over the set { z ∈ Lnu−1,d : z ⊆ x · y }. Each such z is obtained by re-

moving a single of x · y. But the condition {αα} ∩ y = ∅ for all α ∈ x means that

the singles part of x · y is the disjoint union of the singles parts of x and y and the

doubles part of x · y is the disjoint union of the doubles parts of x and y. Hence

∂(x · y) = ∂(x) · y + x · ∂(y)

where the term ∂(x) · y is the sum of those z obtained from x · y by removing a single

of x and x · ∂(y) is the sum of those z obtained from x · y by removing a single of y.

The proof for ∂ = ∂̈ is similar.

3.6 Identifying induced modules

The aim of this section is to prove a result which identifies many of our homology

modules roughly as induced modules from homology modules for subgroups Bm with

m < n. The precise statement is Theorem 3.6.1. In particular, the only singles

homology modules not of this form are the singles homology modules with d = 0,

that is those arising from the bottom row of Mn, see Figure 3.3.9. The only doubles

homology modules not of this form are those with u = n, that is those arising from the

rightmost column of Mn. The feel is similar to the idea of Harish-Chandra induction

and cuspidal representations of linear groups.

Before stating the theorem, we need the notion of the inflation of a module, which

we now define. Suppose we have two groups G and H. Then any FG-module M can
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be made into an F [G×H]-module by setting

(g, h)m = gm

for all g ∈ G, all h ∈ H and all m ∈M , then extending linearly. We call the resulting

F [G×H]-module the inflation of M to G×H and denote it by InflG×HG (M). We say

that M has been inflated to G ×H by letting H act trivially. Suppose N is another

FG-module. Let f : M → N be an FG-map. Then f is also an F [G × H]-map

InflG×HG (M) → InflG×HG (N). Setting InflG×HG (f) = f makes InflG×HG a functor from

the category of FG-modules to the category of F [G × H]-modules. Note there are

more general notions of inflation but this is the only one we will use.

For the Bn group we identify certain Young-type subgroups as follows. Let m be

an integer with 0 ≤ m ≤ n. Then the direct product Bm × Bn−m has a canonical

embedding in Bn. We identify it as the setwise stabilizer in Bn of {11 . . .mm}. This is

the product in Bn of the subgroup which only moves the elements of {11 . . .mm} and

the subgroup which only moves the elements of {(m+1)(m+ 1) . . . nn}. Occasionally

we will refer to similar more general combinations of subgroups. For example S3 ×
B4×B2 ⊆ B9 is the product of the symmetric group on {123} (embedded in B3), the

signed symmetric group on {44556677} and the signed symmetric group on {8899}.

This gives us a way of going from FBm-modules up to FBn-modules which pro-

duces smaller modules than we would get by inducing directly fromBm toBn. Suppose

M is an FBm-module. Then we may inflate M to an F [Bm×Bn−m] module by letting

Bn−m act trivially. Then by the identification of Bm×Bn−m as the specific subgroup

of Bn described in the previous paragraph we may induce from Bm×Bn−m up to Bn.

We will suppress the inflation stage from the notation by writing IndBnBm×Bn−m(M) for

IndBnBm×Bn−m Infl
Bm×Bn−m
Bm

(M).

Since inflation and the usual induction are functors, it makes sense to apply them

to sequences of modules and maps. The following result makes use of this fact.

Theorem 3.6.1. Let 0 ≤ d ≤ n. There is an isomorphism of FBn-sequences(
Mn
∗,d, ∂̇

)
∼= IndBnBn−d×Bd

(
Mn−d
∗,0 , ∂̇

)
.

For each u ∈ Z it gives an isomorphism Mn
u,d
∼= IndBnBn−d×Bd

(
Mn−d

u−d,0
)
.
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Dually, let 0 ≤ u ≤ n. There is an isomorphism of FBn-sequences(
Mn

u,∗, ∂̈
)
∼= IndBnBu×Bn−u

(
Mu

u,∗, ∂̈
)
.

For each d ∈ Z it gives an isomorphism Mn
u,d
∼= IndBnBu×Bn−u

(
Mu

u,d

)
.

Notice we have used the word “dually”. This result is the first indication of the

existence of a certain duality between the singles and doubles maps. We will comment

more on this later. For now we merely remark that for every result involving the singles

map (or related objects) there will be a corresponding, similar-looking result for the

doubles map.

Proof. We will prove the singles map case first. Let u ∈ Z. First we show Mn
u,d
∼=

IndBnBn−d×Bd
(
Mn−d

u−d,0
)
. Explicitly writing the inflation stage, we need to show

Mn
u,d
∼= IndBnBn−d×Bd Infl

Bn−d×Bd
Bn−d

(
Mn−d

u−d,0
)
.

Fix v = {n− d+ 1n− d+ 1 . . . nn} ∈ Lnd,d. Consider the subspace Mn−d
u−d,0 · v of Mn

u,d

with basis the set of x ∈ Lnu,d such that ẍ = v. This is an F [Bn−d × Bd]-submodule

of Mn
u,d. Clearly it is isomorphic to the inflation of Mn−d

u−d,0 from Bn−d to Bn−d × Bd.

Recall in terms of tensor products

IndBnBn−d×Bd(M
n−d
u−d,0 · v) := FBn ⊗F [Bn−d×Bd] (Mn−d

u−d,0 · v). (3.6.2)

This has a basis consisting of elements of the form g⊗x where g runs over a complete

set of left coset representatives of Bn−d × Bd in Bn and x runs over those x ∈ Lnu,d
with ẍ = v. Observe that two elements g, h ∈ Bn lie in the same coset of Bn−d × Bd

if and only if g(v) = h(v). Thus the cosets are parameterised by the elements of Lnd,d:

For each y ∈ Lnd,d fix a group element gy with gy(v) = y. Then { gy : y ∈ Lnd,d } is a

complete system of (left) coset representatives of Bn−d × Bd in Bn. Define a linear

map ϕ : Mn
u,d → IndBnBn−d×Bd(M

n−d
u−d,0 ·v) as follows. For each x ∈ Lnu,d we have ẍ ∈ Lnd,d.

Set
ϕ(x) = gẍ ⊗ g−1

ẍ (x) = gẍ ⊗ g−1
ẍ (ẋ) · v.

For each element x ∈ Lnu,d we have ẍ ∈ Lnd,d and g−1
ẍ (ẋ) ∈ Ln−du−d,0 with

x = ẋ · ẍ = gẍ(g
−1
ẍ (ẋ)) · gẍ(v) = gẍ(g

−1
ẍ (ẋ) · v) ∈ gẍ

(
Mn−d

u−d,0 · v
)
.

Thus as a vector space Mn
u,d decomposes as

Mn
u,d =

⊕
y∈Lnd,d

gy
(
Mn−d

u−d,0 · v
)
.
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This implies ϕ is an isomorphism, see Curtis and Reiner’s book [9, Proposition 10.5].

It remains to show the differential of (Mn
∗,d, ∂̇) coincides with that induced up from

(Mn−d
∗,0 , ∂̇). This amounts to showing the following diagram commutes.

Mn
u−1,d Mn

u,d

IndBnBn−d×Bd
(
Mn−d

u−d−1,0 · v
)

IndBnBn−d×Bd
(
Mn−d

u−d,0 · v
)

∂̇

ϕ ϕ
1⊗ ∂̇

Let x ∈ Lnu,d. We have ϕ∂̇(x) = ϕ
(∑

y y
)

=
∑

y ϕ(y) where the sum runs over those

y ∈ Lnu−1,d such that y ⊆ x. Note that for such y we have ÿ = ẍ and ẏ ⊆ ẋ. Hence

ϕ(y) = gẍ ⊗ g−1
ẍ (ẏ) · v. So

ϕ∂̇(x) =
∑
y

gẍ ⊗ g−1
ẍ (ẏ) · v. (3.6.3)

Going the other way around the diagram we have

(1⊗ ∂̇)ϕ(x) = (1⊗ ∂̇)(gẍ ⊗ g−1
ẍ (ẋ) · v

= gẍ ⊗ ∂̇(g−1
ẍ (ẋ) · v)

= gẍ ⊗ ∂̇(g−1
ẍ (ẋ)) · v

= gẍ ⊗
∑
ẏ

g−1
ẍ (ẏ) · v

where the sum runs over those ẏ ⊆ ẋ with |ẏ| = |ẋ| − 1. Clearly this is the same as

(3.6.3). This completes the proof for the singles map case.

The proof for the doubles map case is very similar, even more transparent perhaps.

Define the isomorphism ϕ : Mn
u,d → IndBnBu×Bn−u

(
Mu

u,d

)
as follows. The cosets of

Bu × Bn−u in Bn are parameterised by Lnu,u: Let v = {11 . . . uu} ∈ Lnu,u. For each

y ∈ Lnu,u fix some gy ∈ Bn with gy(v) = y. Then { gy : y ∈ Lnu,u } is a complete set

of left coset representatives of Bu × Bn−u in Bn. Let x ∈ Lnu,d. Then g−1
x·x(x) ∈ Luu,d.

Define ϕ(x) = gx·x ⊗ g−1
x·x(x) and extend linearly.

Now we must show that the following diagram commutes.
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3.6. Identifying induced modules

Mn
u,d IndBnBu×Bn−u

(
Mu

u,d

)
Mn

u,d−1 IndBnBu×Bn−u
(
Mu

u,d−1

)
ϕ

∂̈ 1⊗ ∂̈
ϕ

Let x ∈ Lnu,d. Then ϕ∂̈(x) = ϕ
(∑

y y
)

=
∑

y ϕ(y) where y runs over the set

{ y ∈ Lnu,d−1 : y ⊆ x }. Now ϕ(y) = gy·y⊗ g−1
y·y(y) = gx·x⊗ g−1

x·x(y) since y · y = x ·x. So

ϕ∂̈(x) =
∑
y

gx·x ⊗ g−1
x·x(y).

On the other hand

(1⊗ ∂̈)ϕ(x) = (1⊗ ∂̈)
(
gx·x ⊗ g−1

x·x(x)
)

= gx·x ⊗ ∂̈
(
g−1
x·x(x)

)
= gx·x ⊗ g−1

x·x∂̈(x) since ∂̈ commutes with Bn

=
∑
y

gx·x ⊗ g−1
x·x(y)

where the sum runs over the same y as above. Hence ϕ∂̈(x) = (1⊗ ∂̈)ϕ(x) as required.

We also give a less direct proof that Mn
u,d
∼= IndBnBn−d×Bd(M

n−d
u−d,0).

Alternative proof that Mn
u,d
∼= IndBnBn−d×Bd(M

n−d
u−d,0). The idea of the proof is encapsu-

lated by the following diagram.

Mn
u,d

Mn−d
u−d,0 Mn−d

u−d,0

1Su−d×Bn−u 1Su−d×Bn−u×Bd

InflBn−d×Bd

InflSu−d×Bn−u×Bd

IndBn

IndBn−d×BdIndBn−d

IndBn
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Since Mn
u,d is a transitive permutation module we know it is isomorphic to IndBnH (1H)

where H is the stabilizer in Bn of an element in Lnu,d. Let

x = {1 . . . u− d} · {n− d+ 1n− d+ 1 . . . nn} ∈ Lnu,d.

Then the stabilizer of x in Bn is StabBn(x) = Su−d × Bn−u × Bd. Thus Mn
u,d
∼=

IndBnSu−d×Bn−u×Bd(1Su−d×Bn−u×Bd). Similarly Mn−d
u−d,0

∼= Ind
Bn−d
Su−d×Bn−u(1Su−d×Bn−u). By

transitivity of induction [9, Proposition 10.6(ii)], we have

Mn
u,d
∼= IndBnBn−d×Bd Ind

Bn−d×Bd
Su−d×Bn−u×Bd(1Su−d×Bn−u×Bd).

We may rewrite the trivial module as the inflation of the trivial module for Su−d×Bn−u

to get

Mn
u,d
∼= IndBnBn−d×Bd Ind

Bn−d×Bd
Su−d×Bn−u×Bd Infl

Su−d×Bn−u×Bd
Su−d×Bn−u (1Su−d×Bn−u).

This inflation can be viewed as taking the outer tensor product with the trivial module

for Bd. By the the standard fact that outer tensor products commute with induc-

tion [9, Lemma 10.17], we may swap the first induction and inflation stages to get

Mn
u,d
∼= IndBnBn−d×Bd Infl

Bn−d×Bd
Bn−d

Ind
Bn−d
Su−d×Bn−u(1Su−d×Bn−u).

Now by our earlier remark that Mn−d
u−d,0

∼= Ind
Bn−d
Su−d×Bn−u(1Su−d×Bn−u) we have finally

Mn
u,d
∼= IndBnBn−d×Bd Infl

Bn−d×Bd
Bn−d

(Mn−d
u−d,0),

as required.

The isomorphisms of Theorem 3.6.1, as they live in the world of p-complexes,

are very strong and allow isomorphisms of objects derived from these p-complexes to

be immediately read off. One such statement is Theorem 3.6.6 which describes how

the homology modules arise as induced modules. The key machinery for this is the

following.

Lemma 3.6.4 (Exactness of induction [9, Section 10, Exercise 20]). Let H ⊆ G be

finite groups. Let A and B be FH-modules with α : A → B an FH-map. Consider

the induced map 1⊗ α : IndGH(A)→ IndGH(B). We have

(a) ker(1⊗ α) = IndGH(kerα) and

(b) im(1⊗ α) = IndGH(imα).

Proof. Let G = g1H ∪ . . . ∪ gsH be a decomposition of G into left cosets of H. Let

a1, . . . , at be a basis ofA. Then IndGH(A) has basis { gi ⊗ aj : 1 ≤ i ≤ s and 1 ≤ j ≤ t }.
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3.6. Identifying induced modules

Let x ∈ ker(1⊗ α). Write x =
∑

i,j λij(gi ⊗ aj) with λij ∈ F . Then

0 = (1⊗ α)(x) = (1⊗ α)

(∑
i,j

λij(gi ⊗ aj)

)

=
∑
i

gi ⊗ α

(∑
j

λijaj

)
.

This implies α
(∑

j λijaj

)
= 0 for each i. In other words

∑
j λijaj ∈ kerα. So

x ∈ IndGH(kerα). So ker(1 ⊗ α) ⊆ IndGH(kerα). On the other hand suppose x ∈
IndGH(kerα). Then x =

∑
i gi ⊗ zi with zi ∈ kerα. We have

(1⊗ α)(x) = (1⊗ α)

(∑
i

gi ⊗ zi

)
=
∑
i

gi ⊗ α(zi) =
∑
i

gi ⊗ 0 = 0.

So IndGH(kerα) ⊆ ker(1⊗ α). So IndGH(kerα) = ker(1⊗ α). This completes the proof

of (a).

For (b) let x ∈ im(1 ⊗ α). Then x = (1 ⊗ α)(y) for some y ∈ IndGH(A). Write

y =
∑

i,j λij(gi ⊗ aj) with each λij in F . Then

x = (1⊗ α)

(∑
i,j

λij(gi ⊗ aj)

)
=
∑
i,j

λijgi ⊗ α(aj)

=
∑
i

gi ⊗

(∑
j

λijα(aj)

)

=
∑
i

gi ⊗ α

(∑
j

λijaj

)
∈ IndGH(imα).

So im(1 ⊗ α) ⊆ IndGH(imα). Suppose on the other hand x ∈ IndGH(imα). Then

x =
∑

i gi⊗ xi with xi ∈ imα. Write xi = α(yi) for each i. Then x =
∑

i gi⊗α(yi) =

(1⊗ α) (
∑

i gi ⊗ yi) ∈ im(1⊗ α). So IndGH(imα) ⊆ im(1⊗ α). So (b) holds.

Note Lemma 3.6.4 implies that IndGH is an exact functor which is by definition a

functor which preserves exactness of sequences. We don’t go into detail about exact

functors merely we remark that Lemma 3.6.4 holds in general, replacing IndGH with

any exact functor between abelian categories and replacing equality with isomorphism

in (a) and (b). The following corollary also holds in general for any exact functor.

Corollary 3.6.5. Let H ⊆ G be finite groups. Suppose we have a homological se-
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quence of FH-modules
. . .← A0

∂←− A1
∂←− A2 ← . . . .

Let k ∈ Z. Using the standard homology notation we have

Hk

(
IndGH(A)

) ∼= IndGH (Hk(A)) ,

that is ker(1⊗ ∂) ∩ IndGH(Ak)

(1⊗ ∂)
(
IndGH(Ak+1)

) ∼= IndGH

(
ker ∂ ∩ Ak
∂(Ak+1)

)
.

Proof. Consider the short exact sequence

0→ ∂(Ak+1)
Id−→ ker ∂ ∩ Ak

π−→ ker ∂ ∩ Ak
∂(Ak+1)

→ 0

where π is the natural projection. Apply IndGH to get

0→ IndGH (∂(Ak+1))
1⊗Id−−→ IndGH (ker ∂ ∩ Ak)

1⊗π−−→ IndGH

(
ker ∂ ∩ Ak
∂(Ak+1)

)
→ 0.

By Lemma 3.6.4 this sequence is also exact. This implies

IndGH

(
ker ∂ ∩ Ak
∂(Ak+1)

)
∼=

IndGH (ker ∂ ∩ Ak)
IndGH (∂(Ak+1))

.

But by Lemma 3.6.4 we have

IndGH (ker ∂ ∩ Ak) = ker(1⊗ ∂) ∩ IndGH(Ak)

and
IndGH (∂(Ak+1)) = (1⊗ ∂)

(
IndGH(Ak+1)

)
.

Hence
IndGH

(
ker ∂ ∩ Ak
∂(Ak+1)

)
∼=

ker(1⊗ ∂) ∩ IndGH(Ak)

(1⊗ ∂)
(
IndGH(Ak+1)

)
as required.

Theorem 3.6.6. We have

Ḣn
u,d,i
∼= IndBnBn−d×Bd

(
Ḣn−d
u−d,0,i

)
and

Ḧn
u,d,i
∼= IndBnBu×Bn−u

(
Ḧu
u,d,i

)
.

Proof. We give a proof for the singles map case. A similar proof can be used for

the doubles map case. By Theorem 3.6.1 we have an isomorphism of p-complexes of

FBn-modules (
Mn
∗,d, ∂̇

)
∼= IndBnBn−d×Bd

(
Mn−d
∗,0 , ∂̇

)
.

For each u ∈ Z this isomorphism induces an isomorphism of homological sequences of
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FBn-modules Ṁn
u,d,i
∼= IndBnBn−d×Bd

(
Ṁn−d

u−d,0,i

)
.

By Corollary 3.6.5 we have an isomorphism in homology

Ḣn
u,d,i
∼= IndBnBn−d×Bd

(
Ḣn−d
u−d,0,i

)
.

Theorem 3.6.6 should be viewed as a reduction result. It allows many problems

about the singles (respectively doubles) homology modules to be reduced to the case

d = 0 (respectively u = n). For example, the module Ḣn
u,d,i is non-zero if and only

if the module Ḣn−d
u−d,0,i is non-zero. This fact is utilised in Section 5.2 to streamline

the proof that certain combinatorial conditions determine whether these modules are

non-zero. The reduction result illustrates the importance of the bottom row of the

homology grid, 3.3.3. This should not be surprising as the sets Lnu,0 involved in the

bottom row correspond to simplices of the cross-polytope (see Example 3.1.2) which

is a very important object for Bn. The reduction in the doubles map case is to the

righthand column u = n. The sets occurring in Lnn,d are simply the complements in

[nn] of the sets occurring in Lnn−d,0. Thus they also correspond to the simplices of the

cross-polytope.
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Chapter 4

Branching rules

Suppose we have a recursively defined family of groups, for example the hyperocta-

hedral groups B0 ⊆ B1 ⊆ B2 ⊆ . . .. If a group in the family acts on some object

then since the groups lower down in the family are subgroups they also act on the

same object by restriction. Thus we can look at how our object “decomposes” into

objects for a group lower down in the family. There are often ways to index objects

so that these decompositions obey a combinatorial rule. Such a rule is known as a

branching rule. Branching rules play an important role in the representation theory

of groups with this recursive structure. They provide a means for proving results by

induction on the position of your group in the family. They are especially good for

extracting combinatorial information, for example dimension formulae. Perhaps the

most well-known branching rule is that for the complex irreducible representations of

the symmetric groups, as follows.

Theorem 4.0.1 ([26]). Let n be a natural number. Let λ be a partition of n. Let Sλ

denote the Specht module corresponding to λ. Then as CSn−1-modules we have

Sλ ∼=
⊕
µ

Sµ

where the sum runs over the partitions µ of n− 1 whose Ferrers diagram is obtained

by removing a node from the Ferrers diagram of λ.

Proof. For a proof see Sagan’s book [27, Theorem 2.8.3].
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4.1. A branching rule for the permutation modules

The aim of this chapter is to obtain some branching rules for the homological

sequences defined in Chapter 3 and their homology modules. In the next chapter we

will use these rules to prove various results about the sequences and their homology

modules.

4.1 A branching rule for the permutation modules

In this section we discuss a branching rule for the module Mn
u,d. We noted in

Proposition 3.1.5 that |Lnu,d| =
(
n
u

)(
u
d

)
2u−d. Recall for integers 0 ≤ k ≤ n the bi-

nomial coefficients satisfy the recurrence(
n

k

)
=

(
n− 1

k

)
+

(
n− 1

k − 1

)
. (4.1.1)

This recurrence can be obtained by partitioning the set of all k-subsets of {α1, . . . , αn}
into two parts, for example those subsets that contain αn and those subsets that do

not. The term
(
n−1
k−1

)
counts the subsets containing αn and the term

(
n−1
k

)
counts

the subsets not containing αn. Using (4.1.1) we may produce a similar recurrence for

|Lnu,d| as follows.

Proposition 4.1.2. For integers 1 ≤ n and 0 ≤ d ≤ u ≤ n we have∣∣Lnu,d∣∣ =
∣∣Ln−1

u,d

∣∣+ 2
∣∣Ln−1

u−1,d

∣∣+
∣∣Ln−1

u−1,d−1

∣∣ .
Proof. We have∣∣Lnu,d∣∣ =

(
n

u

)(
u

d

)
2u−d

=

((
n− 1

u

)
+

(
n− 1

u− 1

))((
u− 1

d

)
+

(
u− 1

d− 1

))
2u−d

=

(
n− 1

u

)(
u

d

)
2u−d + 2

(
n− 1

u− 1

)(
u− 1

d

)
2u−d−1

+

(
n− 1

u− 1

)(
u− 1

d− 1

)
2u−d

= |Ln−1
u,d |+ 2|Ln−1

u−1,d|+ |L
n−1
u−1,d−1|.

This proof is not very enlightening. Alternatively, Proposition 4.1.2 can be ob-

tained directly by partitioning Lnu,d into those sets intersecting {nn} in each of ∅,
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{n}, {n} and {nn}. We notice what we are really doing is partitioning Lnu,d into

Bn−1-orbits. So we can reformulate Proposition 4.1.2 as a branching rule.

Theorem 4.1.3 (Branching rule for Mn
u,d). As FBn−1-modules we have a decompo-

sition

Mn
u,d
∼= Mn−1

u,d ⊕M
n−1
u−1,d ⊕M

n−1
u−1,d ⊕M

n−1
u−1,d−1.

Proof. As stated above, this amounts to partitioning the basis Lnu,d of Mn
u,d into Bn−1-

orbits. It is easy to see that elements x and y in Lnu,d lie in the same Bn−1-orbit if and

only if
x ∩ {nn} = y ∩ {nn}.

Hence there are at most four Bn−1-orbits. These are given by the non-empty sets

among the four sets

Ln−1
u,d = {x ∈ Lnu,d : x ∩ {nn} = ∅ },

Ln−1
u−1,d · {n} = {x ∈ Lnu,d : x ∩ {nn} = {n} },

Ln−1
u−1,d · {n} = {x ∈ Lnu,d : x ∩ {nn} = {n} } and

Ln−1
u−1,d−1 · {nn} = {x ∈ Lnu,d : x ∩ {nn} = {nn} }.

Theorem 4.1.3 allows us to write any x in Mn
u,d uniquely as

x = x∅ + x{n} · {n}+ x{n} · {n}+ x{nn} · {nn}

with (x∅, x{n}, x{n}, x{nn}) ∈ Mn−1
u,d ⊕ Mn−1

u−1,d ⊕ Mn−1
u−1,d ⊕ Mn−1

u−1,d−1. This subscript

notation will be standard.

4.2 Branching rules for chain complexes

None of the results of the previous section should be surprising. What is perhaps

surprising is that the form of the branching rule, Theorem 4.1.3, continues through

to branching rules for chain complexes. We will prove the precise statements in

Theorem 4.2.3 and Theorem 4.2.4. First we will prove two lemmas about how the

differentials interact with the branching rule.
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Lemma 4.2.1. Let x ∈Mn. Then

∂̇i(x) = ∂̇i(x∅) + i∂̇i−1(x{n} + x{n}) + ∂̇i(x{n}) · {n}

+ ∂̇i(x{n}) · {n}+ ∂̇i(x{nn}) · {nn}.

Lemma 4.2.2. Let x ∈Mn. Then

∂̈i(x) = ∂̈i(x∅) +
(
∂̈i(x{n}) + i∂̈i−1(x{nn})

)
· {n}

+
(
∂̈i(x{n}) + i∂̈i−1(x{nn})

)
· {n}+ ∂̈i(x{nn}) · {nn}.

Proof of Lemmas 4.2.1 and 4.2.2. Let ∂ ∈ {∂̇, ∂̈}. By linearity of the projections

x 7→ x∅, x 7→ x{n}, x 7→ x{n}, x 7→ x{nn} and the map ∂, it suffices to consider the case

x is an element of the basis Lnu,d. Notice that the pairs (x{n}, {n}), (x{n}, {n}) and

(x{nn}, {nn}) each satisfy the condition on (x, y) in Lemma 3.5.2. Therefore we can

expand ∂i(x · y) using the standard binomial formula from calculus

∂i(x · y) =
i∑

j=0

(
i

j

)
∂i−j(x) · ∂j(y).

Now note that for y ∈ {{n}, {n}, {nn}} we have ∂j(y) = 0 for j ≥ 2. This gives all

of the expressions in the lemmas (noting that ∂̈({nn}) = {n}+ {n}).

The branching rules for the chain complexes are as follows. Note that these are

generalisations of the earlier branching rule Theorem 4.1.3.

Theorem 4.2.3 (Branching rule for the singles map chain complexes). Let 1 ≤ n

and 0 < i < p. We have an isomorphism of chain complexes of FBn−1-modules

Ṁn
u,d,i
∼= Ṁn−1

u,d,i+1 ⊕ Ṁ
n−1
u−1,d,i ⊕ Ṁ

n−1
u−1,d,i−1 ⊕ Ṁ

n−1
u−1,d−1,i.

Theorem 4.2.4 (Branching rule for the doubles map chain complexes). Let 1 ≤ n

and 0 < i < p. We have an isomorphism of chain complexes of FBn−1-modules

M̈n
u,d,i
∼= M̈n−1

u,d,i ⊕ M̈
n−1
u−1,d,i ⊕ M̈

n−1
u−1,d,i+1 ⊕ M̈

n−1
u−1,d−1,i−1.

As with Theorem 3.6.1, there is a striking similarity between Theorems 4.2.3 and

4.2.4 which further develops the picture of a certain duality between the singles and

doubles maps.
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Chain complex isomorphism is a very strong property, see Section 2.4. Thus

Theorems 4.2.3 and 4.2.4 are very strong. A consequence of this strength is that they

allow us to immediately deduce branching rules for objects derived from the chain

complexes. For example, the following branching rules about kernels, images and

homology modules follow immediately, see Section 2.4 for details.

Theorem 4.2.5. Let f be the isomorphism in the proof of Theorem 4.2.3. Then f

induces the following isomorphisms of FBn−1-modules

K̇n
u,d,i
∼= K̇n−1

u,d,i+1 ⊕ K̇
n−1
u−1,d,i ⊕ K̇

n−1
u−1,d,i−1 ⊕ K̇

n−1
u−1,d−1,i,

İnu,d,i
∼= İn−1

u,d,i+1 ⊕ İ
n−1
u−1,d,i ⊕ İ

n−1
u−1,d,i−1 ⊕ İ

n−1
u−1,d−1,i, and

Ḣn
u,d,i
∼= Ḣn−1

u,d,i+1 ⊕ Ḣ
n−1
u−1,d,i ⊕ Ḣ

n−1
u−1,d,i−1 ⊕ Ḣ

n−1
u−1,d−1,i.

Theorem 4.2.6. Let f be the isomorphism in the proof of Theorem 4.2.4. Then f

induces the following isomorphisms of FBn−1-modules

K̈n
u,d,i
∼= K̈n−1

u,d,i ⊕ K̈
n−1
u−1,d,i ⊕ K̈

n−1
u−1,d,i+1 ⊕ K̈

n−1
u−1,d−1,i−1,

Ïnu,d,i
∼= Ïn−1

u,d,i ⊕ Ï
n−1
u−1,d,i ⊕ Ï

n−1
u−1,d,i+1 ⊕ Ï

n−1
u−1,d−1,i−1, and

Ḧn
u,d,i
∼= Ḧn−1

u,d,i ⊕ Ḧ
n−1
u−1,d,i ⊕ Ḧ

n−1
u−1,d,i+1 ⊕ Ḧ

n−1
u−1,d−1,i−1.

Before proceeding with the proof of Theorem 4.2.3, let us have a brief discussion

as to why the branching rule looks as it does. Let ∂ = ∂̇ and let Mn
u,d,i = Ṁn

u,d,i.

Also, set J = (u + pZ) ∪ (u − i + pZ) to be the set of integers congruent either to u

(mod p) or to u − i (mod p). Recall Theorem 4.1.3 told us that as FBn−1-modules

we have the rather natural decomposition

Mn
u,d = Mn−1

u,d ⊕M
n−1
u−1,d · {n} ⊕M

n−1
u−1,d · {n} ⊕M

n−1
u−1,d−1 · {nn}.

Hence each x ∈Mn
u,d can be written uniquely as

x = x∅ + x{n} · {n}+ x{n} · {n}+ x{nn} · {nn}

with
(x∅, x{n}, x{n}, x{nn}) ∈Mn−1

u,d ⊕M
n−1
u−1,d ⊕M

n−1
u−1,d ⊕M

n−1
u−1,d−1.

Let ϕu,d be the associated isomorphism defined for each x ∈Mu,d by

x 7→ (x∅, x{n}, x{n}, x{nn}).

We might expect that the sequence (ϕj,d)j∈J of maps associated to the terms

. . .←Mn
u−p,d ←Mn

u−i,d ←Mn
u,d ←Mn

u+p−i,d ←Mn
u+p,d ← . . .
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4.2. Branching rules for chain complexes

of Mn
u,d,i would give an isomorphism of chain complexes. However, this is not the

case since the diagram

...
...

Mn
u+p−i,d Mn−1

u+p−i,d ⊕M
n−1
u+p−i−1,d ⊕M

n−1
u+p−i−1,d ⊕M

n−1
u+p−i−1,d−1

Mn
u,d Mn−1

u,d ⊕M
n−1
u−1,d ⊕M

n−1
u−1,d ⊕M

n−1
u−1,d−1

Mn
u−i,d Mn−1

u−i,d ⊕M
n−1
u−i−1,d ⊕M

n−1
u−i−1,d ⊕M

n−1
u−i−1,d−1

...
...

∂p−i

∂i

∂p−i ⊕ ∂p−i ⊕ ∂p−i ⊕ ∂p−i

∂i ⊕ ∂i ⊕ ∂i ⊕ ∂i

ϕu+p−i,d

ϕu,d

ϕu−i,d

does not commute (so the map is not a chain map, let alone an isomorphism of chain

complexes). The idea is to deform this map slightly to obtain a chain map.

The problem is that for x ∈ Mn
u,d there is no way to recover ∂i(x∅) (the first

component of the value obtained by tracing x across and then down in the diagram)

from ∂i(x) (the value obtained by tracing x down in the diagram). However, writing

x′ for ∂i(x), we have
∂i+1(x∅) = ∂(x′∅)− i(x′{n} + x′{n}).

So although we cannot recover ∂i(x∅) from x′, we can recover ∂i+1(x∅) from x′. This

gives a clue as to why there is an i + 1 appearing in the branching rule. Once we

have an i + 1 somewhere, it is then clear we must have an i − 1 somewhere else to

compensate. Furthermore, it is clear that there is no room for an i+ 2 or higher term

(or an i− 2 or lower term).

Proof of Theorem 4.2.3. Recall the local notation ∂ = ∂̇ and Mn
u,d,i = Ṁn

u,d,i. Also,
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4.2. Branching rules for chain complexes

set J = (u+pZ)∪(u−i+pZ) to be the set of integers congruent either to u (mod p) or

to u−i (mod p). We construct an isomorphism of chain complexes of FBn−1-modules

f :Mn
u,d,i →Mn−1

u,d,i+1 ⊕M
n−1
u−1,d,i ⊕M

n−1
u−1,d,i−1 ⊕M

n−1
u−1,d−1,i.

Such an isomorphism will be a sequence (fj)j∈J of maps. We define such a sequence

as follows. For j ≡ u (mod p) we define

fj : Mn
j,d →Mn−1

j,d ⊕M
n−1
j−1,d ⊕M

n−1
j−1,d ⊕M

n−1
j−1,d−1

by
fj(x) = (−i−1x∅, x{n}, x{n} + x{n} + i−1∂(x∅), x{nn}). (4.2.7)

For j ≡ u− i (mod p) we define

fj : Mn
j,d →Mn−1

j−1,d ⊕M
n−1
j−1,d ⊕M

n−1
j,d ⊕M

n−1
j−1,d−1

by
fj(x) = (x{n} + x{n} − i−1∂(x∅), x{n}, i

−1x∅, x{nn}). (4.2.8)

Notice the symmetry between (4.2.7) and (4.2.8): Suppose we start with (4.2.7). If we

interchange the first and third components of fj(x) and negate each of the two terms

involving i−1 then we obtain the definition of fj(x) in (4.2.8). The same procedure

maps (4.2.8) to (4.2.7).

We claim that the sequence of maps f = (fj)j∈J is an isomorphism of chain

complexes of FBn−1-modules. To verify this we need to show two things:

(a) f is a chain map of complexes of FBn−1-modules, that is

(i) each fj is an FBn−1-map, and
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4.2. Branching rules for chain complexes

(ii) the diagram

...
...

Mn
u+p−i,d Mn−1

u+p−i−1,d ⊕M
n−1
u+p−i−1,d ⊕M

n−1
u+p−i,d ⊕M

n−1
u+p−i−1,d−1

Mn
u,d Mn−1

u,d ⊕M
n−1
u−1,d ⊕M

n−1
u−1,d ⊕M

n−1
u−1,d−1

Mn
u−i,d Mn−1

u−i−1,d ⊕M
n−1
u−i−1,d ⊕M

n−1
u−i,d ⊕M

n−1
u−i−1,d−1

...
...

∂p−i

∂i

∂p−i−1 ⊕ ∂p−i ⊕ ∂p−i+1 ⊕ ∂p−i

∂i+1 ⊕ ∂i ⊕ ∂i−1 ⊕ ∂i

fu+p−i

fu

fu−i

(4.2.9)

commutes;

(b) each fj has an inverse.

Note that these two properties automatically imply that each f−1
j is an FBn−1-map

and that f−1 = (f−1
j )j∈J is the inverse chain map of f .

First we prove (a). The maps x 7→ x∅, x 7→ x{n}, x 7→ x{n}, x 7→ x{nn} and x 7→ ∂(x)

are clearly each FBn−1-maps. Hence, we have that each fj is an FBn−1-map. To verify

that the diagram (4.2.9) commutes it suffices to show that each square

Mn
j,d fj(M

n
j,d)

Mn
j−i∗,d fj−i∗(M

n
j−i∗,d)

fj

∂i
∗

fj−i∗

(4.2.10)

in (4.2.9) commutes, where i∗ = i or p − i dependent on whether j ≡ u or u − i
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4.2. Branching rules for chain complexes

(mod p) respectively. To see this, we use Lemma 4.2.1:

∂i(x) = ∂i(x∅) + i∂i−1(x{n} + x{n}) + ∂i(x{n}) · {n}+ ∂i(x{n}) · {n}+ ∂i(x{nn}) · {nn}.

First consider the case j ≡ u (mod p). Then the corresponding square is

Mn
j,d Mn−1

j,d ⊕M
n−1
j−1,d ⊕M

n−1
j−1,d ⊕M

n−1
j−1,d−1

Mn
j−i,d Mn−1

j−i−1,d ⊕M
n−1
j−i−1,d ⊕M

n−1
j−i,d ⊕M

n−1
j−i−1,d−1.

fj

∂i+1 ⊕ ∂i ⊕ ∂i−1 ⊕ ∂i∂i

fj−i

This commutes since for x ∈Mn
j,d we have

(∂i+1 ⊕ ∂i ⊕ ∂i−1 ⊕ ∂i)fj(x)

= (∂i+1 ⊕ ∂i ⊕ ∂i−1 ⊕ ∂i)(−i−1x∅, x{n}, x{n} + x{n} + i−1∂(x∅), x{nn})

= (−i−1∂i+1(x∅), ∂
i(x{n}), ∂

i−1(x{n} + x{n}) + i−1∂i(x∅), ∂
i(x{nn}))

= (∂i(x{n}) + ∂i(x{n})− i−1∂(∂i(x∅) + i∂i−1(x{n} + x{n})), ∂
i(x{n}),

i−1(∂i(x∅) + i∂i−1(x{n} + x{n})), ∂
i(x{nn}))

= fj−i(∂
i(x∅) + i∂i−1(x{n} + x{n}) + ∂i(x{n}) · {n}+ ∂i(x{n}) · {n}

+ ∂i(x{nn}) · {nn})

= fj−i∂
i(x).

Now suppose j ≡ u− i (mod p). The corresponding square is

Mn
j,d Mn−1

j−1,d ⊕M
n−1
j−1,d ⊕M

n−1
j,d ⊕M

n−1
j−1,d−1

Mn
j−p+i,d Mn−1

j−p+i,d ⊕M
n−1
j−p+i−1,d ⊕M

n−1
j−p+i−1,d ⊕M

n−1
j−p+i−1,d−1.

fj

∂p−i−1 ⊕ ∂p−i ⊕ ∂p−i+1 ⊕ ∂p−i∂p−i

fj−p+i
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4.2. Branching rules for chain complexes

This commutes since for x ∈Mn
j,d we have

(∂p−i−1 ⊕ ∂p−i ⊕ ∂p−i+1 ⊕ ∂p−i)fj(x)

= (∂p−i−1 ⊕ ∂p−i ⊕ ∂p−i+1 ⊕ ∂p−i)(x{n} + x{n} − i−1∂(x∅), x{n}, i
−1x∅, x{nn})

= (∂p−i−1(x{n} + x{n})− i−1∂p−i(x∅), ∂
p−i(x{n}), i

−1∂p−i+1(x∅), ∂
p−i(x{nn}))

= (−i−1(∂p−i(x∅)− i∂p−i−1(x{n} + x{n})), ∂
p−i(x{n}),

∂p−i(x{n}) + ∂p−i(x{n}) + i−1∂(∂p−i(x∅)− i∂p−i−1(x{n} + x{n})),

∂p−i(x{nn}))

= fj−p+i(∂
p−i(x∅) + (p− i)∂p−i−1(x{n} + x{n})

+ ∂p−i(x{n}) · {n}+ ∂p−i(x{n}) · {n}+ ∂p−i(x{nn}) · {nn})

= fj−p+i∂
p−i(x).

So we have established (a), that f is a chain map.

It remains to show (b), that each fj has an inverse. In the case j ≡ u (mod p) we

claim f−1
j is given by

f−1
j (x1, x2, x3, x4) = −ix1 +∂(x1) ·{n}+x2 ·({n}−{n})+x3 ·{n}+x4 ·{nn} (4.2.11)

for all (x1, x2, x3, x4) ∈Mn−1
j,d ⊕M

n−1
j−1,d⊕M

n−1
j−1,d⊕M

n−1
j−1,d−1. The proof of the claim is

straightforward: For x ∈Mn
j,d we have

f−1
j fj(x) = −i(−i−1x∅) + ∂(−i−1x∅) · {n}+ x{n} · ({n} − {n})

+ (x{n} + x{n} + i−1∂(x∅)) · {n}+ x{nn} · {nn}

= x∅ + x{n} · {n}+ x{n} · {n}+ x{n} · {nn}

= x.

This shows that we have defined a left inverse for fj. Hence fj is an embedding. But,

by dimension counting, fj must be an isomorphism. So what we have defined is also

a right inverse. So f−1
j is indeed defined by (4.2.11).

Now suppose j ≡ u− i (mod p). Let (x1, x2, x3, x4) ∈ Mn−1
j−1,d ⊕M

n−1
j−1,d ⊕M

n−1
j,d ⊕

Mn−1
j−1,d−1. We have

f−1
j (x1, x2, x3, x4) = x1 · {n}+ x2 · ({n} − {n}) + ix3 + ∂(x3) · {n}+ x4 · {nn}.

This follows from the symmetry discussed after defining fj. Incase we don’t trust the
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symmetry, let x ∈Mn
j,d. We have

f−1
j fj(x) = (x{n} + x{n} − i−1∂(x∅)) · {n}+ x{n} · ({n} − {n}) + i(i−1x∅)

+ ∂(i−1x∅) · {n}+ x{nn} · {nn}

= x∅ + x{n} · {n}+ x{n} · {n}+ x{nn} · {nn}

= x.

By the same argument as in the case j ≡ u (mod p) we are done. This completes the

proof for ∂ = ∂̇ and Mn
u,d,i = Ṁn

u,d,i.

Example 4.2.12. Let p = 2. Let n = 3 and d = 0 ≤ u ≤ n. In this case for u 6= 0

the sets in L3
u,0 may be viewed as the (u − 1)-simplices of the octahedron, namely

the 2-simplices are the faces, the 1-simplices are the edges and the 0-simplices are the

vertices. Let X be the octahedron

1

2

3

1̄

2̄

3̄ .

The homology Ḣ3
u,0,i is zero unless i = 1. In characteristic 2 the map ∂̇ is the same

as the usual boundary map from simplicial homology with coefficients in F [25, Page

28]. Thus Ḣ3
u,0,1 is just the usual reduced homology of the octahedron with coefficients

in F , that is Ḣ3
u,0,1 = H̃u−1(X;F ) using standard notation. Note that the reduced

homology is the same as the non-reduced homology in all degrees except zero. The

inclusion of the “−1-simplex” ∅ is what makes our homology the reduced homology

rather than the non-reduced. Observe X is homeomorphic to a 2-sphere. Hence by a

standard result [25, Theorem 31.8], we have

H̃u−1(X;F ) =

F if u = 3

0 if u 6= 3.

The branching rule provides an alternative proof of this fact. It gives

Ḣ3
u,0,1
∼= Ḣ2

u,0,2 ⊕ Ḣ2
u−1,0,1 ⊕ Ḣ2

u−1,0,0 ⊕ Ḣ2
u−1,−1,1

= Ḣ2
u−1,0,1

∼= Ḣ1
u−2,0,1

∼= Ḣ0
u−3,0,1.

Now clearly

Ḣ0
u−3,0,1 =

F if u = 3

0 if u 6= 3.
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We can go further. Let f be the isomorphism constructed in the proof of the branching

rule, Theorem 4.2.3. We can use f to find a generator of Ḣ3
3,0,1. We know that

Ḣ0
0,0,1
∼= 〈∅〉F . Now we just apply f−1 three times to ∅ to get

Ḣ3
3,0,1
∼=
〈
({1} − {1}) · ({2} − {2}) · ({3} − {3})

〉
F
.

In Subsection 5.5.1 we will use this method to find generators of Ḣn
u,0,i in general.

The proof of Theorem 4.2.4 (the branching rule for the doubles map) is similar to

the singles map case.

Proof of Theorem 4.2.4. Let J = (d+ pZ)∪ (d− i+ pZ). We will define a chain map

f = (fj)j∈J : M̈n
u,d,i → M̈n−1

u,d,i ⊕ M̈
n−1
u−1,d,i ⊕ M̈

n−1
u−1,d,i+1 ⊕ M̈

n−1
u−1,d−1,i−1 and its inverse.

The proof that f is an isomorphism of chain complexes of FBn−1-modules will be

omitted as it is similar to the proof provided for the singles map case, Theorem 4.2.3.

For j ≡ d (mod p) define fj : Mn
u,j →Mn−1

u,j ⊕Mn−1
u−1,j ⊕Mn−1

u−1,j ⊕Mn−1
u−1,j−1 by

fj(x) =
(
x∅, x{n} − x{n},−i−1x{n}, i

−1∂̈(x{n}) + x{nn}

)
for all x ∈Mn

u,j. For j ≡ d−i (mod p) define fj : Mn
u,j →Mn−1

u,j ⊕Mn−1
u−1,j⊕Mn−1

u−1,j−1⊕
Mn−1

u−1,j by
fj(x) =

(
x∅, x{n} − x{n},−i−1∂̈(x{n}) + x{nn}, i

−1x{n}

)
for all x ∈Mn

u,j.

Now we define f−1. For j ≡ d (mod p) define f−1
j : Mn−1

u,j ⊕Mn−1
u−1,j ⊕Mn−1

u−1,j ⊕
Mn−1

u−1,j−1 →Mn
u,j by

f−1
j (x1, x2, x3, x4) = x1 + x2 · {n}+ ∂̈(x3) · {nn} − ix3 · ({n}+ {n}) + x4 · {nn}

for all (x1, x2, x3, x4) ∈ Mn−1
u,j ⊕Mn−1

u−1,j ⊕Mn−1
u−1,j ⊕Mn−1

u−1,j−1. For j ≡ d − i (mod p)

define f−1
j : Mn−1

u,j ⊕Mn−1
u−1,j ⊕Mn−1

u−1,j−1 ⊕Mn−1
u−1,j →Mn

u,j by

f−1
j (x1, x2, x3, x4) = x1 + x2 · {n}+ x3 · {nn}+ ∂̈(x4) · {nn}+ ix4 · ({n}+ {n})

for all (x1, x2, x3, x4) ∈Mn−1
u,j ⊕Mn−1

u−1,j ⊕Mn−1
u−1,j−1 ⊕Mn−1

u−1,j.
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Chapter 5

Consequences of the branching

rules

In this chapter we use the branching rules of Chapter 4 to extract as much information

as we can about the homology modules. This information includes combinatorial

conditions for the modules to be non-zero, conditions for irreducibility, dimension

formulae and construction of explicit generators. The dimension formulae allow us to

compute the p-rank of certain incidence matrices. It is worth noting that up until now

our results have only required that we be in positive characteristic. From now on we

will see a separation of the even and odd characteristic cases. A complete account of

the even characteristic case is possible and this is provided by Section 5.1. This really

has a distinct flavour from the odd characteristic case which is much less transparent

and is explored in the remaining sections.

5.1 Even characteristic

As we saw in Section 2.7, the representation theory of Bn in even characteristic is re-

ally distinct from that in odd characteristics. The former involves partitions, whereas

the latter involves bipartitions. This is due to the fact that the base group 2n has

only one irreducible representation in even characteristic. In even characteristic, the

irreducible representations of Bn resemble those of Sn but they are extended by let-
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ting the base group act trivially. It should therefore be no surprise that the behaviour

of the homology modules in even characteristic is rather different from that in odd

characteristics. Furthermore, in even characteristic our boundary map coincides with

the usual boundary map of algebraic topology (see Example 4.2.12) so the even char-

acteristic case resembles the more classical situation. All of this contributes to the

fact that the even characteristic case is much more straightforward to study and de-

scribe. This section covers the even characteristic case. Our main interest is the odd

characteristic case which is studied in the later sections.

Throughout this section we assume p = 2. The first thing to notice is that the

only integer i satisfying 0 < i < p is i = 1. We recall some concepts from Section 2.7.

Let 0 ≤ d ≤ n be integers. Let λ = (d, n − d) be a composition of n into two parts.

We denote by Mλ the permutation module over F obtained from the action of Sn

on the cosets of the Young subgroup Sd × Sn−d. We make Mλ into a Bn-module by

putting the base group Cn
2 in the kernel of the action. Note M (d,n−d) ∼= M (n−d,d). If

we order the parts of λ in non-increasing order then λ becomes a partition of n and

the resulting module can be thought of as the permutation module with basis the

λ-tabloids.

The structure of Ḣn
u,d,1 is described by the following theorem. In particular, it says

that each Ḣn
u,d,1 is a permutation module.

Theorem 5.1.1. Let p = 2. Let 0 ≤ d ≤ u ≤ n be integers. Then

Ḣn
u,d,1
∼=

M (d,n−d) if u = n

0 if u 6= n.

In particular, Ḣn
u,d,1
∼= Ḣn

u,n−d,1 and Ḣn
n,d,1 is irreducible if and only if d = 0 or d = n,

in which case it is the trivial module.

Note that the result Ḣn
u,d,1

∼= Ḣn
u,n−d,1 is a kind of duality. This has a partial

generalisation to the odd characteristic case, see Theorem 5.6.1(c) and (d). The

duality can be explained as follows. First note that Ḣn
n,d,1
∼= K̇n

n,d,1 since İnn,d,1 = 0. It

is not difficult to show directly that K̇n
n,d,1 has a basis consisting of the orbit sums of

the base group on Lnn,d. Two elements lie in the same orbit if and only if their doubles

parts are equal. Thus as an Sn-module K̇n
n,d,1 is isomorphic to the permutation module

on the d-subsets of [n]. It is well-known that the module for d-subsets is isomorphic
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to that for (n− d)-subsets. The base group acts trivially in both cases so we have our

isomorphism of Bn-modules.

Note also that Ḣn
u,0,1 = 0 unless u = n in which case it is the trivial module.

This fact can be obtained alternatively by classical algebraic topology: The elements

of Lnu,0 correspond to the (u − 1)-simplices of a simplicial complex associated to the

boundary of the cross-polytope (see Example 3.1.2). Since we are in characteristic

2 the incidence map is the same as the usual boundary map (involving alternating

sums) from algebraic topology. Then Ḣn
u,0,1 is the reduced homology of the boundary

of the cross-polytope with coefficients in F (see Example 4.2.12 for the case n = 3).

Since the boundary of the cross-polytope is homeomorphic to a sphere we have that

its reduced homology vanishes everywhere except at the top (u = n) where it is

1-dimensional.

We now prove Theorem 5.1.1. We split off two parts of the proof into lemmas.

Lemma 5.1.2. Let p = 2. Let 0 ≤ u ≤ n be integers. Then Ḣn
u,0,1 = 0 unless u = n.

Proof. Clearly Ḣ0
u,0,1 = 0 unless u = 0. The branching rule Theorem 4.2.3 gives

Ḣn
u,0,1
∼= Ḣn−1

u,0,2 ⊕ Ḣn−1
u−1,0,1 ⊕ Ḣn−1

u−1,0,0 ⊕ Ḣn−1
u−1,−1,1

= Ḣn−1
u−1,0,1

since the other three terms vanish. By induction Ḣn−1
u−1,0,1 = 0 unless u − 1 = n − 1,

that is u = n.

Lemma 5.1.3. Let p = 2. Let 0 ≤ n be integers. Then Ḣn
n,0,1 is the trivial FBn-

module.

Proof. We have Ḣ0
0,0,1
∼= 〈∅〉F . Tracing this back up through the isomorphism f in

the proof of Theorem 4.2.3 we obtain (after n steps)

Ḣn
n,0,1
∼=

〈
n∏
k=1

({k} − {k})

〉
F

.

Since we are in characteristic 2 this becomes

Ḣn
n,0,1
∼=

〈
n∏
k=1

({k}+ {k})

〉
F

.

Thus Bn acts trivially as required.
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Proof of Theorem 5.1.1. By Theorem 3.6.6 we have

Ḣn
u,d,1
∼= IndBnBn−d×Bd

(
Ḣn−d
u−d,0,1

)
.

Note that for any two part composition (a, b) of n the module M (a,b) is the induced

module
M (a,b) ∼= IndBnBa×Bb(1Ba×Bb)

∼= IndBnBb×Ba(1Bb×Ba).

Thus it suffices to show that Ḣn−d
u−d,0,1 is the trivial module for u = n and zero otherwise.

Lemma 5.1.2 says that Ḣn−d
u−d,0,1 is zero unless u−d = n−d, that is u = n. Lemma 5.1.3

says that Ḣn−d
n−d,0,1 is the trivial FBn−d-module.

The analogue of Theorem 5.1.1 for the doubles map is the following.

Theorem 5.1.4. Let p = 2. Let 0 ≤ d ≤ u ≤ n be integers. Then

Ḧn
u,d,1
∼=

M (u,n−u) if d = 0

0 if d 6= 0.

In particular, Ḧn
u,d,1
∼= Ḧn

n−u,d,1 and Ḧn
u,0,1 is irreducible if and only if u = 0 or u = n,

in which case it is the trivial module.

As before, we break the proof into two lemmas.

Lemma 5.1.5. Let p = 2. Let 0 ≤ d ≤ n be integers. Then Ḧn
n,d,1 = 0 unless d = 0.

Proof. Clearly Ḧ0
0,d,1 = 0 unless d = 0. The branching rule, Theorem 4.2.6, gives

Ḧn
n,d,1
∼= Ḧn−1

n,d,1 ⊕ Ḧ
n−1
n−1,d,1 ⊕ Ḧ

n−1
n−1,d,2 ⊕ Ḧ

n−1
n−1,d−1,0

= Ḧn−1
n−1,d,1

since the other three terms are zero. By induction, Ḧn−1
n−1,d,1 = 0 unless d = 0.

Lemma 5.1.6. Let p = 2. Let 0 ≤ n be an integer. Then Ḧn
n,0,1 is the trivial

FBn-module.

Proof. We have Ḧ0
0,0,1
∼= 〈∅〉F which is the trivial module. By the branching rule

Theorem 4.2.6 we have Ḧn
n,0,1
∼= Ḧn−1

n−1,0,1. An inverse isomorphism is given by [z] 7→
[{n} · z] for z ∈ K̈n−1

n−1,0,1 where square brackets denote the coset in the homology

module, see the proof of Theorem 4.2.4. So Ḧn
n,0,1
∼= 〈{1 . . . n}+ Ïnn,0,1〉F . This is the

trivial module. To see this we first notice Sn acts trivially. Then since the module
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is 1-dimensional and we are in characteristic 2, the base group must act trivially

also.

Proof of Theorem 5.1.4. By Theorem 3.6.6 we have

Ḧn
u,d,1
∼= IndBnBu×Bn−u

(
Ḧu
u,d,1

)
.

Theorem 5.3.6 says this is zero unless d = 0. Finally, Lemma 5.3.7 says Ḧu
u,0,1 is the

trivial module.

We end this section on the characteristic 2 case with a duality result.

Theorem 5.1.7 (Duality in even characteristic). Let p = 2. We have

Ḣn
u,d,1
∼= Ḧn

n−d,n−u,1.

Proof. This is a one line proof using Theorem 5.1.1 and Theorem 5.1.4.

Some additional remarks about this duality are in order as the proof is not par-

ticularly enlightening. Suppose we wish to find an explicit isomorphism Ḣn
u,d,1 →

Ḧn
n−d,n−u,1. By Theorem 3.6.6 it suffices to consider the case d = 0. In this case we

are seeking an isomorphism Ḣn
u,0,1 → Ḧn

n,n−u,1. By Lemma 5.1.2 we have Ḣn
u,0,1 = 0

unless u = n. Similarly, by Lemma 5.1.5 we have Ḧn
n,n−u,1 = 0 unless u = n. So it

suffices to find an isomorphism Ḣn
n,0,1 → Ḧn

n,0,1. By the proof of Lemma 5.1.3 we have

Ḣn
n,0,1
∼= 〈({1}+ {1}) · · · ({n}+ {n})〉F ∼= 1Bn . By the proof of Lemma 5.1.6 we have

Ḧn
n,0,1
∼= 〈{1 . . . n}+ Ïnn,0,1〉F ∼= 1Bn . So of course we can just define an isomorphism

by taking the class of ({1} + {1}) · · · ({n} + {n}) in Ḣn
n,0,1 to the class of {1 . . . n}

in Ḧn
n,0,1. But suppose we want to define a map of kernels K̇n

n,0,1 → K̈n
n,0,1 which

commutes with Bn and induces isomorphism in homology. Suppose f is such a map.

Let z = ({1} + {1}) · · · ({n} + {n}) be the generator of K̇n
n,0,1. Then since z is fixed

by Bn we must have that f(z) is fixed by Bn also. Thus f(z) = λ
∑

x x where the

sum runs over all x ∈ Lnn,0. For each x ∈ Lnn,0 write [x] for x + Ïnn,0,1. Then [x] = [y]

for all x, y ∈ Lnn,0. Hence [f(z)] = [0] since |Lnn,0| = 2n = 0 (mod 2). This means f

cannot possibly induce a surjective map on homology, a contradiction. So no such f

exists. But all is not lost as we can still try to find a map going the other way, that

is an FBn-map K̈n
n,0,1 → K̇n

n,0,1 which induces an isomorphism in homology. The map
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g defined by g([x]) = z + İnn,0,1 for all x ∈ Lnn,0 is clearly such a map. This leads to a

slightly stronger version of Theorem 5.1.7 as follows.

Theorem 5.1.8 (Stronger duality in even characteristic). Let p = 2. Then there exists

f ∈ HomFBn(K̈n
n−d,n−u,1, K̇

n
u,d,1) such that f induces an isomorphism in homology

Ḧn
n−d,n−u,1

∼= Ḣn
u,d,1.

Before the proof we need a general lemma. Note, in the lemma we have opted to

stick with the standard notation from Algebraic Topology. Unfortunately this includes

the notation “Bk” which denotes the image of the appropriate differential. This should

not be confused with our usual notation where it denotes the hyperoctahedral group.

Lemma 5.1.9. Let H ⊆ G be finite groups. Let K be a field. Let C and D

be chain complexes of KH-modules. Fix k ∈ Z. Suppose we have a KH-map

f : Zk(C) → Zk(D) which restricts to a map of boundaries Bk(C) → Bk(D). Sup-

pose the map f∗ induced by f on homology is an isomorphism. Then (1 ⊗ f)∗ :

Hk(IndGH C) → Hk(IndGH D) is also an isomorphism. In particular IndGH preserves

quasi-isomorphisms.

Proof. Since f∗ is an isomorphism Hk(C)→ Hk(D) exactness of induction implies 1⊗
f∗ : IndGH Hk(C)→ IndGH Hk(D) is an isomorphism. By Corollary 3.6.5 we know that

Hk IndGH(C) ∼= IndGH Hk(C) and Hk IndGH(D) ∼= IndGH Hk(D). An explicit isomorphism

Hk(IndGH(C)) → IndGH(Hk(C)) is given as follows. Let g1, . . . , gt be a complete set of

coset representatives for H in G. Then each element of IndGH(Zk(C)) can be written

uniquely as
∑t

i=1 gi ⊗ zi with zi ∈ Zk(C). The image of this element in Hk(IndGH(C))

is the coset
∑t

i=1 gi⊗ zi+ IndGH(Bk(C)). The image in IndGH(Hk(C)) is
∑t

i=1 gi⊗ (zi+

Bk(C)). The isomorphism is given simply by sending the first image to the second

image, that is

t∑
i=1

gi ⊗ zi + IndGH(Bk(C)) 7→
t∑
i=1

gi ⊗ (zi +Bk(C)).

Denote this isomorphism by ϕC . An explicit isomorphism between Hk(IndGH(D)) and

IndGH(Hk(D)) is given similarly. Denote this by ϕD. Consider the square
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Hk IndGH(C) IndGH Hk(C)

Hk IndGH(D) IndGH Hk(D).

ϕC

1⊗ f∗(1⊗ f)∗

ϕD

By the above comments we know ϕC , ϕD and 1⊗f∗ are isomorphisms. Hence to show

that (1⊗ f)∗ is an isomorphism it suffices to show that the square commutes, that is

that (1⊗ f∗)ϕC = ϕD(1⊗ f)∗. Let
∑

i gi ⊗ zi + IndGH Bk(C) be an arbitrary element

of Hk IndGH(C). Then

(1⊗ f∗)ϕC

(∑
i

gi ⊗ zi + IndGH Bk(C)

)
= (1⊗ f∗)

(∑
i

gi ⊗ (zi +Bk(C))

)
=
∑
i

gi ⊗ (f(zi) +Bk(D))

and

ϕD(1⊗ f)∗

(∑
i

gi ⊗ zi + IndGH Bk(C)

)
= ϕD

(∑
i

gi ⊗ f(zi) + IndGH Bk(D)

)
=
∑
i

gi ⊗ (f(zi) +Bk(D)).

These two values agree so we are done.

Proof of Theorem 5.1.8. By the comments before the statement of Theorem 5.1.8,

the result holds for d = 0. For d > 0 it follows by Lemma 5.1.9 and the results of

Section 3.6.

5.2 Combinatorial conditions for non-zero homolo-

gies

From now on we assume p > 2. Our first application of the branching rule,

Theorem 4.2.3, in this case is to find combinatorial conditions for the homology mod-

ules Ḣn
u,d,i to be non-zero. We saw in Theorem 5.1.1 that in the even characteristic
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case, the singles homology modules coming from a given row of the homology grid are

all zero except for the rightmost one where u = n. Already, the odd characteristic

case is more complicated and we will see that roughly speaking the leftmost half of the

homology modules from a given row are zero while the rightmost half are non-zero.

The precise statement is Theorem 5.2.1 which is the aim of this section. Other than

the branching rule, no preliminaries are needed.

Note that there are two trivial necessary conditions for Ḣn
u,d,i to be non-zero. The

first comes from the fact that Ḣn
u,d,i is a subquotient of Mn

u,d. This gives the condition

Mn
u,d 6= 0. This is clearly equivalent to the condition 0 ≤ d ≤ u ≤ n. The other trivial

condition is 0 < i < p.

Theorem 5.2.1. Let p > 2. Let 0 ≤ d ≤ u ≤ n be integers. Let 0 < i < p. The

module Ḣn
u,d,i is non-zero if and only if 0 < 2u+ p− i− n− d.

Proof. First we reduce to the case d = 0 by Theorem 3.6.6. This usage of an external

result may be avoided but the resulting branching rule and case analysis are more

complicated. Theorem 3.6.6 states that

Ḣn
u,d,i
∼= IndBnBn−d×Bd

(
Ḣn−d
u−d,0,i

)
.

Thus Ḣn
u,d,i 6= 0 if and only if Ḣn−d

u−d,0,i 6= 0. Note that 0 ≤ 0 ≤ u−d ≤ n−d so Ḣn−d
u−d,0,i

satisfies the hypothesis. Thus if the result holds for d = 0 then Ḣn−d
u−d,0,i 6= 0 if and

only if 0 < 2(u − d) + p − i − (n − d) − 0 = 2u + p − i − n − d. Thus Ḣn
u,d,i 6= 0 if

and only if 0 < 2u+ p− i− n− d. That is, the result for d = 0 implies the result for

arbitrary d.

We now prove the result in the case d = 0. The proof is by induction on n via the

branching rule. The cases n = 0 and n = 1 are easily verified by direct calculation or

by consulting Appendix A. Suppose n > 1. By the branching rule, Theorem 4.2.3, we

have

Ḣn
u,0,i
∼= Ḣn−1

u,0,i+1 ⊕ Ḣn−1
u−1,0,i ⊕ Ḣn−1

u−1,0,i−1 ⊕ Ḣn−1
u−1,−1,i

= Ḣn−1
u,0,i+1 ⊕ Ḣn−1

u−1,0,i ⊕ Ḣn−1
u−1,0,i−1

since the rightmost term is zero. Now we can determine conditions under which each

of the three terms of the branching rule vanishes as follows. We have Ḣn−1
u,0,i+1 6= 0

unless u = n or i = p−1 or by induction 2u+p− (i+1)− (n−1) = 2u+p− i−n ≤ 0.

We have Ḣn−1
u−1,0,i 6= 0 unless u = 0 or by induction 2(u − 1) + p − i − (n − 1) ≤ 0,
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that is 2u + p − i − n ≤ 1. Finally, we have Ḣn−1
u−1,0,i−1 6= 0 unless u = 0 or i = 1

or by induction 2(u − 1) + p − (i − 1) − (n − 1) = 2u + p − i − n ≤ 0. So clearly if

2u + p − i − n ≤ 0 then all three terms of the branching rule vanish and Ḣn
u,0,i = 0.

Suppose 0 < 2u + p − i − n and for a contradiction Ḣn
u,0,i = 0. Then Ḣn−1

u−1,0,i = 0

implies u = 0 or 2u + p− i− n = 1. Suppose 2u + p− i− n = 1. Then Ḣn−1
u,0,i+1 = 0

implies u = n or i = p − 1. If u = n then Ḣn−1
u−1,0,i−1 = 0 implies i = 1 which

implies 2u + p − i − n = n + p − 1 = 1, a contradiction since n > 1 and p > 2. On

the other hand if i = p − 1 then Ḣn−1
u−1,0,i−1 = 0 and p > 2 imply u = 0. But then

2u+p−i−n = p−(p−1)−n = 1−n < 0, another contradiction. The only remaining

possibility is 1 < 2u + p− i− n and u = 0. But then Ḣn−1
u,0,i+1 = 0 and n > 1 implies

i = p− 1. This implies 2u+ p− i−n = p− (p− 1)−n = 1−n < 0 since n > 1. This

is also a contradiction.

We can interpret Theorem 5.2.1 in terms of the homology grid as follows. Suppose

p and n are fixed. Fix 0 < i < p. We can rearrange the condition in Theorem 5.2.1

as n+d+i−p
2

< u. Thus the interpretation is that a module Ḣn
u,d,i with 0 ≤ d ≤ u ≤ n

is non-zero if and only if it comes from the right of the line u = n+d+i−p
2

. Of course

the modules coming from outside the triangular region 0 ≤ d ≤ u ≤ n are all zero.

A result for the doubles map can be proved similarly.

Theorem 5.2.2. Let p > 2. Let 0 ≤ d ≤ u ≤ n be integers. Let 0 < i < p. The

module Ḧn
u,d,i is non-zero if and only if 0 < u− 2d+ i.

We will see later, by Theorem 5.3.18, that dim Ḧn
u,d,i = dim Ḣn

n−d,n−u,p−i. The

proof of Theorem 5.3.18 does not depend on Theorem 5.2.2. Therefore Theorem 5.2.2

becomes equivalent to Theorem 5.2.1.

5.3 Dimension formulae

For small n the dimensions of the homology modules are readily computed, see Ap-

pendix A for a list of all homology modules with n ≤ 2 for example. Thus for any

given n we can theoretically compute the dimension of the corresponding homology

modules recursively directly from the branching rule, that is provided we have enough
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resources. As n grows large however this recursive method can quickly become infea-

sible in practice since to compute the dimension of a given homology module requires

knowledge of the dimensions of all summands from the branching rule. A closed

formula is therefore desirable. The main purpose of this section is to prove such a

formula, Theorem 5.3.2. The proof will be via the branching rule. In Section 5.4 we

will apply this formula to calculate the p-ranks of certain incidence matrices. We will

also show that the homology modules arising from the doubles map are isomorphic to

the cohomology modules arising from the singles map and vice versa. It is a general

fact that the homology and cohomology modules have the same dimension, if finite.

Therefore for the purposes of calculating dimensions, it suffices to consider the singles

map case alone.

We begin by recalling the analogous results for the Boolean algebra case. This will

be useful later. Let Hn
k,i be the incidence homology module for the symmetric group

defined in Section 2.8. Recall, by Theorem 2.8.10, the dimension of Hn
k,i is given by

the alternating sum

dimHn
k,i =

∑
t∈Z

(
n

k − pt

)
−
(

n

k − i− pt

)
provided 0 < i < p and 0 < 2k + p − i − n < p. Note that this is a closed formula

since the binomial terms
(
n
k′

)
vanish unless 0 ≤ k′ ≤ n. This dimension formula was

obtained by Bell, Jones and Siemons [3] by an application of the Hopf trace formula

from algebraic topology, see [25, Theorem 22.1]. We recall the setup from Section 2.8.

For k an integer let Mk be the permutation FSn-module with basis the k-subsets of

[n] and the natural Sn-action. Let ∂ be the map Mk → Mk−1 defined on bases by

taking each k-subset to the sum of the (k − 1)-subsets it contains. The key property

that allows the dimension of the homology modules to be readily computed from the

Hopf trace formula is that the sequences

. . .←Mk−i
∂i←−Mk

∂p−i←−−Mk+p−i ← . . . (5.3.1)

are almost exact. In other words, at most one of the homology modules Hn
k,i arising

from a given sequence of the form (5.3.1) is non-zero. This follows directly from

Theorem 2.8.1. The modules we are considering for the hyperoctahedral group do

not share this almost exactness property, but it turns out that the branching rule

is very well-behaved in its interactions with the branching rule for the symmetric

group modules. This enables us to express the dimensions of our modules in terms
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of the dimensions of the symmetric group modules. The resulting closed formula for

dim Ḣn
u,d,i turns out to be an alternating sum of sizes of certain subcollections of the

bases Lnu′,d involved in the sequence Ṁn
u,d,i. In this sense it is very similar to the

formula for the symmetric group case.

Before stating Theorem 5.3.2 we need to define some new notation. Suppose

0 ≤ d ≤ u ≤ n and 0 < i < p are fixed. Set ` = 2u− d+ p− i− n. For u′ ∈ Z define

fu′ =
`+d−1∑

b=`+d−p+1

(
n

u′

)(
u′

d

)(
u′ − d
b− d

)
.

This number counts a certain subset of Lnu′,d which we will describe shortly. The main

result of this section is the following.

Theorem 5.3.2. Let 2 < p. Let 0 ≤ d ≤ u ≤ n and 0 < i < p. Set ` = 2u− d+ p−
i− n. Then

dim Ḣn
u,d,i =

(
n

d

) `−1∑
m=0

(
n− d
m

)
dimHn−d−m

u−d−m,i =
∑
t∈Z

fu−pt − fu−i−pt.

Recall that Hn
k,i is the incidence homology module for the symmetric group. The

infinite sum notation is just a convenience. The sum actually only involves a finite

number of non-zero terms since fu′ = 0 unless d ≤ u′ ≤ n.

It should be emphasised that the formula in Theorem 5.3.2 is an alternating sum

· · ·+ fu−p − fu−i + fu − fu+p−i + fu+p − · · · .

This suggests that the terms may be the ranks of chain modules from a chain complex.

This is indeed the case. Although this isn’t needed for the proof of Theorem 5.3.2, it

is important enough to warrant a brief diversion. Let 0 ≤ d ≤ u ≤ n. An element of

Lnu,d may contain anywhere between d and u barred elements or equivalently between

0 and u − d barred singles. Up until now we have not cared about this number of

barred elements. One reason for this is that we have been considering Bn-symmetry

and the number of barred elements is not a property preserved by this symmetry. For

the purposes of computing dimensions however the symmetry is not so important.

Indeed, if we were to compute the dimension of a homology module recursively via

the branching rule then by the n-th step we would have thrown away all symmetry

and would be left only with a vector space decomposition of the FBn-module. It

turns out that the fu′ in our dimension formula, Theorem 5.3.2, are sums of orbit
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lengths of Sn on Lnu′,d. This suggests we are actually only throwing away the base

group symmetry. With this in mind we introduce notation for the orbits as follows.

For b an integer define the subcollection Ln,bu′,d of Lnu′,d by

Ln,bu′,d :=
{
x ∈ Lnu′,d : x has exactly b barred elements

}
.

Then it is not difficult to see that the Ln,bu′,d, as b varies over d ≤ b ≤ u′, are precisely

the orbits of Sn on Lnu′,d. It will be convenient to have a shorthand for certain unions

of these orbits as follows. For ` any integer define

L
n,[`]
u′,d :=

`+d−1⋃
b=`+d−p+1

Ln,bu′,d.

Thus L
n,[`]
u′,d contains precisely those sets in Lnu′,d which have strictly between `− p and

` barred singles. This is what fu′ counts. More precisely suppose 0 ≤ d ≤ u ≤ n and

0 < i < p are fixed. Set ` = 2u+ p− i− n− d. Then for any integer u′ we have

fu′ =
∣∣∣Ln,[`]u′,d

∣∣∣ .
Note that ` depends on u, not u′.

Example 5.3.3 (The cross-polytope). Suppose d = 0. Then Lnu,d may be viewed as

the set of (u−1)-simplices of the boundary of the n-cross-polytope, see Example 3.1.2

for the details. Suppose n = 2. The boundary of the 2-cross-polytope is the square.

We identify the vertices with {1}, {1}, {2} and {2}. The collection L
2,[2]
1,0 consists of

all 1-subsets of [22] which contain strictly between 2 − p and 2 barred singles. Since

p > 2 this means either 0 or 1 barred singles. Well this is just all 1-subsets. Thus

L
2,[2]
1,0 = L2

1,0 consists of all vertices of the square. The collection L
2,[2]
2,0 on the other hand

consists of the edges which contain either 0 or 1 barred singles. The only disallowed

edge is therefore {12}. So L
2,[2]
1,0 together with L

2,[2]
2,0 forms a simplicial subcomplex of

the square which is highlighted in bold in the following diagram.

11

2

2

Recall we wish to describe the fu′ , as u′ varies, as ranks of chain modules in a

chain complex. The most obvious candidate for such a chain complex would be that
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with chain modules FL
n,[`]
u′,d and differential obtained by restriction of the appropriate

power of the singles map. However this does not work: Recall L
n,[`]
u′,d consists of the

subsets in Lnu′,d which contain strictly between `− p and ` barred singles. This lower

bound ` − p is a problem since the singles map can decrease the number of barred

singles. Thus the singles map does not restrict to a map as we hoped. This problem

is easily rectified though as follows. For each positive integer k define L̃ku′ to be the

set of subsets in Lnu′,d which contain at most k barred singles. Then

L
n,[`]
u′,d = L̃`−1

u′ \ L̃
`−p
u′ .

Define M̃k
u′ = FL̃ku′ . Then M̃k

u′ is an FSn-module. Clearly removing elements from

subsets cannot increase the number of barred singles. Therefore the singles map ∂̇

restricts to a map M̃k
u′ → M̃k

u′−1. We thus obtain the p-complex

M̃k : . . .
∂̇←− M̃k

u−2
∂̇←− M̃k

u−1
∂̇←− M̃k

u
∂̇←− M̃k

u+1
∂̇←− M̃k

u+2
∂̇←− . . . .

Since each L̃`−pu′ is a subset of L̃`−1
u′ (preserved by Sn) we have that M̃ `−p

u′ is a submodule

of M̃ `−1
u′ . Since the differential of M̃ `−p is just the restriction of that on M̃ `−1 we have

that M̃ `−p is a p-subcomplex of M̃ `−1. The quotient p-complex M̃ `−1/M̃ `−p has the

property that its u′-th chain module has dimension |L̃`−1
u′ | − |L̃

`−p
u′ | = |L

n,[`]
u′,d | = fu′ as

required.

Conjecture 5.3.4. The quotients

0 = M̃ `−p/M̃ `−p ≤ M̃ `−p+1/M̃ `−p ≤ . . . ≤ M̃ `−1/M̃ `−p

give rise to a filtration of Ḣn
u,d,i as an FSn-module.

We now begin to tackle the proof of the dimension formula, Theorem 5.3.2. To

begin with let us consider the case d = 0. The general case will follow by an application

of Theorem 3.6.6. The result essentially comes from close examination of a particular

graph, the “branching graph”, which we now define. Consider the branching rule,

Theorem 4.2.3

Ḣn
u,d,i
∼= Ḣn−1

u,d,i+1 ⊕ Ḣ
n−1
u−1,d,i ⊕ Ḣ

n−1
u−1,d,i−1 ⊕ Ḣ

n−1
u−1,d−1,i.

Since d = 0 this reduces to

Ḣn
u,0,i
∼= Ḣn−1

u,0,i+1 ⊕ Ḣn−1
u−1,0,i ⊕ Ḣn−1

u−1,0,i−1 ⊕ 0, (5.3.5)

by Theorem 5.2.1. To make this neater, let H(n, u, i) = Ḣn
u,0,i. Then (5.3.5) becomes

H(n, u, i) ∼= H(n− 1, u, i+ 1)⊕H(n− 1, u− 1, i)⊕H(n− 1, u− 1, i− 1).
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We define three functions bj : N3 → N3 which capture the nature of the branching

rule by

b1(n, u, i) = (n− 1, u, i+ 1),

b2(n, u, i) = (n− 1, u− 1, i),

b3(n, u, i) = (n− 1, u− 1, i− 1).

The branching graph Γ is the directed graph with vertex set

V (Γ) = N3

and edge set

E(Γ) = { (n, u, i)→ bj(n, u, i) : (n, u, i) ∈ V (Γ) and j ∈ {1, 2, 3} }.

We call an edge (n, u, i)→ bj(n, u, i) a type j edge (or branch). Let Γ 6=0 be the induced

subgraph of Γ on the vertices (n, u, i) such that H(n, u, i) 6= 0. We also let Γ0
6=0 be

the induced subgraph of Γ 6=0 on those vertices (n, u, i) with n = 0. Then Γ0
6=0 has no

edges and has p− 1 vertices, namely (0, 0, i) for 0 < i < p.

By Theorem 5.2.1, the vertices of Γ6=0 are those (n, u, i) such that

(a) 0 ≤ u ≤ n,

(b) 0 < i < p, and

(c) 0 < 2u+ p− i− n.

We now define some functions N3 → N which will help us to track these conditions

as follows

c1(n, u, i) = u,

c2(n, u, i) = n− u,

c3(n, u, i) = i, and

`(n, u, i) = 2u+ p− i− n.

We call `(n, u, i) the level of (n, u, i). Although we are only considering the d = 0 case

at the moment, it is worth mentioning that we define the level generally for d ≥ 0 by

` = 2u+ p− i− n− d.

Theorem 5.3.6. Let 1 ≤ n. Then dimH(n, u, i) is the number of directed paths in

Γ6=0 from (n, u, i) to Γ0
6=0, that is with last vertex in Γ0

6=0.
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Proof. First suppose H(n, u, i) = 0. Then (n, u, i) /∈ V (Γ6=0). So the number of paths

in Γ 6=0 from (n, u, i) to Γ0
6=0 is zero. So we’re done.

Now suppose H(n, u, i) 6= 0. Proceed by induction on n. If 2 ≤ n then by the

branching rule
dimH(n, u, i) =

3∑
j=1

dimH(bj(n, u, i)).

Then, by induction, dimH(bj(n, u, i)) is the number of directed paths in Γ 6=0 from

bj(n, u, i) to Γ0
6=0. It remains to check the base case. Suppose n = 1. Then by the

branching rule
dimH(1, u, i) =

3∑
j=1

dimH(bj(1, u, i)).

We have that bj(1, u, i) = (0, u′, i′) for some u′ and i′. Now, by Appendix A, we have

that dimH(0, u′, i′) ∈ {0, 1}. So dimH(1, u, i) is simply the number of j ∈ {1, 2, 3}
such that H(bj(1, u, i)) 6= 0. Well this is precisely the number of directed paths from

(1, u, i) to Γ0
6=0 in Γ 6=0.

Lemma 5.3.7. Let 1 ≤ n and let (n, u, i) ∈ V (Γ6=0). Then the number of directed

paths in Γ6=0 from (n, u, i) to Γ0
6=0 involving only edges of types 1 and 3 is dimHn

u,i where

Hn
u,i is the incidence homology module for the symmetric group from Section 2.8.

Proof. First note that level is preserved across edges of types 1 and 3, that is

`(bj(n, u, i)) = `(n, u, i) for j ∈ {1, 3}. Hence if `(n, u, i) ≥ p and we have a di-

rected path in Γ 6=0 from (n, u, i) to (0, 0, i′) involving only edges of types 1 and 3, then

`(0, 0, i′) ≥ p. But `(0, 0, i′) = 2 · 0 + p − i′ − 0 = p − i′. Hence i′ ≤ 0 which implies

H(0, 0, i′) = 0. So (0, 0, i′) /∈ V (Γ6=0), contrary to our assumption. In other words, no

such path can exist, so the number of such paths is zero. Now, by Theorem 2.8.1, we

have dimHn
u,i = 0. So in the case `(n, u, i) ≥ p the dimension matches the number of

paths, as required.

On the other hand, if `(n, u, i) ≤ 0 then H(n, u, i) = 0 by Theorem 5.2.1. So the

number of paths is zero again. By Theorem 2.8.1, Hn
u,i is also zero.

It remains to consider the case 0 < `(n, u, i) < p. In this case we have H(n, u, i) 6=
0 if and only if 0 ≤ u ≤ n and 0 < i < p, by Theorem 5.2.1. The same is true of Hn

u,i,

by Theorem 2.8.1 (in the symmetric group language, this is the case (u, i) is a middle

index). So if (n, u, i) /∈ V (Γ 6=0) then there is nothing to prove. Suppose (n, u, i) ∈
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V (Γ 6=0). In this case we have `(n′, u′, i′) = `(n, u, i) for all vertices (n′, u′, i′) occurring

in paths from (n, u, i) involving only edges of types 1 and 3. Hence H(n′, u′, i′) 6=
0 if and only if 0 ≤ u′ ≤ n′ and 0 < i′ < p. But this is exactly the condition

for Hn′

u′,i′ to be non-zero in Theorem 2.8.1. Also, dimH0
0,i′ = 1 if 0 < i′ < p and

dimH0
0,i′ = 0 otherwise. The same is true of dimH(0, 0, i′). Finally, the branching

rule, Theorem 2.8.3, forHn
u,i is precisely our branching rule forH(n, u, i) when ignoring

type 2 branches. So we are done.

Lemma 5.3.8. Let P = (n0, u0, i0) → . . . → (nm, um, im) be a directed path in Γ.

Then

(a) c1(n0, u0, i0) ≥ c1(nm, um, im),

(b) c2(n0, u0, i0) ≥ c2(nm, um, im),

(c) c3(bj(n, u, i)) = c3(n, u, i) + εj where ε1 = 1, ε2 = 0 and ε3 = −1. In particular,

if (n0, u0, i0) ∈ V (Γ6=0) then the path P lies entirely in the induced subgraph ∆

of Γ on the vertices (n, u, i) with 0 < c3(n, u, i) < p if and only if the path P\2

obtained from P by truncating all type 2 edges in P to their initial vertex while

preserving the types of the other edges lies in ∆.

(d) `(bj(n, u, i)) = `(n, u, i) + δj where δ1 = δ3 = 0 and δ2 = −1. In particular, if

(n0, u0, i0) ∈ V (Γ 6=0) then P lies in the induced subgraph of Γ on the vertices

(n, u, i) with `(n, u, i) > 0 if and only if the number of type 2 edges in P is less

than `(n0, u0, i0).

Proof. Easy exercise.

Lemma 5.3.9. Let 1 ≤ n and (n, u, i) ∈ V (Γ 6=0). Then the number of directed paths

P from (n, u, i) to Γ0
6=0 with type 2 edges in precisely the positions t1 < . . . < tm

amongst the edges of P depends only on the number m and is equal to dimHn−m
u−m,i,

where Hn−m
u−m,i is the symmetric group module from Section 2.8.

Proof. First we count the number of paths P as in the hypothesis in which the type

2 edges are precisely the first m edges. Clearly, this is just the number of paths from

(n−m,u−m, i) to Γ0
6=0 involving only edges of types 1 and 3. By Lemma 5.3.7, this

number is dimHn−m
u−m,i.

It remains to show that the same is true no matter where the m type 2 edges occur

in our paths. We will introduce some new notation to make the proof less cumbersome.
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Suppose (n, u, i) ∈ V (Γ 6=0). For a tuple (j1, . . . , jt) ∈ {1, 2, 3}t let P (j1, . . . , jt) denote

the path

(n, u, i)
bj1−→ bj1(n, u, i)

bj2−→ bj2bj1(n, u, i)→ . . .
bjt−→ bjt · · · bj1(n, u, i)

in Γ. For example, let (n, u, i) = (3, 3, 2). Then P (2, 3, 1) is the path

(3, 3, 2)
b2−→ (2, 2, 2)

b3−→ (1, 1, 1)
b1−→ (0, 1, 2).

Thus St acts on the paths P (j1, . . . , jt) by

gP (j1, . . . , jt) = P (jg(1), . . . , jg(t))

for all g ∈ St.

Suppose P is a path in Γ6=0 from (n, u, i) to (0, 0, in) with type 2 branches in pre-

cisely the first m positions, that is P = P (2, 2, . . . , 2︸ ︷︷ ︸
m times

, jm+1, . . . , jn) for some

jm+1, . . . , jn ∈ {1, 3}. Now apply a permutation in Sn which shuffles the type 2

edges around amongst the other edges whilst leaving the order of the other edges

intact. We claim the resulting path Q also lies in Γ6=0. Suppose not. Let (n′, u′, i′) be

the first vertex of Q not in V (Γ6=0). Then at least one of the following must hold

(a) c1(n′, u′, i′) < 0,

(b) c2(n′, u′, i′) < 0,

(c) c3(n′, u′, i′) ≤ 0,

(d) c3(n′, u′, i′) ≥ p, or

(e) `(n′, u′, i′) ≤ 0.

Since c1(n, u, i) ≥ 0, Lemma 5.3.8(a) says c1(n′, u′, i′) ≥ 0. Similarly, since c2(n, u, i) ≥
0, Lemma 5.3.8(b) says that c2(n′, u′, i′) ≥ 0. Lemma 5.3.8(c) implies that (c) and

(d) do not hold. Finally Lemma 5.3.8(d) shows that (e) does not hold.

We are now ready to prove Theorem 5.3.2 in the case d = 0. For convenience we

state this special case here.

Theorem 5.3.10 (Theorem 5.3.2 in the case d = 0). Let p > 2. Let 0 ≤ u ≤ n and

let d = 0. Suppose 0 < i < p. Let ` = 2u+ p− i− n. Then we have

dim Ḣn
u,0,i =

`−1∑
m=0

(
n

m

)
dimHn−m

u−m,i =
∑
t∈Z

fu−pt − fu−i−pt.
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Note in the case d = 0 we have

fu′ =
`−1∑

b=`−p+1

(
n

u′

)(
u′

b

)
.

Proof. By Theorem 5.3.6 we must count the directed paths in Γ6=0 from (n, u, i) to

Γ0
6=0. Let S be the set of directed paths in Γ 6=0 from (n, u, i) to Γ0

6=0. Then S can be par-

titioned according to where in these paths the type 2 edges occur. By Lemma 5.3.8(d)

such paths can have at most `(n, u, i)− 1 = `− 1 type 2 edges. Our starting partition

is as follows
S =

`−1⋃
m=0

{paths with precisely m type 2 edges} .

We refine this partition to

S =
`−1⋃
m=0

⋃
T⊆[n]
|T |=m

{paths with type 2 edges in precisely the positions T}

By Lemma 5.3.9, the size of the set

{paths with type 2 edges in precisely the positions T}

depends only on |T | = m and is equal to dimHn−m
u−m,i. So we get

|S| =
`−1∑
m=0

∑
T⊆[n]
|T |=m

| {paths with type 2 edges in precisely the positions T} |

=
`−1∑
m=0

∑
T⊆[n]
|T |=m

dimHn−m
u−m,i

=
`−1∑
m=0

(
n

m

)
dimHn−m

u−m,i.

This completes the proof of the first equality.

It remains to show
`−1∑
m=0

(
n

m

)
dimHn−m

u−m,i =
∑
t∈Z

fu−pt − fu−i−pt. (5.3.11)

We wish to expand dimHn−m
u−m,i in the above. Observe 2(u−m)+p−i−(n−m) = `−m.

Thus if ` −m ≥ p then dimHn−m
u−m,i = 0 by Theorem 2.8.1. So we only have to sum
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over those m with 0 < `−m < p. For such values Theorem 2.8.10 applies and gives

dimHn−m
u−m,i =

∑
t∈Z

(
n−m

u−m− pt

)
−
(

n−m
u−m− i− pt

)
.

Thus the left hand side of (5.3.11) becomes

`−1∑
m=`−p+1

(
n

m

)∑
t∈Z

(
n−m

u−m− pt

)
−
(

n−m
u−m− i− pt

)
.

Now observe that for any u′ ∈ Z we have
(
n
m

)(
n−m
u′−m

)
=
(
n
u′

)(
u′

m

)
. Therefore

`−1∑
m=`−p+1

(
n

m

)(
n−m
u′ −m

)
= fu′ .

We are now ready to drop the assumption d = 0. The full version of Theorem 5.3.2

is an easy corollary of the d = 0 case, Theorem 5.3.10. For the proof we need a notation

for fu′ with different “ambient parameters” to n, u, d. Suppose 0 ≤ d ≤ u ≤ n and

0 < i < p are fixed. Set ` = 2u− d+ p− i− n. Define

fu′,0 =
∣∣∣Ln−d,[`]u′,0

∣∣∣ =
`−1∑

b=`−p+1

(
n− d
u′

)(
u′

b

)
.

Note that ` = 2(u − d) − 0 + p − i − (n − d). So fu′,0 is just fu′ but with ambient

parameters n− d, u− d, 0 rather than n, u, d.

Proof of Theorem 5.3.2. Recall we have 0 ≤ d ≤ u ≤ n and 0 < i < p with ` =

2u− d+ p− i− n. The first equality

dim Ḣn
u,d,i =

(
n

d

) `−1∑
m=0

(
n− d
m

)
dimHn−d−m

u−d−m,i

follows from Theorem 5.3.10 as follows. By Theorem 3.6.6, we have

dim Ḣn
u,d,i = [Bn : Bn−d ×Bd] dim Ḣn−d

u−d,0,i

=

(
n

d

)
dim Ḣn−d

u−d,0,i.
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By Theorem 5.3.10, we have

dim Ḣn−d
u−d,0,i =

2(u−d)+p−i−(n−d)−1∑
m=0

(
n− d
m

)
dimHn−d−m

u−d−m,i

=
`−1∑
m=0

(
n− d
m

)
dimHn−d−m

u−d−m,i

as required.

It remains to show the second equality

dim Ḣn
u,d,i =

∑
t∈Z

fu−pt − fu−i−pt.

As before, we have
dim Ḣn

u,d,i =

(
n

d

)
dim Ḣn−d

u−d,0,i. (5.3.12)

Note that 2(u−d) +p− i− (n−d) = 2u+p− i−n−d = `. Thus by Theorem 5.3.10,

we have
(
n

d

)
dim Ḣn−d

u−d,0,i =

(
n

d

)∑
t∈Z

fu−d−pt,0 − fu−d−i−pt,0. (5.3.13)

We claim
fu′ =

(
n

d

)
fu′−d,0

for each u′ ∈ Z. This is easily checked:

fu′ =
`+d−1∑

b=`+d−p+1

(
n

u′

)(
u′

d

)(
u′ − d
b− d

)

=
`−1∑

b=`−p+1

(
n

u′

)(
u′

d

)(
u′ − d
b

)

=
`−1∑

b=`−p+1

(
n

d

)(
n− d
u′ − d

)(
u′ − d
b

)

=

(
n

d

) `−1∑
b=`−p+1

(
n− d
u′ − d

)(
u′ − d
b

)
=

(
n

d

)
fu′−d,0.

Note that the equality fu′ =
(
n
d

)
fu′−d,0 above is a manifestation of the more struc-

tural fact that FL
n,[`]
u′,d = IndSnSn−d×Sd(FL

n−d,[`]
u′−d,0 ).

Example 5.3.14. Suppose p = 3 and i = 1. With a little effort (see below) it can be
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shown that
dim Ḣn

u,0,1 =

(
n+ 1

2(n− u)

)
=

(
n+ 1

2u− n+ 1

)
.

This is sequence A098157 in The On-Line Encyclopedia of Integer Sequences [2]. For

the proof we first claim the following. Let k be any integer. If k is even then

∑
t∈Z

(
k

k
2

+ j + 3t

)
=

2k+2
3

if j ≡ 0 (mod 3)

2k−1
3

otherwise.

If k is odd then ∑
t∈Z

(
k

k+1
2

+ j + 3t

)
=

2k−2
3

if j ≡ 1 (mod 3)

2k+1
3

otherwise.

For small k this is easily verified. Suppose k > 1. In the case k is even we have∑
t∈Z

(
k

k
2

+ 3t

)
=
∑
t∈Z

(
k − 1
k
2

+ 3t

)
+

(
k − 1

k
2
− 1 + 3t

)
.

By induction this is 2k−1 + 1

3
+

2k−1 + 1

3
=

2k + 2

3

as required. By the symmetry of the binomial coefficients we have∑
t∈Z

(
k

k
2

+ 1 + 3t

)
=
∑
t∈Z

(
k

k
2

+ 2 + 3t

)
=

1

2

(
2k − 2k + 2

3

)
=

2k − 1

3

as required. The proof for the case k is odd is similar. Now by Theorem 5.3.2 we have

dim Ḣn
u,0,1 =

2u−n+1∑
m=2u−n

(
n

m

)∑
t∈Z

((
n−m

u−m− 3t

)
−
(

n−m
u−m− 1− 3t

))
=
∑
t∈Z

(
n

2u− n

)((
2(n− u)

n− u− 3t

)
−
(

2(n− u)

n− u− 1− 3t

))
+

(
n

2u− n+ 1

)((
2(n− u)− 1

n− u− 1− 3t

)
−
(

2(n− u)− 1

n− u− 2− 3t

))
=

(
n

2u− n

)(
22(n−u) + 2

3
− 22(n−u) − 1

3

)
+

(
n

2u− n+ 1

)(
22(n−u)−1 + 1

3
− 22(n−u)−1 − 2

3

)
=

(
n

2u− n

)
· 1 +

(
n

2u− n+ 1

)
· 1

=

(
n+ 1

2u− n+ 1

)
as required.
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Example 5.3.15. As in Example 5.3.14 we set p = 3. But this time consider i = 2.

In this case we have
dim Ḣn

u,0,2 =

(
n+ 1

2u− n

)
.

This is sequence A119900 in The On-Line Encyclopedia of Integer Sequences [10].

This formula can be obtained in a similar manner to the formula in Example 5.3.14.

However, notice the task is simplified if we instead try to prove both formulas simul-

taneously since then we can simply use induction via the branching rule.

We end this section with a result which identifies the homology modules arising

from the doubles map as cohomology modules arising from the singles map. This

resembles one half of the classical Poincaré duality, see Munkres [25] for an exposition

of the classical result. To this end we define a symmetric bilinear form b on Mn by

b (x, y) =

1 if x = y

0 otherwise

for all x, y ∈ Ln. This form is non-degenerate. For 0 ≤ d ≤ u ≤ n its restriction to

Mn
u,d is also non-degenerate. We define the cosingles map ε̇ to be the transpose of ∂̇

with respect to b, that is the unique map such that

b (x, ε̇(y)) = b
(
∂̇(x), y

)
for all x, y ∈Mn. Thus ε̇ is the linear map which takes each subset of [nn] to the sum

of the subsets obtained by adding a single element whilst not increasing the number

of doubles, that is for x ∈ Lnu,d we have

ε̇(x) =
∑
y

y

where the sum runs over those y ∈ Lnu+1,d such that y ⊇ x. Let c be the linear map

on Mn which takes each subset of [nn] to its complement in [nn]. We call c the

complement map. This may be thought of in terms of the homology grid as reflection

in the line u+ d = n.

Theorem 5.3.16 (One half of a Poincaré-type duality). Let p ≥ 2. Let n, u and d be

integers. The complement map gives an isomorphism of p-complexes of FBn-modules

(Mn
∗,d, ε̇)

∼= (Mn
n−d,∗, ∂̈)

which maps Mn
u,d to Mn

n−d,n−u. In particular for 0 ≤ i ≤ p it induces an isomorphism
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of homology modules

ker ε̇p−i ∩Mn
u,d

ε̇i(Mn
u−i,d)

∼=
ker ∂̈p−i ∩Mn

n−d,n−u

∂̈i(Mn
n−d,n−u+i)

= Ḧn
n−d,n−u,p−i.

Proof. The complement map satisfies c2 = Id. Therefore it is invertible. It remains

to show that the complement map commutes with the boundary maps, that is that

the following diagram commutes

Mn
n−d,n−u

Mn
n−d,n−u−1

Mn
u,d Mn

u+1,d.
ε̇

c

c

∂̈

Let x ∈ Lnu,d be a basis element. Then ε̇(x) is the sum of all subsets of [nn] that can

be obtained by adding a single element to x without increasing its number of doubles.

Let α ∈ [nn]. Then x ∪ {α} is a subset of the above form if and only if α lies in

the doubles part of the complement of x. Suppose α lies in the doubles part of the

complement of x. Then we have

c (x ∪ {α}) = c (x) \ {α}.

Summing over all such α we thus obtain ∂̈(c (x)). This shows that the diagram

commutes.

Remark 5.3.17. Temporarily, let (−)∗ denote the dualising functor HomF (−, F ).

The cohomology of the chain complex Ṁn
u,d,i at position (u, d) is the homology of the

chain complex (Ṁn
u,d,i)

∗:

. . .→ (Mn
u−i,d)

∗ (∂̇i)∗−−−→ (Mn
u,d)
∗ (∂̇p−i)∗−−−−→ (Mn

u+p−i,d)
∗ → . . .

at position (u, d). Since each Mn
u′,d is finite dimensional it is isomorphic to its dual.

This together with other standard facts from linear algebra imply that the above
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sequence is isomorphic to the sequence

. . .→Mn
u−i,d

ε̇i−→Mn
u,d

ε̇p−i−−→Mn
u+p−i,d → . . . ,

see for example Greub’s book [16, Chapter 2, Section 5]. It is not difficult to see

that this is an isomorphism of sequences of FBn-modules. Therefore Theorem 5.3.16

may be interpreted as saying that the cohomology of Ṁn
u,d,i at the module (Mn

u,d)
∗ is

isomorphic to the homology of M̈n
n−d,n−u,p−i at the module Mn

n−d,n−u.

The following result allows computation of the dimensions of the doubles homology

modules from that of the singles homology modules.

Theorem 5.3.18. Let p ≥ 2. Let n, u, d and i be integers. Let 0 ≤ i ≤ p. Then we

have
dim Ḣn

u,d,i = dim Ḧn
n−d,n−u,p−i.

Proof. By Theorem 5.3.16 we have

Ḧn
n−d,n−u,p−i

∼=
ker ε̇p−i ∩Mn

u,d

ε̇i(Mn
u−i,d)

.

For u′ any integer write Mu′ for Mn
u′,d. Then

dim Ḣn
u,d,i = dim ker(∂̇i) ∩Mu − dim ∂̇p−i(Mu+p−i)

= dimMu − rk ∂̇i|Mu
− rk ∂̇p−i|Mu+p−i

.

Also

dim

(
ker ε̇p−i ∩Mn

u,d

ε̇i(Mn
u−i,d)

)
= dim ker(ε̇p−i) ∩Mu − dim ε̇i(Mu−i)

= dimMu − rk ε̇p−i|Mu
− rk ε̇i|Mu−i

.

Now since ε̇ is the transpose of ∂̇ we have rk ε̇p−i|Mu
= rk ∂̇p−i|Mu+p−i

and rk ε̇i|Mu−i
=

rk ∂̇i|Mu
.

This is another manifestation of the duality which we wanted to prove. Note

that we have not used anything specific about our chain complexes in this proof. In

fact given any chain complex of finite dimensional vector spaces there is a vector

space isomorphism between the homology and the cohomology at each position in the

complex. This follows from the (far more general) Universal Coefficient Theorem for

Cohomology, see Weibel’s book [30, Theorem 3.6.5].
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5.4 p-rank of incidence matrices

An important application of Theorem 5.3.2 is the derivation of a formula for the p-

rank of certain incidence matrices arising from the n-cross-polytope. There does not

seem to be any existing work on this particular problem. Incidence matrices appear

in many diverse areas of mathematics, usually when studying a relation between two

sets. The report [15] provides a good overview of the current state of knowledge on

invariants of incidence matrices such as the p-rank and the Smith Normal Form. The

survey [32] is also a good reference. We highlight some important examples, but first

let us define what we mean by “p-rank”.

Definition 5.4.1 (The p-rank of an integer matrix). Suppose M is a matrix with

integer entries. Then M may be regarded as a matrix over any field. The p-rank of

M is the rank of M when regarded as a matrix over a field of characteristic p.

Example 5.4.2 (The Boolean algebra, or the simplex). Let 0 ≤ t ≤ k ≤ n be

integers. Denote by Wtk the {0, 1}-matrix with rows indexed by the t-subsets x of [n]

and columns indexed by the k-subsets y of [n] with xy-entry equal to 1 if and only if

x ⊆ y. The p-rank of Wtk was determined by Wilson [31].

Example 5.4.3 (Subspaces of a finite vector space). Let 0 ≤ t ≤ k ≤ n be integers.

Let V be a finite vector space of dimension n over a field of characteristic p > 0.

Similarly to the previous example, set Wtk to be the {0, 1}-matrix with rows indexed

by the t-dimensional subspaces x of V and columns indexed by the k-dimensional

subspaces y of V with xy-entry equal to 1 if and only if x ⊆ y. For ` prime with ` 6= p

the `-rank of Wtk is known by the work of Frumkin and Yakir [14]. The p-rank of Wtk

has long been known for t = 1. This result, known as the Hamada Formula, dates

back to a 1960s paper of Hamada [17]. Determining the p-rank of Wtk for general t

and k remains an open problem.

Example 5.4.4 (Subspaces of a formed space). Again suppose we have a vector

space, but now suppose it comes equipped with a non-degenerate alternating bilinear,

non-degenerate Hermitian or non-singular quadratic form. Then we can consider

the restriction of the incidence relation from Example 5.4.3 to particular classes of

subspaces, for example the totally isotropic subspaces or totally singular subspaces.

This resembles how the bottom row in the homology grid is obtained by restricting

the inclusion map from the Boolean algebra case (the map which takes any subset of
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[nn] to the sum of all subsets obtained by removing a single element) to those subsets

which have no doubles. Representation theoretic methods have been successful in

determining the p-ranks of incidence matrices between points and hyperplanes in

unitary and orthogonal spaces and between points and flats of any fixed dimension

in the symplectic case. The unitary and orthogonal cases are treated in the paper [1]

of Arslan and Sin. For the symplectic case see the papers [6, 7] of Chandler, Sin and

Xiang.

Let X be the boundary of the n-cross-polytope with the usual simplicial complex

structure as in Example 3.1.2. For 0 ≤ s ≤ t ≤ n define Ws,t to be the {0, 1}-
matrix with rows indexed by the (s − 1)-simplices x of X and columns indexed by

the (t− 1)-simplices y of X with xy-entry equal to 1 if and only if x ⊆ y. The matrix

Ws,t is known as the incidence matrix or inclusion matrix of (s− 1)-simplices versus

(t − 1)-simplices (recall in this case a (k − 1)-simplex is just a set of size k). As far

as we know the p-rank of Ws,t does not appear in the literature. For simplicity from

now on we will regard Ws,t as a matrix over F , our field of characteristic p > 0. Let

0 ≤ s ≤ t ≤ n and set i = t− s. If 0 < i < p then i! is invertible in F and Ws,t is the

matrix of 1
i!
∂̇i|Mn

t,0
with respect to the bases Lns,0 and Lnt,0. Thus rkWs,t = rk ∂̇i|Mn

t,0
.

The main tool to transition from results about dimensions of homology modules

to results about ranks of incidence matrices is the following.

Lemma 5.4.5. Suppose (C, d) is a positive1 chain complex of vector spaces with dif-

ferential d. For k ∈ Z let rk = rk dk where dk is the restriction of d to Ck and let

βk = dimHk(M) be the k-th Betti number of C. Then

rk =
k−1∑
j=0

(−1)k−j(βj − dimCj).

Proof. For any k ∈ Z we have by the Rank-nullity theorem that

βk = (dimCk − rk)− rk+1.

Rearranging gives the recurrence

rk+1 = dimCk − rk − βk.

But since C is positive we have r0 = 0. The result now follows by induction on k.

1This just means Ck = 0 for all k < 0.
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5.4. p-rank of incidence matrices

Suppose n is fixed. For integers u and ` define

f `u =
`−1∑

b=`−p+1

(
n

u

)(
u

b

)
=
∣∣∣Ln,[`]u,0

∣∣∣
and

cu = 2u
(
n

u

)
=
∣∣Lnu,0∣∣

where, as in Section 5.3, L
n,[`]
u,0 is the set of all subsets of [nn] of size u which contain

no doubles and strictly between `−p and ` barred elements. Let rst denote the p-rank

of Ws,t.

Theorem 5.4.6. Let p > 2. Let 0 ≤ s ≤ t ≤ n and suppose 0 < t − s < p. Set

` = s+ t+ p− n. Then the p-rank of Ws,t is

rst =
∑
k∈Z

∑
m∈Z>0

(
f `−mpt−kp − f

`−mp
s−kp

)
+
∑
k′∈Z≥0

(
cs−k′p − ct−(k′+1)p

)
.

Note if p is large enough then the formula becomes independent of p and gives the

rank of Ws,t in characteristic zero. Explicitly, if p is large enough we obtain

rst = f `−pt − f `−ps + cs = cs +
s+t−n−1∑
b=0

(
n

t

)(
t

b

)
−
(
n

s

)(
s

b

)
.

If, in addition, s + t ≤ n then the sum vanishes and we are left with rst = cs, that is

Ws,t is of full rank (in particular, cs ≤ ct, which can also be verified directly).

Proof of Theorem 5.4.6. Recall Ṁn
t,0,t−s is the chain complex through Mn

t,0 with ∂̇t−s

exiting Mn
t,0:

. . .←Mn
t−p,0

∂̇p−t+s←−−−−Mn
s,0

∂̇t−s←−−Mn
t,0

∂̇p−t+s←−−−−Mn
s+p,0

∂̇t−s←−−Mn
t+p,0 ← . . . .

By a suitable choice of indices Ṁn
t,0,t−s is a positive complex. Thus we can apply

Lemma 5.4.5 to calculate the rank of ∂̇t−s on Mn
t,0. We obtain

rst =
∑
j∈Z≥0

(
dimMn

s−jp,0 − dim Ḣn
s−jp,0,p−t+s − dimMn

t−(j+1)p,0 + dim Ḣn
t−(j+1)p,0,t−s

)
.

Let ` = s + t + p − n. Noting that dimMn
u,0 = cu for each u ∈ Z and expanding the
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dimensions of the homology modules by the dimension formula Theorem 5.3.2 yields

rst =
∑
j∈Z≥0

(
cs−jp −

∑
r∈Z

(
f
`−(2j+1)p
s−(j+r)p − f

`−(2j+1)p
t−(j+r+1)p

)

−ct−(j+1)p +
∑
r∈Z

(
f
`−(2j+2)p
t−(j+r+1)p − f

`−(2j+2)p
s−(j+r+1)p

))
. (5.4.7)

Now let k ∈ Z. Consider the subsets of Lnt−kp,0 which contribute to the sum (5.4.7).

Suppose j ∈ Z≥0. Set r = k − j − 1. Then we have

L
n,[`−(2j+2)p]
t−(j+r+1)p,0 ⊆ Lnt−kp,0

and
L
n,[`−(2j+1)p]
t−(j+r+1)p,0 ⊆ Lnt−kp,0.

As j runs over all non-negative integers we see that 2j + 2 covers all even integers

starting at 2 and 2j + 1 covers all odd integers starting at 1. Thus f `−mpt−kp occurs

with coefficient +1 for all m ∈ Z>0. The only other way in which subsets of Lnt−kp,0
contribute is if k ≥ 1. Then ct−kp itself occurs as ct−(j+1)p for j = k − 1. The

coefficient of ct−kp in this case is −1. Similar arguments apply to the subsets of

Lns−kp,0 contributing to (5.4.7). Thus we obtain

rst =
∑
k∈Z

∑
m∈Z>0

(
f `−mpt−kp − f

`−mp
s−kp

)
+
∑
k′∈Z≥0

(
cs−k′p − ct−(k′+1)p

)
.

Example 5.4.8. Let n = 3. We use Theorem 5.4.6 to calculate the p-ranks of the

incidence matrices arising from the boundary of the octahedron for any odd prime p.

There are three such matrices: W1,2 for vertices and edges, W1,3 for vertices and faces

and W2,3 for edges and faces. Suppose 1 ≤ s < t ≤ 3. Set ` = s + t + p − 3. By

Theorem 5.4.6 we have

rkWs,t =
∑
k∈Z

∑
m∈Z>0

(
f `−mpt−kp − f

`−mp
s−kp

)
+
∑
k′∈Z≥0

(
cs−k′p − ct−(k′+1)p

)
.

Now since p ≥ 3 most of these terms will vanish, at least all terms with k 6= 0 or k′ 6= 0

with the possible exception of f `−mpt−kp in the case t = p = 3 with k = 1. Additionally

with k′ = 0 the term ct−(k′+1)p vanishes unless t = p = 3. We treat these two terms

separately now. They cancel as follows. Suppose t = p = 3 with k = 1 and k′ = 0.

We have ` = s + 3 + 3 − 3 = s + 3 ∈ {4, 5} since s ∈ {1, 2}. Thus f `−mp0 6= 0 only if

m = 1 in which case we have f `−p0 =
(

3
0

)(
0
0

)
= 1 for both ` = 4 and ` = 5. The other

term we need to consider is ct−(k′+1)p = c0 = 1. Therefore the two terms cancel as
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claimed. So, returning to the general case, we in fact have

rst = cs +
∑

m∈Z>0

(
f `−mpt − f `−mps

)
.

Now
f `−mpt =

`−mp−1∑
b=`−mp−p+1

(
3

t

)(
t

b

)
.

This is zero if m > 1 since then `−mp− 1 = s+ t+ p− 3−mp− 1 ≤ 1 + (1−m)p ≤
1− p < 0. So

rst = cs + f `−pt − f `−ps = cs + f s+t−3
t − f s+t−3

s .

We can now evaluate this. We obtain

r12 = c1 + f 0
2 − f 0

1 =

(
3

1

)
21 + 0− 0 = 6,

r13 = c1 + f 1
3 − f 1

1 =

(
3

1

)
21 +

(
3

3

)(
3

0

)
−
(

3

1

)(
1

0

)
= 4 and

r23 = c2 + f 2
3 − f 2

2 =

(
3

2

)
22 +

(
3

3

)((
3

0

)
+

(
3

1

))
−
(

3

2

)((
2

0

)
+

(
2

1

))
= 7.

In particular, these p-ranks do not depend on p ≥ 3. For p = 2 however we have

rkW1,2 = 5 6= 6 (by GAP). Note that the octahedron has c1 = 6 vertices, c2 = 12

edges and c3 = 8 faces. Therefore only W1,2 has full rank here. This agrees with

our earlier observation (immediately after Theorem 5.4.6) that for large enough p the

matrix Ws,t has full rank if s+ t ≤ n.

The more general problems of finding the rank of powers of the singles map on

modules with d > 0 and finding the rank of powers of the doubles map can be reduced

down to this case as follows. First the case of the singles map with d > 0. We can

apply Theorem 3.6.1 to find the p-rank of the incidence matrix W of Lns,d and Lnt,d
provided 0 < t− s < p as follows. Theorem 3.6.1 says that

K̇n
t,d,t−s = IndBnBn−d×Bd

(
K̇n−d
t−d,0,t−s

)
.

Therefore the p-rank of W is given by

rkpW = dimMn
t,d −

(
n

d

)(
dimMn−d

t−d,0 − rkpW
n−d
s−d,t−d

)
.

where W n−d
s−d,t−d denotes Ws−d,t−d but with n replaced by n − d. Theorem 5.4.6 gives

a closed formula for rkpW
n−d
s−d,t−d so we have a closed formula for rkpW .
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We can also calculate the ranks for the doubles map by using the fact that

rk ∂̈i|Mn
u,d

= rk ε̇i|Mn
n−d,n−u

= rk ∂̇i|Mn
n−d+i,n−u

.

These equalities follow from Theorem 5.3.16 and the fact that ε̇ is the transpose of ∂̇.

We end this section with some remarks on possible future study in this area. Our

formula for the rank of the incidence matrix Ws,t is only valid for 0 < t− s < p. For

t − s outside this range it is possible homological methods can still be applied but

instead of the singles map Mn
t,0 → Mn

t−1,0 we would have to consider a more general

incidence map Mn
t,0 →Mn

t−j,0 for some j > 1. It is also likely similar methods can be

employed for the calculation of p-ranks of incidence matrices arising from a polar space

since the boundary of the cross-polytope lies at the heart of the structure of these

spaces. More explicitly, the maximal totally isotropic or totally singular subspaces all

have the same dimension n say. Then the space is a direct sum of n hyperbolic lines

and an anisotropic space. For reference we refer the reader to Cameron’s notes [5].

Denote these hyperbolic lines by H1, . . . , Hn. For 1 ≤ α ≤ n fix a basis vα, vα of Hα.

Then the subspaces spanned by the subsets of {v1, v1, . . . , vn, vn} correspond to the

subsets of [nn] in the obvious way. The totally isotropic or totally singular subspaces

correspond to the subsets which contain no doubles, that is the subsets which form the

bases in the bottom row of the homology grid. We have seen in Example 3.1.2 that

these subsets naturally label the simplices of the boundary of the n-cross-polytope.

5.5 Kernel generators

In this section we exhibit generators for the kernels of powers of the singles and doubles

maps restricted to Mn
u,d. We also show that the singles and doubles homology modules

are cyclic FBn-modules. By the usual reduction arguments afforded by Theorem 3.6.1

it suffices to consider the bottom row of the homology grid in the singles case and the

rightmost column of the homology grid in the doubles case.
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5.5.1 Generators for the kernel of the singles map

We start with the singles map case. Let ∂ be the singles map. Let n, u and i be integers

with 0 ≤ u ≤ n and 0 < i < p. Let Lu consist of the u-subsets of [nn] containing no

doubles, that is Lu = Lnu,0. Let Mu be the permutation module with basis Lu. Let

Kn
u,i = K̇n

u,0,i be the kernel of ∂i on Mu and Inu,i = İnu,0,i be the image ∂p−i (Mu+p−i). As

usual, let Hn
u,i = Kn

u,i/I
n
u,i = Ḣn

u,0,i. We are interested in finding generators of Kn
u,i and

consequently of Hn
u,i. If Hn

u,i = 0 then Kn
u,i = Inu,i = ∂p−i(Mu+p−i). So ∂p−i(Lu+p−i)

is an efficient set of generators. So we may assume Hn
u,i 6= 0. By Theorem 5.2.1 this

is the case if and only if 0 < 2u + p − i − n. There is one further straightforward

reduction: If u < i then Kn
u,i = Mu and Lu is a set of generators for Kn

u,i. It remains

to consider the case i ≤ u.

Let τ = (α1, . . . , α2u−i+1) be a tuple of distinct elements of [nn]. Consider the

element
zτ = {α1 . . . αi−1} ·

u∏
j=i

({αj} − {αj+u−i+1}) .

Note that zτ may lie outside Mu since it may involve subsets containing doubles. We

will show that Kn
u,i is spanned by the image Inu,i together with the elements zτ that

do lie in Mu. First observe that zτ lies in Mu if and only if αk = αm with k < m

implies i ≤ k and m = k + u − i + 1, in other words if and only if ({αk} − {αm}) is

one of the factors occurring in the definition of zτ . We set T to be the set of all tuples

τ = (α1, . . . , α2u−i+1) of distinct elements of [nn] which satisfy zτ ∈ Mu. Let Żn
u,i be

the set
Żn
u,i = { zτ : τ ∈ T }.

For example, the element

{123} · ({4} − {5}) ·
(
{6} − {6}

)
= {12346} − {12346} − {12356}+ {12356}

lies in Żn
5,4 for any n ≥ 6.

Remark 5.5.1. The elements of Żn
u,i can be identified with polytabloids in the fol-

lowing way. We refer the reader to James’ book [19] for a more thorough explanation

of the terms used here. Let τ = (α1, . . . , αs, β1, . . . , βt, γ1, . . . , γt) ∈ T where s = i− 1

and t = u− i+ 1. We associate with τ the (u, u− i+ 1)-tableau2

τ =
β1 · · · βt α1 · · · αs
γ1 · · · γt

.

2Note that this “tableau” is not on the alphabet 1, . . . , 2u− i + 1.
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Let Bτ be the group of signed permutations of the elements of τ and their barred

counterparts. The signed column stabilizer of τ in FBτ is

kτ = (1− (β1, γ1)) · · · (1− (βt, γt)).

Disregarding the order of the elements in each row of τ gives a tabloid τ . The linear

combination kττ of tabloids is called the polytabloid associated to τ . It is clear that the

map τ 7→ kττ is an isomorphism between 〈Żn
u,i〉F and the FBn-module generated by

the set of polytabloids { kττ : τ ∈ T }. For each τ ∈ T the FBτ -submodule generated

by zτ has a similar feel to a Specht module.

We now prove our claim that Żn
u,i together with Inu,i generates Kn

u,i. The next

lemma handles the case i = u.

Lemma 5.5.2. Let p > 2. Let 0 ≤ u ≤ n with 0 < i < p and 0 < 2u + p − i − n.

Then Żn
u,u spans Kn

u,u.

Proof. For z ∈ Kn
u,u the sum of the coefficients of elements of Lu occurring in z

must be zero. Hence we have that Kn
u,u is spanned by {x− y : x, y ∈ Lu }. We

claim each such x − y lies in the span of Żn
u,u. The proof is by induction on |x \ y|.

If |x \ y| = 0 then x = y so x − y = 0 ∈ 〈Żn
u,u〉F . If |x \ y| = 1 then with-

out loss of generality x = {α1 . . . αu−1αu} and y = {α1 . . . αu−1βu} with βu 6= αu.

Hence x − y = {α1 . . . αu−1} · ({αu} − {βu}) ∈ Żn
u,u. Now suppose |x \ y| = m ≥ 2.

Then without loss of generality x = {α1 . . . αu} and y = {α1 . . . αu−mβu−m+1 . . . βu}
with {αu−m+1 . . . αu} ∩ {βu−m+1 . . . βu} = ∅. Now since m ≥ 2 we may arrange that

αu−m+1 /∈ {βu−m+2 . . . βu}. Set v = {α1 . . . αu−mαu−m+1βu−m+2 . . . βu}. Then (by our

special arrangement) v ∈ Lu and x− y = x− v + v− y. We have |x \ v| = m− 1 and

|v \ y| = 1 so by induction we are done.

Theorem 5.5.3. Let p > 2. Let n, u and i be integers with 0 ≤ i ≤ p. If i ≤ u then

Kn
u,i = 〈Żn

u,i, I
n
u,i〉F .

Proof. If Hn
u,i = 0 then Kn

u,i = Inu,i and the conclusion holds in this case. So we may

assume Hn
u,i 6= 0. By Theorem 5.2.1 we have

(a) 0 < i < p,

(b) 0 ≤ u ≤ n and
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(c) 0 < 2u+ p− i− n.

The result is easily seen to hold for n = 1 (using Appendix A). Suppose n > 1. Since

(a) holds we may apply the branching rule, Theorem 4.2.3. This gives an isomorphism

Kn
u,i

f∼= Kn−1
u,i+1 ⊕Kn−1

u−1,i ⊕Kn−1
u−1,i−1. (5.5.4)

The inverse of f is given by

f−1 (x1, x2, x3) = −ix1 + ∂(x1) · {n}+ x2 · ({n} − {n}) + x3 · {n}.

We need to show that the inverse image of each of the summands in (5.5.4) is contained

in 〈Żn
u,i, I

n
u,i〉F . By Lemma 5.5.2 we may assume that i < u so that for each (u′, i′) ∈

{(u, i + 1), (u − 1, i), (u − 1, i − 1)} we have i′ ≤ u′. Then by induction Kn−1
u′,i′ =

〈Żn−1
u′,i′ , I

n−1
u′,i′ 〉F for (u′, i′) ∈ {(u, i + 1), (u− 1, i), (u− 1, i− 1)}. So it suffices to show

that the inverse images of the copies of Żn−1
u′,i′ and In−1

u′,i′ lie in 〈Żn
u,i, I

n
u,i〉F . But f

restricts to an isomorphism

Inu,i
f∼= In−1

u,i+1 ⊕ In−1
u−1,i ⊕ In−1

u−1,i−1

so we know that the inverse images of the In−1
u′,i′ are contained in Inu,i ⊆ 〈Żn

u,i, I
n
u,i〉F . All

that remains is to check the inverse images of the Żn−1
u′,i′ . A typical element of Żn−1

u,i+1 is

{α1 . . . αi} ·
u∏

j=i+1

({αj} − {βj}) .

We have

f−1

(
{α1 . . . αi} ·

u∏
j=i+1

({αj} − {βj}) , 0, 0

)

= −i{α1 . . . αi} ·
u∏

j=i+1

({αj} − {βj}) + {n} · ∂

(
{α1 . . . αi} ·

u∏
j=i+1

({αj} − {βj})

)

= −i{α1 . . . αi} ·
u∏

j=i+1

({αj} − {βj}) + {n} · ∂ ({α1 . . . αi}) ·
u∏

j=i+1

({αj} − {βj})

=
i∑

k=1

({n} · {α1 . . . αk−1α̂kαk+1 . . . αi} − {α1 . . . αi}) ·
u∏

j=i+1

({αj} − {βj})

=
i∑

k=1

({n} − {αk}) · ({α1 . . . αk−1α̂kαk+1 . . . αi} ·
u∏

j=i+1

({αj} − {βj})

where the notation α̂k means omit αk. But each term of this sum is an element of

Żn
u,i. So the sum lies in 〈Żn

u,i〉F as required.
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A typical element of Żn−1
u−1,i is

{α1 . . . αi−1} ·
u−1∏
j=i

({αj} − {βj}) .

We have

f−1

(
0, {α1 . . . αi−1} ·

u−1∏
j=i

({αj} − {βj}) , 0

)

= {α1 . . . αi−1} · ({n} − {n}) ·
u−1∏
j=i

({αj} − {βj}) ∈ Żn
u,i.

Finally, a typical element of Żn−1
u−1,i−1 is

{α1 . . . αi−2} ·
u−1∏
j=i−1

({αj} − {βj}) .

We have

f−1

(
0, 0, {α1 . . . αi−2} ·

u−1∏
j=i−1

({αj} − {βj})

)

= {α1 . . . αi−2} · {n} ·
u−1∏
j=i−1

({αj} − {βj}) ∈ Żn
u,i.

By using Theorem 3.6.1, the case d > 0 can be derived from Theorem 5.5.3 as

follows.

Corollary 5.5.5. Let p > 2. Let 0 ≤ d ≤ u ≤ n and i be integers with 0 ≤ i ≤ p. If

i ≤ u−d then K̇n
u,d,i is generated by İnu,d,i and the elements z ·{n−d+1n− d+ 1 . . . nn}

with z ∈ Żn−d
u−d,i.

Proof. By Theorem 3.6.1 we have

K̇n
u,d,i = IndBnBn−d×Bd

(
K̇n−d
u−d,0,i

)
.

Since u−d ≤ i Theorem 5.5.3 implies that K̇n−d
u−d,0,i is generated by Żn−d

u−d,i and İn−du−d,0,i.

Theorem 3.6.1 says that IndBnBn−d×Bd

(
İn−du−d,0,i

)
= İnu,d,i. Therefore K̇n

u,d,i is generated

by İnu,d,i and z · {n− d+ 1n− d+ 1 . . . nn} with z ∈ Żn−d
u−d,i.

There is alot of redundancy (linear dependence) in the generators Żn
u,i, for example
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z ∈ Żn
u,i implies −z ∈ Żn

u,i (for i ≤ u). The next result shows that 〈Żn
u,i〉F is a cyclic

FBn-module. For this we need a definition.

Definition 5.5.6. Recall Mn is the F -vector space with basis the subsets of [nn].

Also recall the bilinear form b defined for x, y ∈ Ln by b (x, y) = δxy where δ is the

Kronecker delta. Let x ∈Mn. The unsigned support size of x is the cardinality of the

set {α ∈ [n] : there exists y ∈ Ln with b (x, y) 6= 0 and {αα} ∩ y 6= ∅ }.

We denote the unsigned support size of x by ũ(x).

Intuitively, the unsigned support size of an element is just the number of symbols

from [n] that we see when writing out the element, regardless of whether they ap-

pear with a bar or without. For example the unsigned support size of the element

{123} − {155} is four because we see the four symbols 1, 2, 3 and 5.

Lemma 5.5.7. Let p > 2. Let n, u and i be integers with 0 ≤ u ≤ n and 0 < i < p.

Suppose i ≤ u. Then the set of orbits of Bn on Żn
u,i is{

{ z ∈ Żn
u,i : ũ(z) = t } : u ≤ t ≤ min{2u− i+ 1, n}

}
.

In particular, the maximum unsigned support size of an element in Żn
u,i is

min{2u− i+ 1, n}.

Proof. It is clear that Bn preserves the unsigned support size of elements in Żn
u,i. It is

also clear that Bn is transitive on each set { z ∈ Żn
u,i : ũ(z) = t }. Suppose z ∈ Żn

u,i.

Since z ∈Mu we have u ≤ ũ(z). The element

z = {1 . . . i− 1} · ({i} − {i}) · ({i+ 1} − {i+ 1}) · · · · · ({u} − {u})

attains this lower bound. If u < n then we may replace {u} in z with {u + 1} to

obtain an element of unsigned support size u + 1. More generally for each integer a

with 0 ≤ a ≤ u − i if u + a < n then we can replace the factor ({u − a} − {u− a})
by ({u− a} − {u+ a+ 1}). Each replacement increases the unsigned support size by

1. Therefore by performing replacements we can continually increment the unsigned

support size of z up to a maximum of u+ min{u− i+ 1, n− u} = min{2u− i+ 1, n}.
This is clearly an upper bound on the unsigned support size among elements of Żn

u,i

since each element involves only 2u− i+ 1 symbols from [nn].

Lemma 5.5.8. Let p > 2. Let n, u and i be integers with 0 ≤ u ≤ n and 0 < i <
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p. Let Z ′ be the set of elements of maximum unsigned support size in Żn
u,i. Then

〈Żn
u,i〉F = 〈Z ′〉F .

Proof. For n ∈ {1, 2} the result is easily checked. Suppose n > 2. Suppose z ∈ Żn
u,i is

not of maximum unsigned support size. Then ũ(z) < n. Without loss of generality we

may assume z = z0 · ({n} − {n}) with z0 ∈ Żn−1
u−1,i. Note there is a potential problem

here if i = u since then i > u− 1 but the definition of Żn−1
u−1,i still makes sense in this

case and gives Żn−1
u−1,i = Lu−1. The unsigned support size of z0 is less than n − 1. So

we can assume without loss of generality that z0 lies in Żn−2
u−1,i. But then

z = z0 · ({n} − {n}) = z0 · ({n} − {n− 1})− z0 · ({n} − {n− 1}) .

These two terms lie in Żn
u,i. Furthermore, they satisfy

ũ(z0 · ({n} − {n− 1})) = ũ(z0 · ({n} − {n− 1})) = ũ(z) + 1 > ũ(z).

Continuing in this fashion completes the proof.

Corollary 5.5.9. Let p > 2. The FBn-module 〈Żn
u,i〉F is cyclic, generated by any

element z ∈ Żn
u,i of maximum unsigned support size.

Proof. By Lemma 5.5.8, the elements z ∈ Żn
u,i with maximum unsigned support size

span 〈Żn
u,i〉F . But Bn is transitive on the set of such elements.

Corollary 5.5.10. Let p > 2. The homology module Ḣn
u,0,i is cyclic.

Proof. Since Ḣn
u,0,i = K̇n

u,0,i/İ
n
u,0,i, we have that Ḣn

u,0,i is generated by the classes

[z] = z + İnu,0,i as z runs over K̇n
u,0,i. If i > u then K̇n

u,0,i = Mn
u,0 and this module is

cyclic. Otherwise i ≤ u and by Theorem 5.5.3 we have that Ḣn
u,0,i is spanned by the

classes [z] with z ∈ Żn
u,i. But, by Corollary 5.5.9, the module 〈Żn

u,i〉F is cyclic.

5.5.2 Generators for the kernel of the doubles map

Now we will do the same for the doubles map. Redefine the local notation as follows:

Kn
d,i := K̈n

n,d,i,

Ind,i := Ïnn,d,i, and

Hn
d,i := Ḧn

n,d,i.
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For α, β ∈ [nn] let Xα,β be the element

Xα,β = ({α}+ {α}) · {ββ} − {αα} ·
(
{β}+ {β}

)
of Mn

2,1. If {αα} ∩ {ββ} = ∅ we have

∂̈ (Xα,β) = ({α}+ {α}) ·
(
{β}+ {β}

)
− ({α}+ {α}) ·

(
{β}+ {β}

)
= 0.

So Xα,β is an element of ker ∂̈. In a way made precise in Theorem 5.5.12, the elements

Xα,β are really all that is needed to build arbitrary non-trivial elements of the kernel

K̈n
n,d,i. Let Tn be the set of tuples (α1, . . . , αn) of distinct elements of [nn] such that

the set {α1 . . . αn} contains no doubles. For τ = (α1, . . . , αn) ∈ Tn define the element

zτ =
d−i+1∏
j=1

Xα2j−1,α2j
·
i−1∏
k=1

{βkβk} ·
n−2d+i−1∏

`=1

{γ`}

where βk = α2(d−i+1)+k and γ` = α2(d−i+1)+i−1+` = α2d−i+1+`.

Let
Z̈n
d,i = { zτ : τ ∈ Tn }.

As an example, take (n, d, i) = (6, 3, 2). Let τ = (1, 2, 3, 4, 5, 6). Then

zτ = X1,2 ·X3,4 · {55} · {6}

=
((
{1}+ {1}

)
· {22} − {11} ·

(
{2}+ {2}

))
·
((
{3}+ {3}

)
· {44} − {33} ·

(
{4}+ {4}

))
· {556}

is an element of Z̈6
3,2. All other elements of Z̈6

3,2 are obtained by applying signed

permutations to zτ .

Computing the images of elements of Z̈n
d,i under powers of ∂̈ is straightforward and

summarized by the following lemma.

Lemma 5.5.11. Let p > 2. Let n, d and i be integers. Let

(α1, . . . , α2(d−i+1), β1, . . . , βi−1, γ1, . . . , γn−2d+i−1) ∈ Tn.

Let t be a non-negative integer. Then

∂̈t(zτ ) =

(
d−i+1∏
j=1

Xα2j−1,α2j

)
· ∂̈t
(
i−1∏
k=1

{βkβk}

)
·

(
n−2d+i−1∏

`=1

{γ`}

)
.

In particular, if i ≤ t then ∂̈t(zτ ) = 0, that is Z̈n
d,i ⊆ Kn

d,i.

Proof. Notice that ∂̈
(
Xα2j−1,α2j

)
= 0 and ∂̈ ({γ`}) = 0. The result now follows by
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multiple applications of Lemma 3.5.2.

Theorem 5.5.12. Let p > 2. Let n, d and i be integers with 0 ≤ i ≤ p and i ≤ d.

We have Kn
d,i = 〈Z̈n

d,i, I
n
d,i〉F .

Proof. The inclusion Kn
d,i ⊇ Ind,i is clear. The inclusion Kn

d,i ⊇ Z̈n
d,i holds by

Lemma 5.5.11. So Kn
d,i ⊇ 〈Z̈n

d,i, I
n
d,i〉F .

It remains to show the reverse inclusion Kn
d,i ⊆ 〈Z̈n

d,i, I
n
d,i〉F . The proof is by

induction on n via the branching rule. The case n = 1 is easily verified or checked

in Appendix A. If Hn
d,i = 0 then Kn

d,i = Ind,i so there is nothing to prove in this case.

Suppose n > 1 and Hn
d,i 6= 0. Then in particular 0 < i < p. The branching rule,

Theorem 4.2.4, applies and yields an isomorphism of FBn−1-modules

Kn
d,i

f∼= 0⊕Kn−1
d,i ⊕K

n−1
d,i+1 ⊕K

n−1
d−1,i−1

(see the proof of Theorem 4.2.4 for the construction of the explicit f we will be

using). To complete the proof we must show that the inverse images under f of

the summands Kn−1
d,i , Kn−1

d,i+1 and Kn−1
d−1,i−1 are contained in 〈Z̈n

d,i, I
n
d,i〉F . By induc-

tion Kn−1
d,i = 〈Z̈n−1

d,i , I
n−1
d,i 〉F and Kn−1

d−1,i−1 = 〈Z̈n−1
d−1,i−1, I

n−1
d−1,i−1〉F . Also by induction

Kn−1
d,i+1 = 〈Z̈n−1

d,i+1, I
n−1
d,i+1〉F unless i = d. If i = d then Kn−1

d,i+1 = Mn−1
n−1,d = 〈Ln−1

n−1,d〉F .

So the proof reduces to checking the inverse images of Z̈n−1
d,i+1 and In−1

d,i+1 if i < d, the

inverse image of Ln−1
n−1,d if i = d and the inverse images of Z̈n−1

d,i , I
n−1
d,i , Z̈

n−1
d−1,i−1 and

In−1
d−1,i−1 in both cases. Note that f restricts to an isomorphism

Ind,i
f∼= 0⊕ In−1

d,i ⊕ I
n−1
d,i+1 ⊕ I

n−1
d−1,i−1.

So we know the inverse images of In−1
d,i , In−1

d,i+1 and In−1
d−1,i−1 are contained in Ind,i ⊆

〈Z̈n
d,i, I

n
d,i〉F . The elements of Z̈n−1

d,i are of the form

z =

(
d−i+1∏
j=1

Xα2j−1,α2j

)
·

(
i−1∏
k=1

{βkβk}

)
·

(
n−1−2d+i−1∏

`=1

{γ`}

)
with (α1, . . . , α2(d−i+1), β1, . . . , βi−1, γ1, . . . , γn−2d+i−2) ∈ Tn−1. We have

f−1(0, z, 0, 0) = z · {n}

(see the proof of Theorem 4.2.4 for the construction of f−1). Thus f−1(0, z, 0, 0) lies
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in Z̈n
d,i ⊆ 〈Z̈n

d,i, I
n
d,i〉F , as required. The elements of Z̈n−1

d−1,i−1 are of the form

z =

(
d−i+1∏
j=1

Xα2j−1,α2j

)
·

(
i−2∏
k=1

{βkβk}

)
·

(
n−1−2d+i∏

`=1

{γ`}

)
with (α1, . . . , α2(d−i+1), β1, . . . , βi−2, γ1, . . . , γn−1−2d+i) ∈ Tn−1. We have

f−1(0, 0, 0, z) = z · {nn}

which lies in Z̈n
d,i ⊆ 〈Z̈n

d,i, I
n
d,i〉F , as required. Now suppose i < d. The elements of

Z̈n−1
d,i+1 are of the form

z =

(
d−i∏
j=1

Xα2j−1,α2j

)
·

(
i∏

k=1

{βkβk}

)
·

(
n−1−2d+i∏

`=1

{γ`}

)
with (α1, . . . , α2(d−i), β1, . . . , βi, γ1, . . . , γn−1−2d+i) ∈ Tn−1. We have

f−1(0, 0, z, 0) = ∂̈(z) · {nn} − iz · ({n}+ {n}) .

But by Lemma 5.5.11

∂̈(z) =

(
d−i∏
j=1

Xα2j−1,α2j

)
· ∂̈

(
i∏

k=1

{βkβk}

)
·

(
n−1−2d+i∏

`=1

{γ`}

)

=

(
d−i∏
j=1

Xα2j−1,α2j

)
·

 i∑
m=1

∂̈
(
{βmβm}

)
·
∏

k∈[i]\{m}

{βkβk}

 ·(n−1−2d+i∏
`=1

{γ`}

)

=
i∑

m=1

( d−i∏
j=1

Xα2j−1,α2j

)
·
(
{βm}+ {βm}

)
·
( ∏
k∈[i]\{m}

{βkβk}
)
·
( n−1−2d+i∏

`=1

{γ`}
)
.

So

∂̈(z) · {nn} − iz · ({n}+ {n})

=
i∑

m=1

( d−i∏
j=1

Xα2j−1,α2j

)
·Xβm,n ·

( ∏
k∈[i]\{m}

{βkβk}
)
·
( n−1−2d+i∏

`=1

{γ`}
) .

Now each term of this sum is an element of Z̈n
d,i so the sum lies in 〈Z̈n

d,i〉F ⊆ 〈Z̈n
d,i, I

n
d,i〉F

as required. Finally, suppose i = d. Then Kn−1
d,i+1 = Mn−1

n−1,d. Let x ∈ Ln−1
n−1,d. Then

f−1(0, 0, x, 0) = ∂̈(x) · {nn} − dx · ({n}+ {n}) .
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Write x =
(∏d

k=1{βkβk}
)
·
(∏n−1−d

`=1 {γ`}
)

with
⋃
k,`{βkγ`} ∈ L

n−1
n−1,0. Then

∂̈(x) · {nn} − dx · ({n}+ {n})

=
d∑

m=1

({βm}+ {βm}
)
·
( ∏
k∈[d]\{m}

{βkβk}
)
· {nn} ·

( n−1−d∏
`=1

{γ`}
)

− x ·
(
{n}+ {n}

)
=

d∑
m=1

Xβm,n ·
( ∏
k∈[d]\{m}

{βkβk}
)
·
( n−1−d∏

`=1

{γ`}
) .

Each term of this sum is an element of Z̈n
d,d so the sum lies in 〈Z̈n

d,d〉F ⊆ 〈Z̈n
d,d, I

n
d,d〉F

as required.

Corollary 5.5.13. Let p > 2. Let 0 ≤ d ≤ u ≤ n and i be integers with 0 ≤ i ≤ p. If

i ≤ d then K̈n
u,d,i is generated by Ïnu,d,i and Z̈u

d,i.

Proof. Theorem 3.6.1 tells us

K̈n
u,d,i = IndBnBu×Bn−u

(
K̈u
u,d,i

)
.

Since i ≤ d Theorem 5.5.12 says that K̈u
u,d,i is generated by Ïuu,d,i and Z̈u

d,i. Theo-

rem 3.6.1 again implies IndBnBu×Bn−u

(
Ïuu,d,i

)
= Ïnu,d,i. Therefore K̈n

u,d,i is generated by

Ïnu,d,i and Z̈u
d,i.

We remark that there seems to be a discrepancy between the singles and doubles

cases in that for the singles case our natural set of generators broke up into multiple

Bn-orbits and a little work was required to show that a single special orbit would

suffice. In the doubles case our generators already fall into a single orbit.

Lemma 5.5.14. Let p > 2. Let n, d and i be integers with 0 ≤ i ≤ p. The module

Hn
d,i is cyclic.

Proof. If i > d then Kn
d,i = Mn

n,d. This module is a transitive permutation module

so it is cyclic. Therefore the quotient Hn
d,i is cyclic. Otherwise i ≤ d. Then by

Theorem 5.5.12 we have that Kn
d,i is generated by the elements zτ with τ ∈ Tn. But

Bn is easily seen to be transitive on the set of such elements. Hence the kernel Kn
d,i is

again cyclic. So Hn
d,i is cyclic.

114



5.6. Irreducibility

5.6 Irreducibility

Throughout this section we assume p > 2. Let 0 ≤ d ≤ u ≤ n and i be integers with

0 < i < p. Set H = Ḣn
u,d,i. We give sufficient conditions for H to be irreducible.

Under these conditions we identify H in terms of the standard representation theory,

that is we identify the bipartition (λ, µ) of n for which the given irreducible homology

module H is isomorphic to D(λ,µ) (see Section 2.7 for the definition of D(λ,µ)). In

short, we prove the following.

Theorem 5.6.1. Let p > 2. Let 0 ≤ d ≤ u ≤ n and i be integers with 0 < i <

p. Suppose H = Ḣn
u,d,i is non-zero. Then H is irreducible if any of the following

conditions hold:

(a) 0 = d = u, in which case H ∼= 1Bn
∼= D((n),0);

(b) 0 = d < u and 2u + p − i − n = 1 in which case H ∼= D(λ,0) where λ is the

partition of n into two parts u and n− u;

(c) d = u = n, in which case H ∼= 1Bn
∼= D((n),0);

(d) d < u = n and i = 1, in which case H ∼= D((d),(n−d)).

Case (d) is the only case where the base group acts non-trivially, as indicated by

the non-empty second constituent (n−d) of the bipartition ((d), (n−d)). Note that (c)

and (d) give Ḣn
n,d,1
∼= Ḣn

n,n−d,1 as FSn-modules. This is the appropriate generalisation

of the small duality result in Theorem 5.1.1 from the even characteristic case.

We also prove the corresponding result for the doubles homology modules:

Theorem 5.6.2. Let p > 2. Let 0 ≤ d ≤ u ≤ n and i be integers with 0 < i <

p. Suppose H = Ḧn
u,d,i is non-zero. Then H is irreducible if any of the following

conditions hold:

(a) d = u = n, in which case H ∼= 1Bn
∼= D((n),0);

(b) d < u = n and u− 2d+ i = 1 in which case H ∼= D(λ,0) where λ is the partition

of n into two parts d and n− d;

(c) 0 = d = u, in which case H ∼= 1Bn
∼= D((n),0);

(d) 0 = d < u and i = p− 1, in which case H ∼= D((n−u),(u)).

Again, case (d) is the only case where the base group acts non-trivially. Note that

as usual these results looks very similar, hinting at the possible duality.
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The Sn-structure of the homology modules will prove invaluable when proving irre-

ducibility in some cases. Recall the setup for the Boolean algebra case in Section 2.8

as follows. Let k be an integer. Let Lk denote the k element subsets of [n]. Set

Mk = FLk. Define the map ∂ : Mk →Mk−1 by taking each subset of [n] to the sum of

its subsets which can be obtained by removing precisely one element. For 0 ≤ i ≤ p

set Kn
k,i = ker ∂i∩Mk and Ink,i = ∂p−i(Mk+p−i) with homology module Hn

k,i = Kn
k,i/I

n
k,i.

Lemma 5.6.3. Let p > 2. Let n, u and i be integers with 0 ≤ i ≤ p. Let Hn
u,i be

the incidence homology module for the symmetric group defined in Section 2.8. Then

there is an FSn-embedding
Hn
u,i ↪→ Ḣn

u,0,i.

Proof. Define a map ϕ : Hn
u,i → Ḣn

u,0,i by

ϕ
(
z + Inu,i

)
= z + İnu,0,i

for all z ∈ Kn
u,i. We claim ϕ is an FSn-embedding. First we check ϕ is well-defined.

Suppose x, y ∈ Kn
u,i with x−y ∈ Inu,i. Then x−y ∈ İnu,0,i, since Inu,i ⊆ İnu,0,i. Clearly ϕ is

linear and commutes with Sn. It remains to show that ϕ is injective. Suppose z ∈ Kn
u,i

with ϕ(z+ Inu,i) = 0. Then z ∈ İnu,0,i. We need to show that z ∈ Inu,i. Let y ∈Mn
u+p−i,0

be such that ∂i(y) = z. For any integer k denote by Mk the space with basis the k

element subsets of [n] as above. Define an F -linear map π : Mn
u+p−i,0 →Mu+p−i by

x 7→ (x · x) ∩ [n]

for each x ∈ Lnu+p−i,0. The map π simply removes all bars from elements. For example

π
(
{1345}+ {2456}

)
= {1345}+ {2456}.

We claim ∂p−i (π(y)) = ∂p−i(y) so that z ∈ Inu,i, as required. This is clear since

∂p−i(y) ∈ Mu. Note that we did not use that ∂i(z) = 0 so in fact we have shown the

slightly more general:
İnu,0,i ∩Mu = Inu,i.

Proof of Theorem 5.6.1. Throughout, H is assumed to be non-zero. Let ∂ = ∂̇. In

the case 0 = d = u we want to show that H is the trivial FBn-module D((n),0). The

sequence to consider is

0 = Mn
−i,0

∂i←−Mn
0,0 = F{∅} ∂p−i←−−Mn

p−i,0.

So clearly we have K̇n
0,0,i = ker ∂i ∩Mn

0,0 = F{∅}, which is the trivial module. Since
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H 6= 0 we must have İn0,0,i = 0 and H ∼= K̇n
0,0,i. Thus H is the trivial module. It is

clear from the definition in Section 2.7 that D((n),0) is the trivial module. This shows

(a).

The case d = u = n is similar. The sequence to consider is

0 = Mn
n−i,n

∂i←−Mn
n,n = F{{11 . . . nn}} ∂p−i←−−Mn

n+p−i,n = 0.

So K̇n
n,n,i = ker ∂i ∩Mn

n,n = Mn
n,n = F{{11 . . . nn}} is the trivial module. The same

argument as in case (a) gives H ∼= D((n),0) is the trivial module. Thus (c) is true.

Suppose 0 = d < u and 2u+p−i−n = 1. Lemma 5.6.3 tells us the symmetric group

module Hn
u,i embeds in H. On the other hand Theorem 5.3.2 gives dimH = dimHn

u,i

since ` = 2u + p − i − n = 1. Thus H ∼= Hn
u,i as FSn-modules. Now Corollary 2.8.9

says Hn
u,i
∼= Dλ is the irreducible module for the symmetric group corresponding to

the partition λ of n into two parts of size u and n − u. It remains to show that the

base group acts trivially. Since H 6= 0 the branching rule Theorem 4.2.3 gives

H = Ḣn
u,0,i
∼= Ḣn−1

u,0,i+1 ⊕ Ḣn−1
u−1,0,i ⊕ Ḣn−1

u−1,0,i−1 ⊕ Ḣn−1
u−1,−1,i.

The rightmost summand is clearly zero. Using the notation of Section 5.3 we have

`(n, u, i) = 2u + p − i − n = 1. Lemma 5.3.8 says `(n − 1, u − 1, i) = 0. Therefore

Theorem 5.2.1 says the summand Ḣn−1
u−1,0,i is zero. Since 0 6= H ∼= Ḣn−1

u,0,i+1⊕ Ḣn−1
u−1,0,i−1

at most one of these summands is zero. If Ḣn−1
u,0,i+1 is non-zero then it satisfies condition

(b) so the element (1, 1) acts as the identity by induction. If Ḣn−1
u−1,0,i−1 is non-zero we

have two cases. Either it satisfies (b) and (1, 1) acts as the identity by induction or it

satisfies (a) and (1, 1) acts as the identity since we have already proved (a). Therefore

the element (1, 1) acts as the identity on H. Now the conjugates of (1, 1) under Sn

must all act as the identity. Since these generate the base group this proves (b).

The remaining case is d < u = n and i = 1. We want to show H ∼= D((d),(n−d)).

By Theorem 3.6.6 we have

H = Ḣn
n,d,1
∼= IndBnBn−d×Bd

(
Ḣn−d
n−d,0,1

)
.

The module Ḣn−d
n−d,0,1 also satisfies (d). So the proof reduces to two steps:

(i) Show that Ḣn
n,0,1
∼= D(0,(n)).

(ii) Show that IndBnBn−d×Bd
(
D(0,(n−d))

) ∼= D((d),(n−d)).

For (i) note that İnn,0,1 = ∂p−1(Mn
n+p−1,0) = ∂p−1(0) = 0. Hence Ḣn

n,0,1
∼= K̇n

n,0,1. By
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Theorem 5.5.3 we have

Ḣn
n,0,1
∼=
〈
({1} − {1}) · · · · · ({n} − {n})

〉
F
. (5.6.4)

From (5.6.4) we see that Ḣn
n,0,1 is 1-dimensional. We can also read off the action of

the group elements. The generators (α, α) for 1 ≤ α ≤ n of the base group act as −1.

The top group Sn acts as the identity. Hence Ḣn
n,0,1
∼= D(0,(n)), as required. Now we

prove (ii). Following Section 2.7, the module D((d),(n−d)) is obtained as follows. For

the representation of the base group, we take the outer tensor product V say of d

copies of the trivial S2 module and n − d copies of the sign module. Enlarging this

to a module for the inertia group Bd × Bn−d of V yields a module isomorphic to the

outer tensor product
D((d),0) #D(0,(n−d)). (5.6.5)

Call this D1. This is the first of two modules for the inertia group which we will

eventually tensor together before inducing to Bn to obtain D((d),(n−d)). The inertia

factor of V is Sd × Sn−d. The second module of the inertia group is the module

obtained by starting with the outer tensor product S(d) # S(n−d). Letting the base

group act trivially yields the module for the inertia group. Call this D2. Note that

D2 is just the trivial module 1Bd×Bn−d of the inertia group. Finally

D((d),(n−d)) := IndBnBd×Bn−d (D1 ⊗D2)

∼= IndBnBd×Bn−d (D1)

∼= IndBnBd×Bn−d
(
D((d),0) #D(0,(n−d))

)
.

We need to check this agrees with IndBnBn−d×Bd
(
D(0,(n−d))

)
. Explicitly writing out the

inflation stage we have

IndBnBn−d×Bd
(
D(0,(n−d))

)
= IndBnBn−d×Bd Infl

Bn−d×Bd
Bn−d

(
D(0,(n−d))

)
∼= IndBnBn−d×Bd

(
D(0,(n−d)) #D((d),0)

)
.

Unfortunately the n − d and d are back to front but the modules are nonetheless

isomorphic.

We now turn to the doubles case. An analogue of Lemma 5.6.3 for the doubles

case is the following.

Lemma 5.6.6. Let p > 2. Let n, d and i be integers with 0 ≤ i ≤ p. Let Hn
d,i be

the incidence homology module for the symmetric group defined in Section 2.8. Then

there is an FSn-embedding
Hn
d,i ↪→ Ḧn

n,d,i.
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Proof. Recall the setup of Section 2.8: For k an integer define the following. Let Lk

be the set of k element subsets of [n]. Set Mk = FLk. Let ∂ be incidence map which

takes any subset of [n] to the sum of its subsets which can be obtained by removing

precisely one element. This restricts to a linear map Mk → Mk−1 for each k. We

define a linear map ϕk : Mk →Mn
n,k by

ϕk(x) = x · x ·
∏

α∈[n]\x

({α}+ {α})

for each x ∈ Lk. Set ϕ = ⊕kϕk. We claim that ϕ is a map of p-complexes of

FSn-modules, that is ϕ commutes with Sn and the following diagram commutes

. . . Md−1 Md Md+1 . . .

. . . Mn
n,d−1 Mn

n,d Mn
n,d+1 . . . .

∂∂∂∂

∂̈∂̈∂̈∂̈

ϕ ϕ ϕ

Clearly ϕ commutes with Sn. To see that the diagram commutes let x ∈ Lk. Then

∂̈ϕ(x) = ∂̈

x · x · ∏
α∈[n]\x

({α}+ {α})


= ∂̈ (x · x) ·

∏
α∈[n]\x

({α}+ {α}) since ∂̈({α}+ {α}) = 0 for each α ∈ [n]

=
∑
β∈x·x

(x · x \ {β}) ·
∏

α∈[n]\x

({α}+ {α}) . (5.6.7)

On the other hand we have

ϕ∂(x) = ϕ

(∑
γ∈x

x \ {γ}

)
=
∑
γ∈x

(x \ {γ}) · (x \ {γ}) · ({γ}+ {γ}) ·
∏

δ∈[n]\x

({δ}+ {δ}).

This agrees with (5.6.7). So ϕ commutes with the boundary maps. Hence ϕ induces

a map ϕ∗ on homology Hn
d,i → Ḧn

n,d,i. We claim this map is injective. First we will

show that ϕ itself is injective. For each integer k define a map ψk : Mn
n,k →Mk by

ψ(y) = 2k−n (ÿ ∩ [n])

where ÿ denotes the doubles part of y, see Section 3.1. Note p 6= 2 so 2k−n exists in
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F . Then for x ∈ Lk we have

ψkϕk(x) = ψk

x · x · ∏
α∈[n]\x

({α}+ {α})

 .

Since x ∈ Lk the expression inside the brackets is a sum of 2n−k signed sets. The

doubles part of each of these signed sets is x ·x. Therefore ψkϕk(x) = 2k−n2n−kx = x.

It remains to show that ϕ∗ is injective. Let z ∈ ker ∂i ∩ Md with

ϕ(z) ∈ ∂̈p−i(Mn
n,d+p−i). Pick y ∈ Mn

n,d+p−i so that ∂̈p−i(y) = ϕ(z). Notice that

ϕ(z) is fixed by the base group H of Bn. Therefore∑
h∈H

h∂̈p−i(y) = |H| ∂̈p−i(y) = 2n∂̈p−i(y).

Since p > 2 we have that 2n is invertible in F . Therefore

∂̈p−i

(
2−n

∑
h∈H

hy

)
= 2−n

∑
h∈H

h∂̈p−i(y) = ∂̈p−i(y).

The element y′ = 2−n
∑

h∈H hy is fixed by the base group. Therefore y′ is a linear

combination of orbit sums of the base group on Lnn,d. We claim that ϕ is surjective

onto the space spanned by these orbit sums. This is clear since the orbit sum of any

element v ∈ Lnn,d+p−i is given by ϕ(v̈∩ [n]). So there exists x ∈Md+p−i with ϕ(x) = y′.

Then
ϕ∂p−i(x) = ∂̈p−iϕ(x) = ∂̈p−i(y′) = ∂̈p−i(y) = ϕ(z).

Since ϕ is injective we must have ∂p−i(x) = z. This completes the proof that ϕ∗ is

injective.

Proof of Theorem 5.6.2. This proof will be very similar to the proof of the singles

map analogue Theorem 5.6.1. In some cases we will rely on work already done in

that case. Let H = Ḧn
u,d,i. In cases (a) and (c) the module Mn

u,d is the trivial module.

Therefore since H 6= 0 and H is a subquotient of Mn
u,d we must have that H is the

trivial module D((n),0).

Suppose we are in case (b), that is d < u = n and u− 2d+ i = 1. By Lemma 5.6.6

the symmetric group module Hn
d,i embeds in H. Note that 2d− i = n− 1 and d < n

implies i ≤ d. Hence Theorem 2.8.5 applies and gives Hn
d,i
∼= Dλ the irreducible

FSn-module indexed by the partition λ of n into two parts of size d and n − d.

Theorem 5.3.18 says that dimH = dim Ḣn
n−d,0,p−i. But `(n, n − d, p − i) = 2(n −
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d) + p − (p − i) − n = n − 2d + i = 1. Therefore Ḣn
n−d,0,p−i satisfies the conditions

of Theorem 5.6.1(b). Hence Ḣn
n−d,0,p−i

∼= Dµ where µ is the partition of n into two

parts of size n − d and n − (n − d) = d. Since λ = µ we have Ḣn
n−d,0,p−i

∼= Hn
d,i

as Sn-modules. Hence dimH = dimHn
d,i and H ∼= Hn

d,i
∼= Dλ as an Sn-module. It

remains to show that the base group acts as the identity on H. Since H 6= 0 the

branching rule Theorem 4.2.4 applies and gives

H ∼= Ḧn−1
n,d,i ⊕ Ḧ

n−1
n−1,d,i ⊕ Ḧ

n−1
n−1,d,i+1 ⊕ Ḧ

n−1
n−1,d−1,i−1

as an FBn−1-module. Clearly the first summand vanishes since n − 1 < n. Since

n−1−2d+ i = 0 the second summand also vanishes by Theorem 5.2.2. We check the

action of (1, 1) on the two remaining summands. Note that because H is non-zero at

most one of these two summands may vanish. If the third summand is non-zero, we

have two cases. If n−1 = d then this summand satisfies condition (a) so (1, 1) acts as

the identity. Otherwise, since we have (n−1)−2d+(i+1) = 1, this summand satisfies

condition (b) and again (1, 1) acts as the identity, this time by induction. We have

(n− 1)− 2(d− 1) + (i− 1) = 1. Therefore the fourth summand, if non-zero, satisfies

(b). So (1, 1) acts as the identity by induction. Thus (1, 1) acts as the identity on

H. Therefore all conjugates of (1, 1) act as the identity also. Since the conjugates of

(1, 1) generate the base group (b) is proved.

It remains to show (d). In this case we have 0 = d < u and i = p− 1. We need to

show H ∼= D((n−u),(u)). By Theorem 3.6.6 we have

Ḧn
u,0,p−1

∼= IndBnBu×Bn−u

(
Ḧu
u,0,p−1

)
.

Thus we need to show

(i) Ḧn
n,0,p−1

∼= D(0,(n)) and

(ii) IndBnBu×Bn−u
(
D(0,(u))

) ∼= D((n−u),(u)).

We have already shown (ii) in the proof of Theorem 5.6.1(d). To prove (i) we use

induction via the branching rule, Theorem 4.2.4. The cases n ≤ 2 can be checked in

Appendix A, noting that the module D(0,(n)) is the 1-dimensional module where (1, 1)

acts as −1 and Sn acts trivially. Suppose n > 2. The branching rule gives

Ḧn
n,0,p−1

∼= Ḧn−1
n,0,p−1 ⊕ Ḧn−1

n−1,0,p−1 ⊕ Ḧn−1
n−1,0,p ⊕ Ḧn−1

n−1,−1,p−2

∼= Ḧn−1
n−1,0,p−1.

By induction this module is 1-dimensional. Also by induction the element (1, 1) acts
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as −1 and the element (1, 2) acts as the identity. By conjugating (1, 2) by suitable

elements we see that the whole of Sn acts trivially. Thus (d) is proved.
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Chapter 6

A conjecture

Throughout the thesis we have taken note that for every result about the singles

map there is a corresponding, similar looking, result about the doubles map. In

this chapter we formulate this more precisely as a conjecture. As usual let p > 0

be the characteristic of our field F . Let 0 ≤ d ≤ u ≤ n and i be integers. Let

0 < i < p. We have seen in Theorem 5.3.18 that there is an isomorphism of vector

spaces Ḣn
u,d,i
∼= Ḧn

n−d,n−u,p−i. The question of whether there is such an isomorphism

which commutes with the group action seems to be much more difficult. I conjecture

there is such a map.

Conjecture 6.0.1 (Duality). Let 0 ≤ d ≤ u ≤ n and i be integers. Let 0 < i < p.

Then we have an isomorphism of FBn-modules

Ḣn
u,d,i
∼= Ḧn

n−d,n−u,p−i.

In the even characteristic case this is Theorem 5.1.7. Comparing the irreducibility

results, Theorem 5.6.1 and Theorem 5.6.2, we see that the conjecture holds in the

cases (a) 0 = d = u, (b) 0 = d < u and 2u + p − i − n = 1, (c) d = u = n and (d)

d < u = n and i = 1.

The complement map produces an isomorphism of permutation modules Mn
u,d
∼=

Mn
n−d,n−u. So it would be tempting to think that the conjecture arises from an iso-

morphism of chain complexes. However the conjecture is strictly about homology

modules. The reason for this is that an isomorphism of chain complexes would induce

isomorphisms in kernels and images but there are straightforward counterexamples to
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this. For example K̇n
0,0,i = Mn

0,0 6= 0 but K̈n
n,n,p−i = 0 for p − i ≤ n. Note that the

bottom row (d = 0) of the homology grid corresponds to the cross-polytope. The dual

of this (according to the conjecture) is the right hand column (u = n) which corre-

sponds to the hypercube, the dual polytope. Thus for d = 0 the conjecture becomes

“for 0 ≤ u ≤ n the u-th incidence homology of the cross-polytope, with parameter i,

is the (n− u)-th incidence homology of the hypercube, with parameter p− i”. If we

replace one of these homologies with cohomology then we obtain a duality resembling

one half of Poincaré duality, see Munkres [25] for an exposition of the usual Poincaré

duality. We have already stated and proved this modified duality as Theorem 5.3.16.

In the proof we saw that this version does come from a chain complex isomorphism,

the one induced by the complement map.

6.1 Reduction to the case d = 0

As usual we can reduce to the case d = 0.

Lemma 6.1.1. Suppose Conjecture 6.0.1 holds for d = 0. Then Conjecture 6.0.1

holds for all d.

Proof. Suppose Conjecture 6.0.1 holds for d = 0. This means that for all n ≥ 0 and

all 0 ≤ u ≤ n with 0 < i < p we have

Ḣn
u,0,i
∼= Ḧn

n,n−u,p−i.

Suppose d > 0. Then

Ḣn
u,d,i
∼= IndBnBn−d×Bd

(
Ḣn−d
u−d,0,i

)
by Theorem 3.6.6

∼= IndBnBn−d×Bd

(
Ḧn−d
n−d,n−d−(u−d),p−i

)
by Conjecture 6.0.1 with d = 0

= IndBnBn−d×Bd

(
Ḧn−d
n−d,n−u,p−i

)
∼= Ḧn

n−d,n−u,p−i by Theorem 3.6.6.

With this in mind computer evidence shows that Conjecture 6.0.1 is true for p ≤ 13

with n ≤ 4 and also for p ≤ 5 with n = 5.
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6.2 The case i ≤ u and p− i > n− u

Recall the notation from the end of Section 5.3. Specifically b (−,−) is our bilinear

form, c is the complement map and ε̇ is the transpose of the singles map ∂̇.

Lemma 6.2.1. We have K̇n
u,0,i = (ε̇i(Mn

u−i,0))⊥ with respect to the standard bilinear

form on Mn
u,0.

Proof. Let x ∈ Mn
u,0. Then ∂̇i(x) = 0 if and only if b

(
∂̇i(x), y

)
= 0 for all y ∈

Lnu−i,0 since the bilinear form on Mn
u−i,0 is non-degenerate. This holds if and only if

b (x, ε̇i(y)) = 0 for all y ∈ Lnu−i,0. But this is the same thing as x ∈ (ε̇(Lnu−i,0))⊥ =

(ε̇(Mn
u−i,0))⊥.

Conjecture 6.2.2. Suppose Ḣn
u,0,i 6= 0. Let p− i > n− u. Then the identity map of

Mn
u,0 induces an isomorphism in homology

Ḣn
u,0,i
∼= c

(
Ḧn
n,n−u,p−i

)
= Mn

u,0/ε̇
i(Mn

u−i,0).

Notes:

(a) p−i > n−u means we can’t use our result about generators of doubles homology.

(b) In the i = 1 case we already know there exists an isomorphism by the irre-

ducibility theorems.

Steps towards a proof:

Lemma 6.2.3. Suppose Ḣn
u,0,i 6= 0. Let p− i > n− u. Then the identity map of Mn

u,0

induces an isomorphism in homology

Ḣn
u,0,i
∼= c

(
Ḧn
n,n−u,p−i

)
= Mn

u,0/ε̇
i(Mn

u−i,0)

if and only if ε̇i(Mn
u−i,0) is non-degenerate.

Proof. Since p − i > n − u we have İnu,0,i = ∂̇p−i(Mn
u+p−i,0) = ∂̇p−i(0) = 0. So the

identity maps images to images. Also since p − i > n − u we have c
(
K̈n
n,n−u,p−i

)
=

ker ε̇p−i ∩Mn
u,0 = Mn

u,0. So the identity also maps kernels to kernels. So it induces a

map on homology, Id∗ say. By the standard dimension counting arguments it suffices

to show that Id∗ is either injective or surjective. The map is injective if and only if
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for all z ∈ K̇n
u,0,i we have Id(z) ∈ ε̇i(Mn

u−i,0) implies z ∈ İnu,0,i = 0. That is if and only

if K̇n
u,0,i∩ ε̇i(Mn

u−i,0) = 0. By Lemma 6.2.1 K̇n
u,0,i = (ε̇i(Mn

u−i,0))⊥. So injectivity of Id∗

is equivalent to the condition that ε̇i(Mn
u−i,0) is non-degenerate1.

Conjecture 6.2.4. Let 0 ≤ u ≤ n. Suppose p − i > n − u. Then ε̇i(Mn
u−i,0) is

non-degenerate.

This has been checked with GAP for n ≤ 8 and p ≤ 17. It seems that this

could be brute-forced by hand but requires some very involved linear equations and

combinatorics.

6.3 The case u = n and p > 2

Let p > 2. In the case u = n we have a decomposition of Mn
u,0. We use this to prove

Conjecture 6.0.1 in the case u = n. I am relatively confident this method can be

extended to a full proof of Conjecture 6.0.1, at least in the semisimple case (that is

p > n).

For 0 ≤ j ≤ n define the module

V n
j = IndBnBj×Bn−j

(
〈
j∏

a=1

({a}+ {a}) ·
n∏

b=j+1

({b} − {b})〉F

)
.

This is an FBn-module. Clearly we have V n
j
∼= D((j),(n−j)).

Lemma 6.3.1. Let p > 2. Let n ≥ 1. We have

Mn
n,0 =

n⊕
j=0

V n
j .

Proof. First note that dimV n
j =

(
n
j

)
. Hence

n∑
j=0

dimV n
j =

n∑
j=0

(
n

j

)
= 2n =

(
n

n

)
2n = dimMn

n,0.

It remains to show that
∑n

j=0 V
n
j spans Mn

n,0. For this we can use induction on n. Let

1Non-degenerate means there is no non-zero v in ε̇i(Mn
u−i,0) with b (v, y) = 0 for all y in ε̇i(Mn

u−i,0).
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6.3. The case u = n and p > 2

x = {1 . . . n}. By induction we can write

x =

(
n−1∑
j=0

vj

)
· {n} =

n−1∑
j=0

vj · {n}

with each vj ∈ V n−1
j . But

vj · {n} =
1

2
(vj · ({n}+ {n}) + vj · ({n} − {n})) .

Clearly this element lies in
∑n

i=0 V
n
i . Since x generates Mn

n,0 we are done.

Lemma 6.3.2. Let p > 2. Let n ≥ 1. Suppose 0 < i < p. We have

K̇n
n,0,i =

i−1⊕
j=0

V n
j

and
Ïnn,0,p−i =

n⊕
j=i

V n
j .

Proof. First we will show the statement about the singles kernel K̇n
n,0,i. By Lemma 6.3.1

we have Mn
n,0 =

⊕n
j=0 V

n
j . Let 0 ≤ j ≤ n. Consider the element

x = ({1}+ {1}) · · · ({j}+ {j}) · ({j + 1} − {j + 1}) · · · ({n} − {n})

which generates V n
j . We can write x as

x =

 ∑
y∈Mj

j,0

y

 · ({j + 1} − {j + 1}) · · · ({n} − {n}).

With this notation for x it is not difficult to see that

∂̇i(x) = 2ii!

 ∑
y∈Mj

j−i,0

y

 · ({j + 1} − {j + 1}) · · · ({n} − {n}).

This is zero if and only if j < i. Since each V n
j is irreducible we have ∂i(V n

j ) ∼= V n
j

for j ≥ i. Thus K̇n
n,0,i = ⊕i−1

j=0V
n
j as required.

Now if ∂i(x) 6= 0 then ε̇i∂i(x) = (2ii!)2x 6= 0. Thus ε̇i∂i(V n
j ) = V n

j . By dimension

counting we have ε̇i(Mn
n−i,0) =

⊕n
j=i V

n
j . Since the complement map c is an element

of Bn and Ïnn,0,p−i = c
(
ε̇i(Mn

n−i,0)
)

we are done.

Lemma 6.3.3. Let p > 2. Let n ≥ 1. Suppose 0 < i < p. Then

Ḣn
n,0,i
∼= Ḧn

n,0,p−i.
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6.3. The case u = n and p > 2

Proof. We have
Ḣn
n,0,i
∼= K̇n

n,0,i =
i−1⊕
j=0

V n
j

by Lemma 6.3.2. We also have

Ḧn
n,0,p−i = Mn

n,0/Ï
n
n,0,p−i = Mn

n,0/
n⊕
j=i

V n
j

by Lemma 6.3.2. But by Lemma 6.3.1 this quotient is isomorphic to ⊕i−1
j=0V

n
j .
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Appendix A

Incidence homology modules for Bn

with n ≤ 2

In this appendix we list for reference all homology modules Ḣn
u,d,i and Ḧn

u,d,i for n ≤
2. Explicit bases of the kernels K̇n

u,d,i, K̈
n
u,d,i and images İnu,d,i, Ï

n
u,d,i are given. In

particular, dimensions can be read off as the number of presented basis elements. To

avoid clutter and since Ḣn
u,d,i = Ḧn

u,d,i = 0 in the cases i = 0 or i = p, the assumption

0 < i < p is implicit throughout.

A.1 n = 0

The case is n = 0 is trivial. We have

M0
0,0 = F{∅}.

The images are all zero, that is

İ0
0,0,i = 0 = Ï0

0,0,i.

This means the homology modules are isomorphic to the kernels. Futhermore, the

kernels are all the entire permutation module. In other words

Ḣ0
0,0,i
∼= K̇0

0,0,i = F{∅} = K̈0
0,0,i
∼= Ḧ0

0,0,i.
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A.2. n = 1

A.2 n = 1

For n = 1 there are three pairs of integers (u, d) with 0 ≤ d ≤ u ≤ n. We give each

its own subsection.

A.2.1 (u, d) = (0, 0)

M1
0,0 = F{∅}

K̇1
0,0,i = F{∅}

İ1
0,0,i =

0 if i ≤ p− 2

F{∅} if i = p− 1

Ḣ1
0,0,i =

F{∅} if i ≤ p− 2

0 if i = p− 1

K̈1
0,0,i = F{∅}

Ï1
0,0,i = 0

Ḧ1
0,0,i = F{∅}

A.2.2 (u, d) = (1, 0)

M1
1,0 = F{{1}, {1}}

K̇1
1,0,i =

F{{1} − {1}} if i = 1

F{{1}, {1}} if 2 ≤ i

İ1
1,0,i = 0

Ḣ1
1,0,i =

F{{1} − {1}} if i = 1

F{{1}, {1}} if 2 ≤ i

K̈1
1,0,i = F{{1}, {1}}

Ï1
1,0,i =

0 if i ≤ p− 2

F{{1}+ {1}} if i = p− 1

Ḧ1
1,0,i =


F{{1}, {1}} if i ≤ p− 2

F{{1}, {1}}
F{{1}+ {1}}

if i = p− 1

A.2.3 (u, d) = (1, 1)

M1
1,1 = F{{11}}
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A.3. n = 2

K̇1
1,1,i = F{{11}}

İ1
1,1,i = 0

Ḣ1
1,1,i = F{{11}}

K̈1
1,1,i =

0 if i = 1

F{{11}} if 2 ≤ i

Ï1
1,1,i = 0

Ḧ1
1,1,i =

0 if i = 1

F{{11}} if 2 ≤ i

A.3 n = 2

For n = 2 there are six pairs of integers (u, d) with 0 ≤ d ≤ u ≤ n. We give each its

own subsection.

A.3.1 (u, d) = (0, 0)

M2
0,0 = F{∅}

K̇2
0,0,i = F{∅}

İ2
0,0,i =

0 if i ≤ p− 3

F{∅} if p− 2 ≤ i

Ḣ2
0,0,i =

F{∅} if i ≤ p− 3

0 if p− 2 ≤ i

K̈2
0,0,i = F{∅}

Ï2
0,0,i = 0

Ḧ2
0,0,i = F{∅}

A.3.2 (u, d) = (1, 0)

M2
1,0 = F{{1}, {1}, {2}, {2}}
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A.3. n = 2

K̇2
1,0,i =

F{{1} − {1}, {1} − {2}, {2} − {2}} if i = 1

F{{1}, {1}, {2}, {2}} if 2 ≤ i

İ2
1,0,i =

0 if i ≤ p− 2

F{{1}+ {2}, {1}+ {2}, {1}+ {2}} if i = p− 1

Ḣ2
1,0,i =



F{{1} − {1}, {1} − {2}, {2} − {2}} if i = 1 ≤ p− 2

0 if i = 1 = p− 1

F{{1}, {1}, {2}, {2}} if 2 ≤ i ≤ p− 2

F{{1}, {1}, {2}, {2}}
F{{1}+ {2}, {1}+ {2}, {1}+ {2}}

if 2 ≤ i = p− 1

K̈2
1,0,i = F{{1}, {1}, {2}, {2}}

Ï2
1,0,i =

0 if i ≤ p− 2

F{{1}+ {1}, {2}+ {2}} if i = p− 1

Ḧ2
1,0,i =


F{{1}, {1}, {2}, {2}} if i ≤ p− 2

F{{1}, {1}, {2}, {2}}
F{{1}+ {1}, {2}+ {2}}

if i = p− 1

A.3.3 (u, d) = (2, 0)

M2
2,0 = F{{12}, {12}, {12}, {12}}

K̇2
2,0,i =


F{{12} − {12}+ {12} − {12}} if i = 1

F{{12} − {12}, {12} − {12}, {12} − {12}} if i = 2

F{{12}, {12}, {12}, {12}} if 3 ≤ i

İ2
2,0,i = 0

Ḣ2
2,0,i =


F{{12} − {12}+ {12} − {12}} if i = 1

F{{12} − {12}, {12} − {12}, {12} − {12}} if i = 2

F{{12}, {12}, {12}, {12}} if 3 ≤ i
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A.3. n = 2

K̈2
2,0,i = F{{12}, {12}, {12}, {12}}

Ï2
2,0,i =


0 if i ≤ p− 3

F{{12}+ {12}+ {12}+ {12}} if i = p− 2

F{{12}+ {12}, {12}+ {12}, {12}+ {12}} if i = p− 1

Ḧ2
2,0,i =


F{{12}, {12}, {12}, {12}} if i ≤ p− 3

F{{12}, {12}, {12}, {12}}
F{{12}+ {12}+ {12}+ {12}}

if i = p− 2

F{{12}, {12}, {12}, {12}}
F{{12}+ {12}, {12}+ {12}, {12}+ {12}}

if i = p− 1

A.3.4 (u, d) = (1, 1)

M2
1,1 = F{{11}, {22}}

K̇2
1,1,i = F{{11}, {22}}

İ2
1,1,i =

0 if i ≤ p− 2

F{{11}, {22}} if i = p− 1

Ḣ2
1,1,i =

F{{11}, {22}} if i ≤ p− 2

0 if i = p− 1

K̈2
1,1,i =

0 if i = 1

F{{11}, {22}} if 2 ≤ i

Ï2
1,1,i = 0

Ḧ2
1,1,i =

0 if i = 1

F{{11}, {22}} if 2 ≤ i

A.3.5 (u, d) = (2, 1)

M2
2,1 = F{{122}, {122}, {112}, {112}}
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A.3. n = 2

K̇2
2,1,i =

F{{122} − {122}, {112} − {112}} if i = 1

F{{122}, {122}, {112}, {112}} if 2 ≤ i

İ2
2,1,i = 0

Ḣ2
2,1,i =

F{{122} − {122}, {112} − {112}} if i = 1

F{{122}, {122}, {112}, {112}} if 2 ≤ i

K̈2
2,1,i =

F{{122} − {112}+ {122} − {112}} if i = 1

F{{122}, {122}, {112}, {112}} if 2 ≤ i

Ï2
2,1,i =

0 if i ≤ p− 2

F{{122}+ {122}+ {112}+ {112}} if i = p− 1

Ḧ2
2,1,i =



F{{122} − {112}+ {122} − {112}} if i = 1 ≤ p− 2

0 if i = 1 = p− 1

F{{122}, {122}, {112}, {112}} if 2 ≤ i ≤ p− 2

F{{122}, {122}, {112}, {112}}
F{{122}+ {122}+ {112}+ {112}}

if 2 ≤ i = p− 1

A.3.6 (u, d) = (2, 2)

M2
2,2 = F{{1122}}

K̇2
2,2,i = F{{1122}}

İ2
2,2,i = 0

Ḣ2
2,2,i = F{{1122}}

K̈2
2,2,i =

0 if i ≤ 2

F{{1122}} if 3 ≤ i

Ï2
2,2,i = 0

Ḧ2
2,2,i =

0 if i ≤ 2

F{{1122}} if 3 ≤ i
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Appendix B

Tables of Brauer character

decompositions

This appendix contains decompositions of the homology modules’ Brauer characters

as sums of irreducible Brauer characters for n ∈ {1, 2, 3, 4} and p ∈ {3, 5, 7}. By Sec-

tion 2.7 the irreducible Brauer characters of Bn are parameterised by the p-regular

bipartitions of n. In these tables we denote each Brauer character by its corresponding

bipartition. We also do not write any brackets or commas except for the comma that

separates the two constituent partitions of a bipartition. For example for p > 2 the

irreducible Brauer character of B11 corresponding to the bipartition ((4, 2, 12), (3))

is denoted by 4212, 3 in the tables. The partition (0, 0, . . .) is denoted by 0. A “.”

denotes the zero character.

Evidence for the conjectured duality, Conjecture 6.0.1, can be seen: The sin-

gles and doubles tables for fixed parameters p and n are interchanged by flipping

horizontally followed by turning upside down. Note however this only tells you the

composition factors of Ḣn
u,d,i and Ḧn

n−d,n−u,p−i are the same, the conjecture is stronger.

Another observation is that for p > n the tables become independent of p in the

following sense. Suppose p′ > p > n. Then each column in the table for p′ and n

contains at least p′ − p repeated entries. Removing p′ − p of these from each column

gives us the table for p and n.
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B. Tables of Brauer character decompositions

i, u 0 1

1 1, 0 0, 1

2 . 1, 0 + 0, 1

Table B.1: Brauer characters of Ḣ1
u,0,i for p = 3.

i, u 0 1

1 1, 0 0, 1

2 1, 0 1, 0 + 0, 1

3 1, 0 1, 0 + 0, 1

4 . 1, 0 + 0, 1

Table B.2: Brauer characters of Ḣ1
u,0,i for p = 5.

i, u 0 1

1 1, 0 0, 1

2 1, 0 1, 0 + 0, 1

3 1, 0 1, 0 + 0, 1

4 1, 0 1, 0 + 0, 1

5 1, 0 1, 0 + 0, 1

6 . 1, 0 + 0, 1

Table B.3: Brauer characters of Ḣ1
u,0,i for p = 7.

136



B. Tables of Brauer character decompositions

i, u 0 1 2

1 . 12, 0 + 1, 1 0, 2

2 . 12, 0 1, 1 + 0, 2

Table B.4: Brauer characters of Ḣ2
u,0,i for p = 3.

i, u 0 1 2

1 2, 0 12, 0 + 1, 1 0, 2

2 2, 0 12, 0 + 1, 1 + 2, 0 1, 1 + 0, 2

3 . 12, 0 + 1, 1 + 2, 0 1, 1 + 2, 0 + 0, 2

4 . 12, 0 1, 1 + 2, 0 + 0, 2

Table B.5: Brauer characters of Ḣ2
u,0,i for p = 5.

i, u 0 1 2

1 2, 0 12, 0 + 1, 1 0, 2

2 2, 0 12, 0 + 1, 1 + 2, 0 1, 1 + 0, 2

3 2, 0 12, 0 + 1, 1 + 2, 0 1, 1 + 2, 0 + 0, 2

4 2, 0 12, 0 + 1, 1 + 2, 0 1, 1 + 2, 0 + 0, 2

5 . 12, 0 + 1, 1 + 2, 0 1, 1 + 2, 0 + 0, 2

6 . 12, 0 1, 1 + 2, 0 + 0, 2

Table B.6: Brauer characters of Ḣ2
u,0,i for p = 7.
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B. Tables of Brauer character decompositions

i,
u

0
1

2
3

1
.
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12
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+
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2
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3

2
.

.
21
,0

+
12
,1

0,
3

+
1,

2

T
a
b
le

B
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Ḣ
3 u
,0
,i
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r
p

=
3.

i,
u

0
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2
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,0

+
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B. Tables of Brauer character decompositions
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B. Tables of Brauer character decompositions

i, d 0 1

1 1, 0 + 0, 1 .

2 0, 1 1, 0

Table B.13: Brauer characters of Ḧ1
1,d,i for p = 3.

i, d 0 1

1 1, 0 + 0, 1 .

2 1, 0 + 0, 1 1, 0

3 1, 0 + 0, 1 1, 0

4 0, 1 1, 0

Table B.14: Brauer characters of Ḧ1
1,d,i for p = 5.

i, d 0 1

1 1, 0 + 0, 1 .

2 1, 0 + 0, 1 1, 0

3 1, 0 + 0, 1 1, 0

4 1, 0 + 0, 1 1, 0

5 1, 0 + 0, 1 1, 0

6 0, 1 1, 0

Table B.15: Brauer characters of Ḧ1
1,d,i for p = 7.
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B. Tables of Brauer character decompositions

i, d 0 1 2

1 1, 1 + 0, 2 12, 0 .

2 0, 2 12, 0 + 1, 1 .

Table B.16: Brauer characters of Ḧ2
2,d,i for p = 3.

i, d 0 1 2

1 1, 1 + 2, 0 + 0, 2 12, 0 .

2 1, 1 + 2, 0 + 0, 2 12, 0 + 1, 1 + 2, 0 .

3 1, 1 + 0, 2 12, 0 + 1, 1 + 2, 0 2, 0

4 0, 2 12, 0 + 1, 1 2, 0

Table B.17: Brauer characters of Ḧ2
2,d,i for p = 5.

i, d 0 1 2

1 1, 1 + 2, 0 + 0, 2 12, 0 .

2 1, 1 + 2, 0 + 0, 2 12, 0 + 1, 1 + 2, 0 .

3 1, 1 + 2, 0 + 0, 2 12, 0 + 1, 1 + 2, 0 2, 0

4 1, 1 + 2, 0 + 0, 2 12, 0 + 1, 1 + 2, 0 2, 0

5 1, 1 + 0, 2 12, 0 + 1, 1 + 2, 0 2, 0

6 0, 2 12, 0 + 1, 1 2, 0

Table B.18: Brauer characters of Ḧ2
2,d,i for p = 7.
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B. Tables of Brauer character decompositions
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