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Abstract

To effectively manage credit score analysis, fi@nastitutions instigated techniques and modeét t
are mainly designed for the purpose of improving frocess assessing creditworthiness during the
credit evaluation process. The foremost objects/éoidiscriminate their clients — borrowers — tty fa
either in the non-defaulter group, that is moreliykto pay their financial obligations, or the ddter

one which has a higher probability of failing toygheir debts. In this paper, we devote to use imach
learning models in the prediction of mortgage di$adhis study employs various single classificati
machine learning methodologies including LogistiegiRession, Classification and Regression Trees,
Random Forest, K-Nearest Neighbors, and Supportovyddachine. To further improve the predictive
power, a meta-algorithm ensemble approach — stgckiwill be introduced to combine the outputs —
probabilities — of the afore mentioned methods. S&@ple for this study is solely based on the piybli
provided dataset by Freddie Mac. By modelling #pproach, we achieve an improvement in the model
predictability performance. We then compare thégperance of each model, and the meta-learner, by
plotting the ROC Curve and computing the AUC rdtieis study is an extension of various preceding
studies that used different techniques to furtidraace the model predictivity. Finally, our reswdte

compared with work from different authors.

Key words:
Credit Scoring, Machine Learning, Predictive Mouhgj] Stacking Ensemble, Freddie Mac, Logistic

Regression, Decision Tree, Random Forest, K-Nealegthbors, Support Vector Machine
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Resumo

Para gerir com eficacia o risco de crédito, astingbes financeiras desenvolveram técnicas e meadel
para melhorar o processo de avaliacdo da qualidaderédito durante o processo de avaliacdo de
propostas de crédito. O objetivo final é o de di@ss os seus clientes - tomadores de empréstimos
entre aqueles que tem maior probabilidade de curaprsuas obrigacdes financeiras, e 0s potenciais
incumpridores que tém maior probabilidade de ergrardefault. Nesta dissertacdo usamos diferentes
metodologias de machine learning, incluindo Reg@dogistica, Classification and Regression Trees,
Random Forest, K-Nearest Neighbors, e Support Vedechine na previsao do risco de default em
crédito a habitacdo. Para melhorar o poder predities modelos, introduzimos a abordagem do
conjunto de meta-algoritmos - stacking - para coibas saidas - probabilidades - dos métodos acima
mencionados. A amostra deste estudo € baseadasigaohente no conjunto de dados fornecido
publicamente pela Freddie Mac. Avaliamos em queicdiaed utilizacdo destes modelos permite uma
melhoria no desempenho preditivo. Em seguida, coanpas o desempenho de cada modelo e a
stacking approach através da Curva ROC e do cattaulaUC. Este estudo é uma extensdo de varios
estudos anteriores que usaram diferentes técrecasnelhorar a capacidade preditiva dos modelos.

Palavras-chave:
Scoring de crédito, Machine Learning, Predictive delting, Stacking Ensemble, Freddie Mac,

Regressao logistica, Decision Tree, Random FdfeNgarest Neighbors, Support Vector Machine



1. Introduction

The critical role of the mortgage market in trigggrthe recent global financial crisis has led gugge

in policy interest, bank regulation and academiseaech in credit risk modeling. Encouraged by
regulators, banks now devote significant resoumedeveloping internal credit risk models to better
guantify expected credit losses and to assign thadatory economic capital. Rigorous credit risk
analysis is not only of significance to lenders &adks but is also of paramount importance for doun
economic policy making and regulation as it progidegood check on the “health” of a financial syste
and at large, the course of the economy (ChamboBoa&o, 2016, 2018c).

One of the main practices of banking institutioms$o lend money to their clients. According to Hiudf
Post, the widespread reasons for clients to bommmey is to finance their home purchases. Whilst
these future home owners seek banks that proviela thith the lowest interest rates, banks in return
lend money to clients that are likely able to menetir financial obligations. For banks to be alde t
weight the risk of their prospective borrower beiafjle to fulfill their repayments, they collect
tremendous information both on the borrower, anel timderlying property of the mortgage. The
outcome of these gathered data is referred to C&adiring, a concept merged about 70 years ago with
(Durand, 1941), which indicates the creditworthghed loan applicants. These applicants are then
ranked according to their credit score for the wheii@ation of their default probability and the
subsequent classification into either non-defaudteplicant or defaulter one (Thomas, Edelman, &
Crook, 2002). Banks then catalogue the gathereatrivedtion to decide between lend or not certain
amount of money (Banasik, Crook, & Thomas, 1999j4damla, Cancho, Roman, & Leite, 2012; Marron,
2007).

(Hand D.J & Jacka S,1998) stated that “the proagssnodelling creditworthiness by financial
institutions is referred to as credit scoring”. dtescoring is based on statistical or operatiograkarch

methods. Historically, linear regression has béenmost widely used techniques for building clients
scorecards. A detailed instructions of credit swpriwas presented by (Henly, 1995) including
evaluation of previous published work on credit reep and a review of discrimination and

classification techniques.

The regulatory changes brought by the revised BAsebrds (subsequently adopted by national

legislation in many countries and regions) intrasiistronger risk management requirements for banks.
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The main instruments of these regulations are tineam capital requirements, the supervisory cdntro
mechanisms and the market discipline. Under thig regulation, the capital requirements are tightly
coupled to estimated credit portfolio losses. Adaay to the Basel 1l/1ll “internal ratings-basedR@)
approach, financial institutions are allowed to ts&ir own internal risk measures for key drivefs o
credit risk as key inputs in providing loss estiegator the mortgage book and in computing capital
requirements (Basel, 2006; Chamboko & Bravo, 2018o)assess the bank's credit risk exposure and
provide appropriate loss estimates for the mortdegk, three risk measures are required: (i) the of
exposure at default, (ii) the probability of detaauhd (iii) the loss given default.

The importance to manage risk has become more amd mmportant recently as the percentage the
Gross Domestic Product (a.k.a. GDP) rose from 409430% (Mian and Sufi, 2014). GDP is a

monetary measure of the market value of all thedgamnd services produced in a country, or a region,
to estimate the economic performance of that cguatrd to make international comparisons. Since the
70s, regulators forced financial institutions tolchaninimum capital requirements specified in the

frameworks Basel |, Basel Il, and Basel IIl (DelmjyGhosh Roy, Bindya Kohli, 2013), after which

banks were motivated to adopt a forward-lookingrapph to determine credit risk. Nowadays, with the
high availability of the enormous computational gowthis approach or “Model” is based on Machine
Learning methodologies. During the era afore thghlyi ranked computational systems and the
introduction of machine learning, credit analystedl pure judgmental approach to accept or reject

applicant’s form, which was tended to be based uperview that what mattered was the 5Cs:

The Character of the person— do you know the person or their family?
The Capital — how much is being asked for?
The Collateral — what is the applicant willing to put up from thewn resources?

I\

The Capacity— what is their repaying ability. How much freeame do they have?

5. The Condition — what are the conditions in the market?
Traditional credit scoring models applying singkripd classification techniques (e.g., logit, ptpbd
classify credit customers into different risk greugnd to estimate the probability of default areag
the most popular data mining techniques used inntthestry. Classical scoring models such as thi log
regression can only provide an estimate of theirdiie probability of default for a loan but cannot
identify the existence of cures and or other comgetansitions and their relationship to loan-lexed

macro covariates, and do not provide insight ontittméng of default, the cure from default, the time
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since default and time to collateral repossesdiaffoey et al., 2014; Chamboko & Bravo, 2018a,b,c).
Nowadays, with the revolution of big data and it&entroversial positive effect, banking institutson
use machine learning approach, which mainly retersa set of algorithms designed to tackle
computationally intensive pattern-recognition pseshs in extremely large datasets. The widely used
ones are Bagging (Leo Breiman, 1996), Boosting 4Bk, Freund, Bartlett, & Lee, 1998), and recently
Stacking (Wolpert, 1992). These are called Ensemmigtnods (Dumitrescet al 2018).

Bagging and Boosting aim at improving the predegpower of machine learning algorithms by using a
linear combination of predictions from many vargof this algorithm, through averaging or majority
vote, rather than individual model. Bagging is #plication of the Bootstrap (Efron & Tibshirani,
1993) procedure to a high-variance machine learalggrithm, typically decision trees. Boosting uses
an iterative method, where it mainly learns frondiwiduals that were misclassified in previous
iterations by giving them more weight so that ia ttext iteration the learner would focus more @mth
We will not dig any deeper in Bagging or Boostimgthis paper, as we will be more focused on the
Stacking technique. For a review of Bagging and $#6iog methods see (Buhlmann, 2012; Hastie,
Tibshirani, & Friedman, 2001). Stacking introdut¢be concept of Meta Learner. Unlike bagging and
boosting, stacking combine models of different g/p&n output of level O classifier will be usedas
input of level 1 classifier to approximate the samaeget function. Figure 1 shows a simple

demonstration of stacking ensemble.

Figure 1: Stacking Ensemble

Training data

——> Model A

Training data Predictions Predictions

-3 ModelB +———) Generalizer ———>»

Training data

————> Model C

%’—J%’—)

Level 0 Level 1

Source: ResearchGate.
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1.1. Purpose

The novelty of this paper lies in making use otkiag ensemble (Smyth & Wolpert, 1998; Wolpert,
1992) in predicting the mortgage default. We usechime learning methods, such as Linear
Discriminate Analysis (LDA), Classification and Regsion Trees (CART), Random Forest (RM), K-
Nearest Neighbors (KNN), and Support Vector Macl{iBéM) as a level O classifier and use the output
as an input to Logistic Regression (LR) model. Wallsexamine and compare the output with a single
classifier output of the same level 1 model, lagistgression, via AUC and ROC curve. In this thesi
we are using a data set provided by Freddie Maddte Mac is a government-sponsored enterprise that
plays a central role in the US housing financeesysénd at the start of their conservatorships beld
guaranteed about $5.2 trillion of home mortgaget.defe firm was often cited as a shining example of
public-private partnerships—that is, the harnesshgrivate capital to advance the social goal of

expanding homeownership (Frame, Fuster, Tracy, é&fiy, 2015).
1.2. Thesis Outline

The first section of the paper will introduce theedit risk modelling and highlight some of the
techniques previously used and wide grow of tha gaésence, which led to surfacing of the stasbtic
technigues. The second section will be the liteeateview and the model presentation. In the third
section, we will focus on the methodology usedtfer data preparation, where we will discuss “mice”
for missing data imputation, some feature selectechniques, and Stacking Ensemble. The third
section will also discuss the modelling technicjuat will be applied on the data. It is worthy tortien

that R-Studio was used throughout the entire poegssing and modelling stages. The fourth section
will explore our dataset and highlight the relatibip between the default rate and the available
variables. The fifth section will be applying th@dels to our dataset. The sixth section will hightiall

the outputs and discuss the accuracy of each mdtdelsixth and the final section will conclude our

work.

-12-



2. Literature Review

In this section, we provide a brief lookback onvioes studies by various authors, we well as sofne o

their remarkable results.

2.1. A Glimpse from Parallel Studies

There are many studies developed, and still deirgdopn this subject. Various methodologies and
approaches were applied to increase the prediptveer and the output accuracy level with the least
overfitting issue, yet, many models and method@sgemain uncovered and assorted questions remain
to be answered. (AlAmari, 2002) highlighted someha questions regarding the optimal methods for
customer evaluations and the variables — featurgmt-a credit analyst should include in assesaing
borrower’s application. He also extended his argunweith more questions like “What is the best
statistical technique on the basis of the highestrage correct classification rate or lowest
misclassification cost or other evaluation critetigsSome modelling cases follow around studieshis t
area, (Hand, 2005) for example, used latent-vagisdathnique to split the clients’ physiognomie® int
primary characteristics (X) and behavioral chanmgsties (Y). Then the study summarizes them into
overall measure of credit consumer scores. Eadgaieh focused on determining the major factors in
determining default rates rather than building edprtive model to discriminate between the gooentli
and the bad one (non-defaulter and defaulter réispbg. For example, (Vandell, 1978) hypothesis

stated that the ratio of loan value to the propeaiye are the foremost variable.

Although application of machine learning in Finanseelatively new concept, yet, much research has
been conducted in that area. (Khandani, Kim, & 2@]0), (Butaru et al., 2016), (Fitzpatrick & Mues,
2016), (Jafar Hamid & Ahmed, 2016), (I. Brown & My&012), (Bolarinwa, 2017) and (Sealand, 2018)
employed machine learning in predicting loan défabbme of these studies used small datasets with
several thousand mortgages, while other used dadhsaillions of mortgages. Models used include
logistic regression (single and multinomial), NaBayes, Random Forest, Ensemble (Y. W. Zhou,
Zhong & Li, 2012)1, K-Nearest Neighborhood and StalAnalysis (Bellotti & Crook, 2009).

-13-



In (Bolarinwa, 2017) research, random forest pentat extremely well with an accuracy of 95.68%,
and Naive Bayes had the lowest accuracy of 70.M&th mentioning that most published studies
compiled data from different sources such as enmpéry rates and rent ratio data. (Sealand, 2018)
summarized the results from the top research studigied that highlighted an AUC output of 99.42%,
95.64%, and 92.92% for (I. Brown & Mues, 2012), iBmwa, 2017), and (Deng, 2016) respectively.
(Groot, 2016), (Deng, 2016), (Sealand, 2018) aralafihwa, 2017) used either data from Freddie Mac,

or Fennie Mae.

When applying these machine learning techniqudsteakarch followed (Koh, Tan & Goh, 2006)
illustration of the use of data mining techniqués suggested model has five steps: defining the
objective, selecting variables, selecting sampld aallecting data, selecting modelling tools and
constructing models, validating and assessing rsodekature reduction was another technique
introduced in the financial world by (Azam, Dani&hAkbar, 2012) who evaluated the significance of
loan applicant socioeconomic attributes on perstyal decision in banks using descriptive stasstic
and logistic regression, which identified that @it six independent variables only three variables
(region, residence status and year with the cuoegdnization) have significant impact on persdoah

decision.

2.2. Results from Related Work

Results from related previous work, such as thgAdtlo, Guegan, & Hassani, 2018), (Tokpavi, 2018),
(Bagherpour, 2017), (GROOQOT, 2016), (Horn, 2016)afbnov & Benbunan-Fich, 2017), (Bolarinwa,
2017), (Deng, 2016), and (D. R. Brown, 2012) actuded in Table 1.
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Table 1:Results from Related Work

Author Model Accuracy
(Addo et al., 2018) Logistic Regression 0.876280
Random Forest 0.993066
Boosting Technique 0.994803
(Tokpavi, 2018) Linear Logistic Regression 0.6982
Non-Linear Logistic Regression 0.7648
MARS 0.8570
Random Forest 0.8386
PLTR 0.8519
(Bagherpour, 2017) Logistic Regression 0.85
KNN 0.87
Radom Forest 0.87
Support Vector Machine 0.86
Factorization Machines 0.88
(GROOQOT, 2016) Weighted Support Vector Machine | 0.774
(Horn, 2016) Genetic Programming 0.777
Support Vector Machine 0.756
Boosted Trees 0.779
(Mamonov & Benbunan-Fich, 2017) Logistic Regression 0.599
Decision Tree 0.665
Random Forest 0.665
Boosted Trees 0.692
Support Vector Machine 0.593
Neural Networks 0.594
(Bolarinwa, 2017) Logistic Regression 0.9515
Matrix Naive Bayes 0.7074
Random Forest 0.9564
K-Nearest Neighbors 0.8314
(Deng, 2016) Logistic Regression 0.9738
K-Nearest Neighbors 0.7815
Random Forest 0.9292
(D. R. Brown, 2012) Classification Trees 0.8209
Support Vector Machines 0.8383
Genetic Programming 0.9943

Source: Authors preparation.
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3. Models Presentation

In this section we aim to present the differencesvben the Ensemble techniques and discuss the

prediction models used in our study.
3.1. Ensemble

Ensemble methods that train multiple learners lglened model can be called a hypothesis) and then
combine them for use, with Boosting and Baggingggwesentatives, are a kind of state-of-the art

learning approach. Ensemble methods train mullgaeers to solve the same problem.

Contrary to ordinary learning approaches whichdrgonstruct one learner from training data, ensemb
methods try to construct a set of learners and cmnmithem. Ensemble learning is also called
committee-based learning, or learning multiple siféey systems (Z.-H. Zhou, 2012). Ensemble is
merely a technique that boost the accuracy of ieatkers (also referred to as base learners)dagstr
learners, which can make very accurate predictilnsombines two or more algorithms of similar or
dissimilar types called base learners. This makesioae robust system, which incorporates the
predictions from all the base learners to get mal f‘'accurate” and less likely biased decisiorgufe 2

shows a common ensemble architecture.

There are three threads of early contributions lédtto the current area of ensemble methods;ishat

combining classifiers ensembles of weak learnerandmixture of experts.

- Combining classifierswas mostly studied in the pattern recognition camity. Researchers in
this thread generally work on strong classifierd &g to design powerful combining rules to get

stronger combined classifiers.

- Ensembles of weak learnerswas mostly studied in the machine learning comiyuni
Researches in this field often work on weak leareerd try to design powerful algorithms to

boost the performance from weak to strong.
- Mixture of experts was mostly studied in the neural networks’ comrtyunResearchers

generally consider a divide-and-conquer strategytd learn a mixture of parametric models
jointly and use combining rules to get an overaligon.

-16-



Figure 2:A common ensemble architecture

Training Data

Model 221 -

Probability ‘1’ Probability <2° ) ==+ Probability ‘n’

Combiner Model

Source: Authors preparation.

The two basic concept$ ensemble are as follov

- Averaging — Simple averaging obtains the combined output byramieg the outputs ¢
individual learners directl Table 2 illustrates and example.

Table 2: Averaging Example

Model 01 | Model 02| Model 03| Average
13C 80 90 100

Source: Authors preparation.

- Majority Vote — It's defined as taking the prediction with maximwaote / recommendatic
from multiple models’ predictions while predictirige outcomes of a classification probl

Table 3 illustrates aneixample

Table 3: Voting Example

Model 01 | Model 02| Model 03 Vote
1 0 1 1

Source: Authors preparation.

Other concepts includé/eighted Averaging, Plurality Voting , Weighted Voting, and Soft Voting,
which was further explored K¥.-H. Zhou, 2012).
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Boosting and Bagging

There are two paradigms of ensemble methods, shateguential ensemble methodsere the base
learners are generated sequentially, with Boostim@ representative, and parallel ensemble me

where the base learners are generated in pawite|Bagging as a representati

The basic motivation of sequential methods is f@at the dependence between the base learners,
the overall performance can be boosted in a ret-decreasing way. Meanwhile, the basic motiva
of parallel ensemble methods is to exploit the pahelence between the base learners, since the
canbe reduced dramatically by combining independesé tearner:

Boosting

Boosting refers to boosting performance of weak egdt involves the first algorithm is trained the
entire training data and the subsequent algoritlrauilt by fitting theresiduals of the first algorithr

thus giving higher weight to those observations were poorly predicted by the previous mao

Figure 3:A general boosting procedure

Input: Sample distribution D;
Base learning algorithm £;
Number of learning rounds 7'.

Process:
D, =D. % Initialize distribution

1
2 . T
3. hy = £(D¢); % Train a weak learner from distribution D,
4. €t = Pp.p,(ht(x) # f(x)); % Evaluate the error of i,

5 D1 = Adjust _Distribution(Dy, €;)

6

Source:Ensemble Methods Foundations and Algoritl(Z.-H. Zhou, 201z.

The general boosting procedure is quite simple.p8sg the weak learner will work on any d
distribution itis given and take the binary classification taskaasexample; that is, we are trying
classify instances as positive and negative. Thmitrg instances in space X are drawn i.i.d. fi
distribution D, and the grounauth function is'f’. Suppose tle space X is composed of three piXy,

Xz andXs, each takes 1/3 amount of the distribution, anelener working by random guess has £
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classification error on this problem. We want td ge accurate (e.g., zero error) classifier on
problem, butwe are unlucky and only have a weak classifier atdh which only has corre
classifications in space§ andX, and has wrong classifications Xa, thus has 1/3 classification err

Let’'s denote this weak classifier h;. It is obvious thah; is not desired.

The idea of boosting is to correct the mistakesenagh;. We can try to derive a new distributior’
from D, which makes the mistakesh; more evident, e.g., it focuses more on the ins&mtXs. Then,
we can train a classifidr, from D'. Again, suppose we are unlucky amdis also a weak classifier,
which has correctedlassifications irX; andXs; and has wrong classifications X,. By combiningh;
andh; in an appropriate wayhe combined classifier will have correct classifions inX;, and maybe
some errors itX; andXs. Again, we derive a new dribution D' to make the mistakes of the combir
classifier more evident, and train a classifhy from the distribution, so thah; has correct
classifications inX; andXs. Then, by combininh;, h, andhs, we have a perfect classifier, since in e

space ofj, X; and X%, at least two classifiers make correct classifrest

Bagging

It is also called Bootstrap Aggregating. In thigalthm, it creates multiple models using the si
algorithm but with random subamples of the dataset which are drafnom the original dataset
randomly with random with replacement sampling teghe (i.e. bootstrapping). This sampling met

simply means some observations appear more thanvamte sampling

Figure 4:The Bagging algorithm

Input: Dataset D = {(z1, 1), (22, %2), -, (T, Ym) };
Base learning algorithm £;
Number of base learners 7.

Process:
l.fort=1,...,T:

2. hy = L£(D,Dys) % Dy, is the bootstrap distribution
3.end

Output: H(x) = arg max Zle [(hi(x) =y)
yey

Source:Ensemble Methods Foundations and Algoritl(Z.-H. Zhou, 201z.
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After fitting several models on different sampléiese models araggregated by using their avera
weighted average or a votingethod

The bagging and boosting algorithms are suitablan®eo increase efficiency @ classification
algorithms, however, the loss of simplicity of thetassification sckme can beregarded as a
disadvantagéMachova, Puszta, Barcak, & Bednar, 2(.

3.1.1. Stacking

Stackingis a technique where a learner is trained to coenliie individue learners. In stacking, the
individual learners are called tlfirst-level learners whereas the combiner is called isecond-level
learner, or meta-learner We first train the fir-level learners using the original training data setd
then generate @ew data set for training the m-learner, where the outputs of the -level learners are
regarded as input features while the original lalaee still regarded as labels of the new trainiata

Figure 5 demonstrates a general stacking proce

Figure 5:A General Stacking procedure

Input: Dataset D = {(x1,y1), (2, y2), - -, (T, Ym) 5

First-level learning algorithms £, ..., £7;
Second-level learning algorithm £.
Process:
1. fort=1,...,7: % Train a first-level learner by applying the
2. hy = £,(D); % first-level learning algorithm £,
3. end
4. D' =10 % Generate a new data set
5. fori=1,..., m:
6. fort=1,....T
7. zit = hy(x;);
8. end
9. D,:D’U((:il:----ziT):yi);
10. end
11. A= £(D'); % Train the second-level learner i’ by applying

% the second-level learning algorithm £ to the
% new data set D'.

Output: H(x) = h'(hy(x), ..., hy(x))

Source: Ensemble Methods Foundations and Algoritl(Z.-H. Zhou, 2012.

In the training phase of stacking, a new data setla to be generated from the -level classifiers. If

the exact data that are used to train the-level learner are also used to generate the neavsddtfor
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training the second-level learner, there will bieigh risk of overfitting. Hence, it is suggesteaitithe
instances used for generating the new data setxaleded from the training examples for the fiestdl

learners, and a cross- validation or leave-ongaoatedure is often recommended.

Generally stacking proved success in many diffeegglications. (Leo Breiman, 1996) demonstrated
the success of stacked regression, where he usedl Iregression models with different numbers of
variables as the first-level learners, and leagasg linear regression model as the second-leaahéde
under the constraint that all regression coeffisieare non-negative. This hon-negativity constraias
found to be crucial to guarantee that the perfoeanf the stacked ensemble would be better than

selecting the single best learner.

Since many previous studies were conducted usingstBa and Bagging, in our paper we will be
implementing stacking ensemble technique to fitraodel.

3.2. Prediction Models

In this section, we will briefly explore the pretiam models used in this paper. Models exploretlioe
Logistic Regression, Decision Tree, Random For&stlearest Neighbors, and Support Vector
Machine.

3.2.1. Logistic Regression

Logistic Regression model (Cox, 1958) is a statidtmethod utilized in machine learning to asshss t
relationship between a dependent categorical Varigutput) and one or more independent variables
(predictors) by employing a logistic function toatwate the probabilities. Logistic Regression can b
binary (output variable has two classes), multirdnfoutput variable has more than two classes) or
ordinal (Bolarinwa, 2017). In our study we only ute linear output as we are only discriminate
between default and non-default loans.

The logistic function is given by formula (1):
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1

1 + e—(Both1x) (1)

f&) =

wheref(x), in this scope, represents the probability of atpwot variable (two classes: 0 or B}, is the
linear regression intercept aifd is the multiplication of the regression coeffididy x value of the
independent variable. In our application, the outmriable with the value 1 represents the proldgbil
of loan status being default and O is the probghif loan status equaling paying. This informataan

be represented in a form of a logistic equatioshasvn in formula (2):

1

1 4+ e~ (Bot+Brx+--+Pixk) (2)

P = P(loan default status = 1) =

wherek is the number of independent variables. Therefbee|ogistic regression formula for default

loans becomes:

&z —(Bo+B1x++Brxk) 3
@ ¢ ©

Concluding that the formula for non-default loan# simply be 1-p.

3.2.2. Decision Tree

Classification and regression trees (CART) are dsedonstructing prediction models from data. The
models are obtained by recursively partitioning tla#a space and fitting a simple prediction model
within each partition. As a result, the partitiogican be represented graphically as a decision tree
Classification trees are designed for dependenahas that take a finite number of unordered \glue
with prediction error measured in terms of misdfastion cost. Regression trees are for dependent
variables that take continuous or ordered disarakieges, with prediction error typically measuredthg
squared difference between the observed and peedieiues (Leo Breiman, 2001; Loh, 2014).
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Figure 6:Simple example of a decision tree

is y>0.73 ?

Source:Ensemble Methods Foundations and Algoritl(Z.-H. Zhou, 201z.

One problem with decision trees is that features & lot of possible values will be favored, ignori
their relevance to classification. The informatigain split would be quite large in this case. Tisi
where C4.5 algorithnfQuinlan, 199z wasintroduced. This introduction addressed the infdromagain
criterion by employing gain ratios, which is simm@yvariant of the information gain criterion, tadi
normalization @ the number of feature values. In -life, the feature with the highest gain ratic
selected as the split. C4tt Breiman, Friedman, Olshen & Stone, 1€ is another famous decision tr

algorithm, which ses Gini index for selecting the s.
3.2.3. Random Forest

Random Foredqt_eo Breiman, 2001; Ho, 19¢€ model is usedbr performing classification or regressi
tasks. This is achieved bymstructing several decision trees and then giesmg@utput the class that
the most occurring (mode) of the classes for diassion and mean prediction for regression task:
this section we focus on random forest for clasaiion tasks. Randorforest models make use
random selection of features in splitting the decidrees, hence the classifier built from this lod
made up of a set of tretructured classifier The random forest has a major advantage that ibei
used to judge vaable importance by ranking the performance of eactable. The model achieves tl
by estimating the predictive value of variables #meh scrambling the variables to examine how n

the performance of the model dr¢(Bolarinwa, 2017).
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3.2.4. K-Nearest Neighbors (KNN)

It is called Lazy Learner. It is called lazy notchase of its apparent simplicity, but because é@sdd
learn a discriminative function from the trainingta but memorizes the training dataset instead KFhe
Nearest Neighbor classifier (Altman, 1992) is aaragle of a non- parametric statistical model, henhce
makes no explicit assumptions about the form aaditstribution of the parameters. KNN is a distance
based algorithm, taking majority vote between tiecfosest observations. Distance metrics employed
in KNN model includes for example Euclidean, Maméuat Chebyshev and Hamming distance. For the
sake of illustration, a K-Nearest Neighbor learigemtifies the k' instances from the training set that
are closest to the test instance. Then, for claasion, the test instance will be classified te thajority
class among the&k” instances; while for regression, the test instamitlebe assigned the average value

of thek instances.

Figure 7:lllustrates how to classify an instance@$-nearest neighbor classifier

Height ® Height ]
® @
e ® o »
@ W ® .. @ i ..
® ® ® ®
.. ..
e © e ©
® ® Male ® ® Male
@ Female @ Female
) Unknown Input & Unknown Input
Weight Weight

Source: Brilliant.

3.2.5. Support Vector Machine (SVM)

Support Vector Machines (Cortes & Vapnik, 1995) amee of the best learning algorithms for
classification and regressions. The SVM finds admglane that separates training observations to
maximize the margin (smallest vertical distancevieen observations and the hyper-plane). Intuitively
there are many hyper-planes that can separatdabses and each of them has a certain margin. The
distance between observations and the decisiondaoyrexplains how sure about prediction. If one
observation is in longer distance with hyper-plam®re probably it belongs to the correct classes.
Therefore, an optimal hyper-plane maximizes thegmaiThis optimal hyper-plane is determined based
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on observations within the margin which are calegport vectors. Therefore, the observationside

of support vectors don’t influence the hy-plane (Bagherpour, 2017).

The idea behind SVM'is that of mapping the original data into a neigh-dimensional space, where
is possible to apply linear models to obtain a s#pay hype-plane, for nstance, separating the clas
of the problem, in the case of classification ta3kse mapping of the original data into this newcpis
carried out with the help of the-called kernel functions. SMVs are linear machinperating on thi:

dual represntation induced by kernel functio

The hyperplane separation in the new dual representatiofreéguently done by maximizing
separation margin between cases belonging to diffeclasses; see Figu8. This is an optimization
problem often solved wh quadratic programming methods. Soft margin naghallow for a smal

proportion of cases to be on the “wrong” side @f mhargin, each of these leading to a certain “c

Figure 8:The margin maximization in SVMs

o o o

Source Date Mining with R Learning with Case Studi€borgo, 2016.

3.2.6. Multiple Imputation by Chained Equations (MICE)

MICE is one of the most commonly used methods tpuite missing values in datasets. It creat
separate model for each incomplete variable, i.emputes data on a varia by variable basis by
specifying an imputation model per variable. Furttietails about MICE were published (Buuren &
Groothuis-Oudshoorn, 2011).
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3.3. Evaluation Criteria

Various performance evaluation criteria are usedrédit scoring applications. According to (Lessman
Baesens, Seow & Thomas, 2015), most studies re®ysingle performance measure, which is split into
three types; illustrated in figure 10:

Figure 9: Three Types of Performance Measure

- Area under the curve (AUC)

Discriminatory ability - Partial Gini Index (PG)
- H-Measure
Accuracy of probability predictions - Brier-Score (BS)

- Kolmogorov-Smirnov Statistics (KS)

Correctness of predictions - Percent Correctly Classified (PCC)

Source: Authors preparation.

The PCC and KS assess the correctness of catdgpriedictions. Table 4 briefly explains the

Correctness of Predictions Performance Measure.
Correctness of predictions

Table 4: Correctness of Predictions Performance $lea

ThePCCis the portion the observations that are clagsifi@rectly. It
necessitates separate class predictions, whidtasned by comparing
p(+]X) to a thresholdt® and assigningX to the positive class if p(+| x)
> 1, and assigningx' to the negative class if p(+| x)= In practice, t’
depends on the costs associated with grantingt¢cedad — defaulting
— customers or rejecting good — non-defaulting stmmers (Hand,
2005).

Percent Correctly
Classified (PCC)

KS is based on p(+| x) but considers a fixed refegeointKSis
mainly the maximum difference between the cumuéasivore
distributions of positive and negative cases (Thostaal., 2002).

Kolmogorov-Smirnov
Statistics (KS)

Source: Authors preparation.

Both PCC andKS embody measure accuracy comparative to a sinfgeeree point ¢’ or the KS

point).
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Accuracy of probability predictions

Table 5: Accuracy of Probability Predictions Penfieeince Measure

BSis the mean-squared error between p(+| x)
and a zero-one response variable (Hernandez-

Orallo, Flach, & Ferri, 2011).

Brier-Score (BS)
TheBSperforms a global assessment, in that it
considers the whole score distribution. It

considers absolute score values.

Source: Authors preparation.

The AUC, H-measure, and PG assess discriminatotityatand the BS assesses the accuracy of

probability predictions. Table 6 briefly descriliae Discriminatory Ability Performance Measure.

Discriminatory ability

Table 6: Discriminatory Ability Performance Measure

The AUC equals the probability that a randomly
chosen positive case receives a score higher than
a randomly chosen negative case.

Area under the curve (AUC)
The AUC performs a global assessment, in that it
considers the whole score distribution. It uses
relative (to other observations) score ranks.

The H-measure gives a normalized classifier
assessment based on expected minimum

H-Measure : e . :
misclassification loss; ranging from zero
(random classifier) to one (perfect classifier).
The PG concentrates on one part of the score
Partial Gini Index (PG) distribution p(+| X b (Pundir & Seshadri,

2012).

Source: Authors preparation.

Expanding on the AUC technique; the AUC test iseddasn so called ROC (Receiver Operator
Characteristics) curves. It merely measures thimpeance of binary classification functions, whife
functions that classify elements as positive oratieg. If, for instance, an observation is classifinto
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the positive class, and indeed belongs to theipesitass, then we call it a true positive. On tltieer
hand, if the observation is classified as truetpasiwhile it is negative, then we call it falsesttive. In

the same way we have true negative and false negdiable 7 illustrates the contingency table of
binary classification.

Table 7:Contingency table of binary classification

Predicted Condition = Predicted Condition =
Positive Negative
1 0

True Condition = Positive
1

True Condition = Negative
0

Source: Authors preparation.
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Plotting the ROC Curve

ROC space is defined by RRand TPR a‘'x’ and ‘y’ axes respectively, which depicts relative t-offs
between true positive (benefits) and false posifoasts). The best possible prediction method w
yield a point in the upper left corner or coordaéd,1) of the ROC spa, representing 100% sensitivi
(no false negatives) and 100% specificity (no fadssitives). The (0,1) point is also called a petr
classification. A completely random guess wouldegavpoint along a diagonal line (the-called line of
no-discriminaion) from the left bottom to the top right cornéregardless of the positive and nega
base rates). An intuitive example of random gue@sira decision by flipping coins (heads or taiks.

the size of the sample increases, a random ckssiFOC point migrates towards (0.5,0

The diagonal divides the ROC space. Points abogediigonal represent good classification res

(better than random), points below the line reprepeor results (worse than rando

Graph 1: ROC Space

ROC

= =random
good

~—better

——best

0.00 0.10 0.20 0.30 040 050 0.60 0.70 0.80 0,90 1.00
False positive rate

Source: OpenEye Scientific.

Given thathere is imbalance shownthe class distributions in our data (see secti4), it is important
to reason whether and how class skew affects tHerpgance measures. TAUC, PG, andH-measure
are na affected by class imbalan(Fawcett, 2005), however, tli&S and theKS are affected by class
imbalance as they atmmsed on the score distribution of a class, i.e. BSandKS are robust toward
class skewGong & Huang, 201.. For this reason, in our projest considethe performance measure
of AUC by plotting the ROC Curva viable approachof classifier compariso, highlighting the

model’s accuracy.
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4. Dataset Properties

In this section we present the data set used ipaper, which is publicly provided by Freddie Mabe
dataset covers approximately 25.7 million fixederatortgages originated between January 1, 1999 and
March 31, 2017. Monthly loan performance data,udirig credit performance information up to and
including property disposition, is being disclogatbugh September 30, 2017 (Freddie Mac Overview,
2018). Working on “Big” data, such as the one pdedi here, is quite a challenge given that it dags n
only require a high-pitched computational power &lso most of the regular programs don’t have the
necessary capability to process such informationuApretentious definition of Big Data is data tisat

big in Volume, i.e. Tall and Wide Data. Various mwere introduced such as H20 Library, which uses
in-memory compression to handle billions of datarewith a small cluster (Bash, 2015). Although this
state-of-art library is very promising dealing wihr dataset, yet R-Studio still needs to loadddiaset
onto the computer memory, which would not be cutyesufficient. That said, we instead proceeded
with using Freddie Mac’s sample data, also avalgimhblicly on their website, which consists on
random samples of 50,000 loans selected from adckiefar. On these samples the website guarantees

the proportional number of loans from each paytgr of the full Single-Family Loan-Level Dataset.

The Dataset includes two sets of files, Loan-ler@ination files, and monthly loan performancean
portion of the fully amortizing 30-year fixed-rangle Family mortgages that Freddie Mac acquired
with origination dates from 1999 to the Originati@ut-off Date. The Loan-Level origination file
contain information for each loan at the time ofgmation and Monthly Loan Performance Files
contain corresponding monthly performance data.t Baal, we have an eye on the loans that were

approved only, and not the ones that clients agibe but their loans never went through.

4.1. Data Dictionary

In this section, we provide information regardirge tlayout of each file, origination and monthly
performance, that are available publicly on the sitebof Freddie Mac, in addition to information abo

each data elements contained within each file type.
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4.1.1. Origination Data

Table 8: Origination File, Data Dictionary

# Or|g|nat|on Description Allowable Values
Variable
CREDIT SCORE - A number, prepared by third parties, summaritirggborrower’s 301 - 850
1 fico credltworthmess_, whlch may be indicative of_ﬂkelyhood tha}t the borrower will timely _ 9999 = Not Available, if
repay future obligations. Generally, the creditreatisclosed is the score known at the time it Score is < 301 or >
of acquisition and is the score used to originla¢erhortgage. 850.
2 dt first pi FIRST PAYMENT DATE - The date of the first scheduled mortgage paymeatunder the
_Mirst_p terms of the mortgage note. YYYYMM
FIRST TIME HOMEBUYER FLAG - Indicates whether the Borrower, or one of a grolip
Borrowers, is an individual who (1) is purchasihg mortgaged property, (2) will reside in
the mortgaged property as a primary residence naa@d no ownership interest (sole or
joint) in a residential property during the threzay period preceding the date of the purchasg = veg
of the mortgaged property. With certain limited egtions, a displaced homemaker or single
3 flag_fthb parent may also be considered a First-Time Hometitifkee individual had no ownership N=No
interest in a residential property during the pdatg three-year period other than an 9 = Not Available or Not
ownership interest in the marital residence wiipause. Applicable
Investment Properties, Second Homes and Refinaagsdactions are not eligible to be
considered First-Time Homebuyer transactions. ThezeFirst Time Homebuyer does not
apply and will be disclosed as “Not Applicable”, iatn will be indicated by a blank space.
4 dt matr MATURITY DATE - The month in which the final monthly payment be mortgage is
= scheduled to be made as stated on the originabagetnote. YYYYMM
METROPOLITAN STATISTICAL AREA (MSA) OR METROPOLITAN  DIVISION -
This disclosure will be based on the designatiothefMetropolitan Statistical Area or
Metropolitan Division based on 2010 census (for @t3 and May 2013 releases) and 2013
census (for Aug 2013 and Dec 2013 releases) datropblitan Statistical Areas (MSAS) are Metropolitan Division or
defined by the United States Office of ManagementBudget (OMB) and have at least oneMSA Code.
urbanized area with a population of 50,000 or nih@bitants. OMB refers to an MSA Space (5) = Indicates that
containing a single core with a population of 2iiiom or more, which may be comprised of in which th
5 cd msa ; ) ‘ o e area in which the
— groupings of counties, as a Metropolitan Division. mortgaged property is
If an MSA applies to a mortgaged property, the @aple five-digit value is disclosed; located is a) neither an MSA
however, if the mortgaged property also falls withiMetropolitan Division classification, | nor a Metropolitan Division,
the applicable five-digit value for the Metropofit®ivision takes precedence and is discloseg p) unknown.
instead.
Changes and/or updates in designations of MSAsairdgolitan Division will not be
reflected in the Single-Family Historical Dataset.
MORTGAGE INSURANCE PERCENTAGE (Ml %) - The percentage of loss coverage
on the loan, at the time of Freddie Mac’s purctaigbe mortgage loan that a mortgage
insurer is providing to cover losses incurred assalt of a default on the loan. Only primary
mortgage insurance that is purchased by the Bordereder or Freddie Mac is disclosed. | 1%-55%
6 mi_pct Mortgage insurance that constitutes “credit enharece” that is not required by Freddie 000= NoMI
Mac's Charter is not dl.sclosed. ' 999 = Not Available
Amounts of mortgage insurance reported by Sellatadre less than 1% or greater than 55%
will be disclosed as “Not Available,” which will kedicated 999. No MI will be indicated by
three zeros.
1 = one-unit
. . 2 = two-unit
. NUMBER OF UNITS - Denotes whether the mortgage is a one-, twoegthor four-unit .
7 cnt_units 3 =three-unit
property.
4 = four-unit
99 = Not Available
P = Primary Residence
8 occDy Sts OCCUPANCY STATUS - Denotes whether the mortgage type is owner oedygecond | = Investment Property
Py home, or investment property. S = Second Home
9 = Not Available
ORIGINAL COMBINED LOAN-TO-VALUE (CLTV) - In the case of a purchase 0% - 200%

9 cltv

mortgage loan, the ratio is obtained by dividing ¢niginal mortgage loan amount on the )
note date plus any secondary mortgage loan améagivsed by the Seller by the lesser of | 999 = Not Available
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the mortgaged property’s appraised value on the date or its purchase price. In the case| of
a refinance mortgage loan, the ratio is obtainedibiging the original mortgage loan amount
on the note date plus any secondary mortgage loauiet disclosed by the Seller by the
mortgaged property’s appraised value on the ndte tfahe secondary financing amount
disclosed by the Seller includes a home equitydineredit, then the CLTV calculation
reflects the disbursed amount at closing of thet fien mortgage loan, not the maximum loan
amount available under the home equity line of itrédthe case of a seasoned mortgage
loan, if the Seller cannot warrant that the valfithe mortgaged property has not declined
since the note date, Freddie Mac requires thabétler must provide a new appraisal value,
which is used in the CLTV calculation. In certaases, where the Seller delivered a loan to
Freddie Mac with a special code indicating addaicsecondary mortgage loan amounts,
those amounts may have been included in the CLT8Ulzion.

If the LTV is < 80 or > 200 or Not Available, séetCLTV to ‘Not Available.’ If the CLTV

is < LTV, set the CLTV to ‘Not Available.’

This disclosure is subject to the widely varyingngtards originators use to verify Borrowers’
secondary mortgage loan amounts and will not bataod

ORIGINAL DEBT-TO-INCOME (DTI) RATIO - Disclosure of the debt to income ratio is

based on (1) the sum of the borrower's monthly gapments, including monthly housing

expenses that incorporate the mortgage paymeivotinewer is making at the time of the | go,<DTI<=65%
delivery of the mortgage loan to Freddie Mac, ddddy (2) the total monthly income used t%gg — Not Available
underwrite the loan as of the date of the origoratf the such loan. -
Ratiosgreaterthan65%areindicatedthatdataisNotAailall loans in the HARP dataset will HARP ranges:

be disclosed as Not Available. 999 = Not Available
This disclosure is subject to the widely varyingrstards originators use to verify Borrowers’

assets and liabilities and will not be updated.

ORIGINAL UPB - The UPB of the mortgage on the note date.
gag the nearest $1,000

ORIGINAL LOAN-TO-VALUE (LTV) - In the case of a purchase mortgage loan, the rati
obtained by dividing the original mortgage loan ammioon the note date by the lesser of the
mortgaged property’s appraised value on the ndeatats purchase price.

In the case of a refinance mortgage loan, the odtiained by dividing the original mortgage
loan amount on the note date and the mortgage@pgt@appraised value on the note date.
In the case of a seasoned mortgage loan, if tHer®annot warrant that the value of the .
mortgaged property has not declined since the detie, Freddie Mac requires that the Seller999 = Not Available
must provide a new appraisal value, which is usgte LTV calculation.

Ratios below 6% or greater than 105% will be disetbas “Not Available,” indicated by 999.

For loans in the HARP dataset, LTV ratios less thiaequal to 80% and greater than 999%

will be disclosed as Not Available.

ORIGINAL INTEREST RATE - The original note rate as indicated on the maggaote.

CHANNEL - Disclosure indicates whether a Broker or Corresleat, as those terms are

defined below, originated or was involved in thigimation of the mortgage loan. If a Third-

Party Origination is applicable, but the Sellersloet specify Broker or Correspondent, the

disclosure will indicate “TPO Not Specified”. Simily, if neither Third-Party Origination

nor Retail designations are available, the disctosiill indicate “TPO Not Specified.” If a

Broker, Correspondent or Third-Party Originatiosalfdsure is not applicable, the mortgage

loan will be designated as Retail, as defined below

Broker is a person or entity that specializes anloriginations, receiving a commission

(from a Correspondent or other lender) to matchr@wers and lenders. The Broker performs

some or most of the loan processing functions, ssdiaking loan applications, or ordering

credit reports, appraisals and title reports. Tabjc the Broker does not underwrite or

service the mortgage loan and generally does reoitsi®wn funds for closing; however, if | R = Retail
the Broker funded a mortgage loan on a lender'silieduch a mortgage loan is considered a3 = groker
“Broker” third party origination mortgage loan. Thertgage loan is generally closed in the
name of the lender who commissioned the Brokenscsss.

Correspondent is an entity that typically sellskhertgages it originates to other lenders, | T = TPO Not Specified
which are not Affiliates of that entity, under asgic commitment or as part of an ongoing| 9 = Not Available
relationship. The Correspondent performs somell,asfehe loan processing functions, such

as: taking the loan application; ordering creditoits, appraisals, and title reports; and

verifying the Borrower's income and employment. Twerespondent may or may not have

delegated underwriting and typically funds the mage loans at settlement. The mortgage

loan is closed in the Correspondent's name an@dhnespondent may or may not service the

mortgage loan. The Correspondent may use a Brokszrform some of the processing

functions or even to fund the loan on its behaifjer such circumstances, the mortgage loan

is considered a “Broker” third party origination rigage loan, rather than a “Correspondent”

third party origination mortgage loan.

Retail Mortgage is a mortgage loan that is origgdatinderwritten and funded by a lender or

its Affiliates. The mortgage loan is closed in tiene of the lender or its Affiliate and if it is

6% - 105%

C = Correspondent

Amount will be rounded to
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sold to Freddie Mac, it is sold by the lender srAffiliate that originated it. A mortgage loan
that a Broker or Correspondent completely or pdyt@iginated, processed, underwrote,
packaged, funded or closed is not considered dlRedetgage loan.

For purposes of the definitions of CorrespondedtRetail, “Affiliate" means any entity that
is related to another party as a consequence @fttity, directly or indirectly, controlling the
other party, being controlled by the other partyb@ing under common control with the other

party.
PREPAYMENT PENALTY MORTGAGE (PPM) FLAG - Denotes whether the mortgag\eY = PPM
15 ppmt_pnlty is a PPM. A PPM is a mortgage with respect to witiehborrower is, or at any time has
been, obligated to pay a penalty in the event dhierepayments of principal. N = Not PPM
16 prod_type PRODUCT TYPE - Denotes that the product is a fixed-rate mortgage FRM - Fixed Rate Mortgage

PROPERTY STATE - A two-letter abbreviation indicating the statetenritory within

17 st which the property securing the mortgage is located AL, TX, VA, etc.
CO = Condo
) PU=PUD
PROPERTY TYPE - Denotes whether the property type secured bynibregage is a MH = Manufactured
18 ¢ condominium, leasehold, planned unit developmed(R cooperative share, manufactured Hou;in
prop_type home, or Single-Family home. 9 ]
If the Property Type is Not Available, this will iredicated by 99. SF = 1-4 Fee Simple
CP = Co-op
99 = Not Available
n. ###00, where
“#HH" represents the first
19 | zipcode POSTAL CODE - The postal code for the location of the mortgagegerty three digits of the 5-

digit postal code
Space(5)= Unknown
FLYYQnXXXXXX

F1 = product (Fixed Rate
Mortgage);

20 | id_loan LOAN SEQUENCE NUMBER - Unique identifier assigned to each loan. YYQn = origination year
and quarter; and,

XXXXXX = randomly
assigned digits
LOAN PURPOSE - Indicates whether the mortgage loan is a CashRefinance mortgage,
No Cash-out Refinance mortgage, or a Purchase agwtg
Generally, a Cash-out Refinance mortgage loammsragage loan in which the use of the
loan amount is not limited to specific purposesnértgage loan placed on a property
previously owned free and clear by the Borrowexhigays considered a Cash-out Refinance
mortgage loan. Generally, a No Cash-out Refinanmegage loan is a mortgage loan in
which the Iogn amount is limited to the fqllowmges: P = Purchase
Pay off the first mortgage, regardless of its age
Pay off any junior liens secured by the mortgagegerty, that were used in their entirety to € = Cash-out
acquire the subject property Refinance
Pay related closing costs, financing costs andgitefems, and Disburse cash outto the § N = No Cash-out
Borrower (or any other payee) not to exceed 2% efew refinance mortgage loan or
$2,000, whichever is less.
As an exception to the above, for construction eesien mortgage loans and renovation | 9 =Not Available
mortgage loans, the amount of the interim constyndinancing secured by the mortgaged
property is considered an amount used to pay effitet mortgage. Paying off unsecured
liens or construction costs paid by the Borrowesioie of the secured interim construction
financing is considered cash out to the Borrowfagreater than $2000 or 2% of loan amount.
This disclosure is subject to various special eiorp used by Sellers to determine whether a
mortgage loan is a No Cash-out Refinance mortgaaye |

ORIGINAL LOAN TERM - A calculation of the number of scheduled montiayments of| Calculation: (Loan Maturity
the mortgage based on the First Payment Date anarityeDate. Date (MM/YY) — Loan First
22 orig_loan_term| Loans with original term of 420 or more, or 300ess, are excluded from the Dataset if Payment Date (MM/YY) +
originated prior to 1/1/2005. If loan was origindin/after 1/1/2005, this exclusion does not 1)
apply.
NUMBER OF BORROWERS - The number of Borrower(s) who are obligated fmasethe 301 = 1 porrower
mortgage note secured by the mortgaged propersgl@iure denotes only whether there is
one borrower, or more than one borrower associatiidthe mortgage note. This disclosure’ 02 => 1 borrowers
will not be updated to reflect any subsequent aptiomof the mortgage note. > 99 = Not Available

24 | seller_name SELLER NAME - The entity acting in its capacity as a sellemufrtgages to Freddie Mac at Name of the selleiQtner

21 loan_purpose

Refinance

23 | cnt_borr
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25 servicer_name

26 | flag_sc

the time of acquisition. Sellers”
Seller Name will be disclosed for sellers with &at®riginal UPB representing 1% or more
of the total Original UPB of all loans in the Dagafor a given calendar quarter. Otherwise,

the Seller Name will be set to “Other Sellers”.

SERVICER NAME - The entity acting in its capacity as the servimemortgages to Freddie
Mac as of the last period for which loan activiéyréported in the Dataset.

Servicer Name will be disclosed for servicers wttotal Original UPB representing 1% or
more of the total Original UPB of all loans in thataset for a given calendar quarter.
Otherwise, the Servicer Name will be set to “Otfervicers”.

Name of the servicer, or
“Other Servicers”

1V =Yes
2 Space (1) = Not
Super Conforming

SUPER CONFORMING FLAG - For mortgages that exceed conforming loan limith
origination dates on or after 10/1/2008 and settl#sion or after 1/1/2009

Source: Freddie Mac.

4.1.2. Performance Data

Table 9: Performance File, Data Dictionary

# Onglnatlon Description Allowable Values
Variable
FLYYQnXXXXXX
. F1 = product (Fixed
Rate Mortgage);
1 id_loan LOAN SEQUENCE NUMBER - Unique identifier assigned to each loan. *  YYQn = origination
year and quarter; and,
3 XXXXXX =
randomly assigned
digits
2 sveg cvele MONTHLY REPORTING PERIOD - The as-of month for loan information contained
9_cy in the loan record. YYYYMM
CURRENT ACTUAL UPB - The Current Actual UPB reflects the mortgage egdi
balance as reported by the servicer for the cooredipg monthly reporting period. For
fixed rate mortgages, this UPB is derived fromriartgage balance as reported by the
servicer and includes any scheduled and unschegrtiledipal reductions applied to the
mortgage. culation: i
3 current upb For mortgages with loan modifications, as indicdigdY” in the Modification Flag field, bC:ai:JnatBSIB()IT?L%S;-
_up the current actual unpaid principal balance mamay not include partial principal . 9 :
; : S interest bearing UPB)
forbearance. If applicable, for loans with pargiehcipal forbearance, the current actual
unpaid principal balance equals the sum of intdreating UPB (the amortizing principal
balance of the mortgage) and the deferred UPBgpftineipal forbearance balance).
Current UPB will be rounded to the nearest $1,@0@He first 6 months after origination
date. This was previously reported as zero fofitse6 months after the origination date.
o XX = Unknown
. 0 = Current, or less
than 30 days past due
CURRENT LOAN DELINQUENCY STATUS — A value corresponding to the number * 1 = 30-59 days
of days the borrower is delinquent, based on theedhie of last paid installment delinquent
(“DDLPI") reported by servicers to Freddie Mac, aadalculated under the Mortgage | 2=60-89days
4 delq_sts Bankers Association (MBA) method. delinquent
If a loan has been acquired by REO, then the Cub@en Delinquency Status will reflect o 3=90-119days
the value corresponding to that status (insteadeofalue corresponding to the number of delinquent
days the borrower is delinquent). e Andsoon.
o R = REO Acquisition
o Space (3) =
Unavailable
5 loan_age LOAN AGE - The number of months since the note originatiemtim of the mortgage. Calculation: ((Monthly
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10

11

12

13

14

15

16

17

mths_remng

repch_flag

flag_mod

cd_zero_bal

dt_zero_bal

current_int_rt

non_int_brng_upb

dt_Ist_pi

mi_recoveries

net_sale_proceeds

non_mi_recoveries

expenses

To ensure the age measurement commences withrsh&ufi month after the note
origination month, subtract 1.

REMAINING MONTHS TO LEGAL MATURITY
to the mortgage maturity date.

For mortgages with loan modifications, as indicdigdY” in the Modification Flag field,
the calculation uses the modified maturity date.

- The remaining number of months

REPURCHASE FLAG - Indicates loans that have been repurchased oe mhadle (not
inclusive of pool-level repurchase settlements).

This field is only populated only at loan termimetimonth.

MODIFICATION FLAG
loan has been modified.

— For mortgages with loan modifications, indicdtest the

ZERO BALANCE CODE - A code indicating the reason the loan's balarag ieduced
to zero.

ZERO BALANCE EFFECTIVE DATE - The date on which the event triggering the
Zero Balance Code took place.

CURRENT INTEREST RATE - Reflects the current interest rate on the moegage,
considering any loan modifications.

CURRENT DEFERRED UPB: The current non-interest bearing UPB of the medif
mortgage.

DUE DATE OF LAST PAID INSTALLMENT (DDLPI) : The due date that the loan’s
scheduled principal and interest is paid througbardless of when the installment
payment was actually made.

MI RECOVERIES - Mortgage Insurance Recoveries are proceeds extély Freddie
Mac in the event of credit losses. These proceerlbased on claims under a mortgage
insurance policy.

NET SALES PROCEEDS- The amount remitted to Freddie Mac resulting feom
property disposition or loan sale (which in theecagbulk sales, may be an allocated
amount) once allowable selling expenses have beguncted from the gross sales
proceeds.

A value of “C” in Net Sales Proceeds stands fore&@ed, which means that as part of the
property disposition process, Freddie Mac was “@ed&for its total indebtedness
(defined as UPB at disposition plus delinquent aedrinterest) and net sale proceeds
covered default expenses incurred by Servicer duhia disposal of the loan.

A value of “U” indicates that the amount is unknown
NON-MI RECOVERIES : Non-MI Recoveries are proceeds received by Feehitdic
based on repurchase/make whole proceeds, nomsal@é such as refunds (tax or

insurance), hazard insurance proceeds, rentaptscebsitive escrow and/or other
miscellaneous credits.

EXPENSES- Expenses will include allowable expenses thatiffieeMac bears in the

process of acquiring, maintaining and/ or disposimyoperty (excluding selling expenses

which are subtracted from gross sales proceedsrigedhet sales proceeds). This is an

aggregation of Legal Costs, Maintenance and PraenvCosts, Taxes and Insurance, an

Miscellaneous Expenses

Reporting Period) — Loan
Origination Date
(MM/YY)) — 1 month

Calculation: (Maturity
Date (MM/YY) — Monthly
Reporting Period (MM/YY)

. N = Not Repurchased
. Y = Repurchased
. Space (1) = Not

Applicable

. Y =Yes

. Space (1) = Not
Modified

. 01 = Prepaid or
Matured (Voluntary
Payoff)

. 02 = Third Party Sale

. 03=ShortSale or

Charge Off

. 06 = Repurchase prior
to Property
Disposition

. 09 = REO Disposition

. 15 = Note
sale/Reperforming
sale

e YYYYMM

. Space(6) = Not
Applicable

$ Amount. Non-Interest
Bearing UPB.

. YYYYMM

$ Amount. MI Recoveries.

$ Amount. Gross Sale
Proceeds — Allowable
Selling Expenses.

C = Covered U = Unknown

$ Amount. Non-MlI
Recoveries.

$ Amount. Allowable
Expenses.
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18 legal_costs

19 | maint_pres_costs

20 | taxes_ins_costs

21 | misc_costs

22 | actual_loss

23 modcost

24 | stepmod_ind

25 dpm_ind

LEGAL COSTS - The amount of legal costs associated with theafadeproperty (but

not included in Net Sale Proceeds). Prior to pdmrieof a Zero Balance Code equal to 03

or 09, this field will be populated as “Not Appllde,” Following population of a Zero $ Amount
Balance Code equal to 03 or 09, this field willupelated (as applicable) to reflect the

cumulative total. Space(12) — Not applicable

MAINTENANCE AND PRESERVATION COSTS — The amount of maintenance,

preservation, and repair costs, including but imoitéd to property inspection,

homeowner’s association, utilities, and REO managenthat is associated with the sale

of a property (but not included in Net Sale Procgefrior to population of a Zero Balance$ Amount
Code equal to 03 or 09, this field will be poputh#es “Not Applicable,” Following

population of a Zero Balance Code equal to 03 otHd9 field will be updated (as

applicable) to reflect the cumulative total. Spék®) — Not applicable

TAXES AND INSURANCE - The amount of taxes and insurance owed that are

associated with the sale of a property (but ndticthed in Net Sale Proceeds). Prior to

population of a Zero Balance Code equal to 03 ott09 field will be populated as “Not | $ Amount
Applicable,”. Following population of a Zero Balan€ode equal to 03 or 09, this field

will be updated (as applicable) to reflect the clative total. Space(12) — Not applicable

MISCELLANEOUS EXPENSES - Miscellaneous expenses associated with the sles

the property but not included in Net Sale Proced@sr to population of a Zero Balance

Code equal to 03 or 09, this field will be poputhses “Not Applicable,”. Following $ Amount
population of a Zero Balance Code equal to 03 otH9 field will be updated (as

applicable) to reflect the cumulative total. Spa@g Not applicable.

ACTUAL LOSS CALCULATION - Actual Loss was calculated using the below
approach:

Actual Loss= (Default UPB — Net Sale_Proceeds) + Delinquestrded Interest -
Expenses — Ml Recoveries — Non-MI Recoveries.

Delinguent Accrued Interest(Default_Upb — Non-Interest bearing UPB) * (Gnt
Interest rate — 0.35) * (Months between Last Ppakg& Interest paid to date and zero
balance date) * 30/360/100.

Please note that the following business rules jppéea to this calculation:
i For all loans, 35 bps is used as a proxy for senyifee
ii. The Actual Loss Calculation will be set to zero lfmans with Repurchase Flag $ Amount
=Y
iii. The Actual Loss Calculation will be set to zero lfmgins with Net Sale
Proceeds = C (Covered)

iv. The Actual Loss Calculation will be set to zero lfmains with Net Sales
Proceeds = ‘U” (Net Sales Proceeds are missingxpenses are not available.

V. The Actual Loss Calculation will be set to missfogloans disposed within
three months prior to the performance cutoff date.

Vi. Modification Costs are currently not included i ttelculation of the Actual

Loss Calculation Field

MODIFICATION COST - The cumulative modification cost amount calcudashen
Freddie Mac determines such mortgage loan hasiexged a rate modification event.
Modification Cost

is applicable for loans with rate changes onlysTdmount will be calculated on a monthly
basis beginning with the first reporting period adification event is reported and

disclosed in the last performance record. $ Amount
For example:
(Original Interest Rate/1200 * Current Actual URB|Current Interest Rate/1200 * (sum
(Current Actual UPB, -Current Deferred UPB)) andragate each month since
modification through the Performance Cutoff Dat® ia cumulative amount
. Y =Yes

STEP MODIFICATION FLAG — A Y/N flag will be disclosed for every modified Ipa | N=No
to denote if the terms of modification agreemetitfoa note rate to increase over time. | Space (1) = Not Step

Mod

DEFERRED PAYMENT MODIFICATION — A Y/N flag will be disclosed to indicate | ® Y =Yes
Deferred Payment Modification for the loan. . N=No

Source: Freddie Mac.
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Many of these variables were eliminated throughbet cleaning process of the data. This is due to
either the missing value ratios when compared ¢octhunt of observations, or the fact that the rdeia
might not be valid in our studies. For instance, plostal code variable here was excluded fromioat f
dataset as we are not concerned of the geograpghaztion of the property. Other variables were all
included in the study, however, we also used saeaéufe engineering techniques to create two new
features that will be discussed in section 4.31#% Most important features are highlighted in secti
4.3.1.

4.2. Exploratory Analysis

Many economists consider the 2008 financial casi®ne of the worse since the great depressidreof t
30s. It began with a crisis in the subprime mortgageket in the United States and developed into a
financial turmoil, and later to a full-blown intetional banking crisis. Several factors abetted to
magnify the financial impact globally, but one mafactor contributed the most, which the
misperception and mismanagement of risk. Perhappreripitating factor was a high default rateha t

United States subprime home mortgage sector.

Graph 2:Default Rate by Year across our dataset

Default Rate by Year
1800
1600
1400
1200

1000
80
60
40 “\ |||
20
B N PN R

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
Default Year

Number of Defaults
o o o o

Source: Authors preparation.

! Referenced from a speech by Mr. Ben S Bernankejr@an of the Board of Governors of the US Fed®eserve System, at the
conference co-sponsored by the Centre for Econ®ulicy Studies and the Bendheim Centre for Finafeaceton, New Jersey, 24
September 2010.
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Observing the default rate in our data, we willic@that the loans were quite stable during theoder
from 1999 to 2008/2009, however it abruptly ascendehe following years. This is demonstrated in
Graph 2.

Loans originated within the years 2006 and 2008tinakefaulted. Here is where the risk managers
dropped the ball and the mortgage sector mainly teaney to all home-owner seekers with no
collateral. Graph 3 demonstrates this claim.

Graph 3:Default Rate by Origination Year
Default Rate by Origination Year
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Source: Authors preparation.

Although the Loan performance improved, as showGraph 3, however the impact of the inattentive
mortgages initiated still exists. The improvemdrdugh is a result of the regulatory agencies imipgpv

their risk assessment and tauten their lendingitond.

4.3. Data Wrangling

As previously stated, the dataset provided as &t af data, Loan-level origination files, and niiwnt
loan performance. We now explore the imported deid get the dataset ready for the model to be

applied. Freddie Mac made two sets of files puplatailable, the first set of files deliver the hodata
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at the moment of origination, and the set of fitiediver the loan performance on monthly basis. File

layouts and data dictionary were provided in sectddl. and 4.2., representing loan-level origimatio

files and loan-level performance files respectively

Loan-level Origination Files

We created a data frame where we append all tlaefidah the sample files for the years 1999 to
2017. The appended file has 26 variables whichshelttious details associated with the loan
origination annually. An important variable herghe Loan ID, which will be used later to link
the loan performance appended file to the origomatone. The Loan ID is unique in the

origination file.

Loan-level Performance Files

We created a data frame where we append all tlaefidah the sample files for the years 1999 to
2017. The appended file has 23 variables which sheldrious details associated with the
borrower status quo on monthly basis. In this fitkeg Loan ID is not unique as it contains the
loan performance on monthly basis, so within onaryhe Loan ID might be repeated twelve
times (if the loan did not default). Therefore, maxt step is to ensure the Loan ID variable is
distinguished. That said, we selected only the L@amith the highest Loan age value, as this

would represent the final outcome of the seleateh,| whether it was defaulted or not.

4.3.1. Feature Importance

Subsequently, we join the two sets of data, Originaand Performance ones by our Unique variable,

the Loan ID, but before we proceed any furthes imperative to select which attributes in ouradéuat
are most relevant to the predictive model that veehaiilding. (Guyon & Elisseeff, 2003) highlighted
that the objective of variable selection is thrés&fdmproving the prediction performance of the

predictors, providing faster and more cost-effeciwvedictors, and providing a better understanding

the underlying process that generated the data.
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Propitiously, Caret R Packagecan automatically rank all variables available itsy importance by
building a model. This package can also remove raayindant variables by building a correlation
matrix of the data’s attributes and reports onlaites that are highly correlated with each otkadrch

can be removed. For simplicity, we will be rankiogy variables by importance in our project. One of
the most widely used model that presents the impo# of a variable in a dataset is Random Forest
(RF). Constructing this model, we discover that tdero Balance Code”, and the “Current Loan
Delinquency Status” are ranked the highest. Bottialkes play an instrumental role in determining
whether a loan defaulted or not. “Loan Age”, “CteSicore”, and “Original Combined Loan-to-Value”

were also in the list.

4.3.2. Feature Engineering

Before engineering a new feature (or variable),stuglied the variables that would reflect to us Wwhic
loan has defaulted and which has not. Based ordéffieition provided by Freddie Mac, each loan
should be in one of three stages: Prepaid (loaatswhre fully paid before or after the expiratidriize

mortgage), Paying (loans that are still activel] Brefault (loans that were not fully paid).

» Default Status Variable

We calculated default using current loan delingyestatus given in the data. Delinquency status
measures the number of days the borrower is dedimq@.e. couldn’t meet up with monthly
obligations) as specified by Freddie Mac. In theadatatus O implies current or less than 30 days,
status 1 implies greater than 30 days but less @0asiays, status 2 implies greater than 60 days but
less than 90 days while status 3 refers to delinguéor days between 90 and 119. We calculated
maximum delinquency status for each loan and tipewify the output variable as follows: if the
maximum delinquency status is greater than 3lGan is of delinquency status 3 and above) or zero
balance code is greater than 9 (zero balance ®desdd to indicate why the loan balance was
reduced to zero, 09 indicates deed in lieu loaresEhassify such loan as default. If the zero-baanc
code is 01 (01 indicates prepaid or matured loamsklassify such loans as prepaid, the rest of the
loans we classify as paying. New feature (Defaudts) is engineered to represent the final

outcome of each loan.
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» Credit Scoring Variable

This newly created variable reflects another aspédhe borrower, which defines whether this
borrower is “good” or “bad”. This is merely basew the FICO score provided in the data set. Any
Borrower with 550 credit score or above is congdeas a “good” borrower, lower than 550 is
considered as a “bad” borrower.

4.3.3. Missing Observations

To visually explore the missing values, we plot thenber of missing values for each variable. Graph
04 represents the variables on the ‘y’ axis andstheme of the missing items on the ‘X’ axis. Wevda
almost 10 Variables with 100% of its observations aot available. Whether these variables were
missing at random or not, we will exclude them froaom studies as it will not be possible to be ingplut
Graph 05 is the new representation of missing wkersus variables after eliminating the variables
with no observations. All the remaining missingues were imputes using mice. Mice merely builds a
separate model for each missing observation anditespit using all the observations in the given
variables.
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Graph 4:Missing Values Visualization
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Source: Authors preparation.

While constructing the benchmark model, we willvberking with two datasets, one with which all the
missing observations has been omitted, and anoldaset where all missing observations has been
imputed using mice. We decided to test our modglam both datasets to observe the prediction
accuracy using both pre-processing techniques (@igniNAs and Imputing NAs). The dataset that has
a higher accuracy while building the Benchmark Moad#l be the one that we will proceed with to

construct our predictive model using Ensemble Tepgia
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Variables

4.4,

Graph 5:Missing Values Visualization after zerotahles elimination
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One issue with the Freddie Mac loan level dataséighly unbalanced distribution of the two classes

default and non-default. 97% of the observationseveefined as non-default while just 3% of the data

is assigned to class 1 (defaulted). In this caseldssifiers won'’t be able to recognize minor s#ssand

are influenced by major classes. For example, logéstic regression the conditional probability of
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minor classes are underestimated (Cieslak & Cha@@8) and Tree based classifiers, and KNN vyield

high recall but low sensitivity when the data se¢xtremely unbalanced (King & Zeng, 2001).

Before fitting the model over the training datasetl forecast classes over the testing datasethewdds
balance the data. There are different methodslemba the data such as oversampling , under-sagaplin
and Synthetic Minority Oversampling Technique (SME)Tproposed by (Chawla, Bowyer, Hall &
Kegelmeyer, 2002). Oversampling methods replidageobservations from the minority class to balance
the data. However, adding the same observatiorhgootiginal data causes overfitting, where the
training accuracy is high but forecast accuracy o@sting data is low. Conversely, the under-samgpli
methods remove the majority of classes to balamata. dbviously, removing observations causes the
training data to lose useful information pertainbogthe majority class. SMOTE finds random points
within nearest neighbors of each minor observatiad by boosting methods generates new minor
observations. Since the new data are not the sartleeaxisting data, the overfitting problem wdoet

an issue anymore, and we won'’t lose the informa@gi®much as with the under-sampling methods. For
these reasons, this study considers the SMOTEi&umt balance the data.
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5. Modelling

This part of the project aims to construct a priadicmodel using ensemble technique to guide the
decision of accepting or refusing the sale of atgage loan to a prospective home owner, estimating
his probability of default. The Splitting procestthe data into “train” and “test” must be executed
carefully to ensure that the same ratio of clags@sesent in the training set and the test settlis to

be accomplished, we use stratified sampling. Ota @asplit into two training datasets (35% eadimy

testing dataset of 30%. The purpose of the twaitrgidatasets will be explained in section 5.2.
5.1. Benchmark Model

In the simple logistic regression model, the outpatiable has two classes (e.g. O or 1). In our
application, value 1 represents the loan statusgbaééfault and O is the loan status equaling payihe
model was constructed using the ‘glm’ function inliRour project, we are embracing a situation wher
we want to estimate if we will get a case of defanleach particular customer that asks for a loan
(Y € {0,1}), where 1 = Default and 0 = Non-default, so thisudti be modeled using a binomial
distribution and logit link function. For any pailar loan, we will have a vector of variables whic
may allow us to model default called predictor abheés. We us&( = (X, X5, ..., X,,)T to represent a
vector of random variables, as so, this is a diaasion problem, where we require the probabitifythe

event, rather than just a point estimate of outcome

Therefore, we are looking to develop a model tanege P(Y = 1|X = x), that represents the

probability of default (PD), depending on charastess x. The logistic regression model is then

P(Y = 11X =x) = £,(8, + fTx) where f, is the logistic link function (logit)f, = —— = ¢ and

1+e~S 1+eS

B, is an intercept an@ = (B4, ..., Bm)T is a vector of coefficients, on for each predictariable.
Parameter estimates 85 andpg are obtained through MLE (Maximum Likelihood Metis).

Usingz = f;1(p) = 1n (ﬁ) = logit(p) =In (1’_';17), with a logistic regression model, we represeet th
linear combination of explanatory variables asltdgit of the success probability. The functiefx) =

B, + BT x is then called the log-odds score siate) = f; [P(Y = 1|X = x)] = log (w)

P(Y=0|X=x
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The logodds score is typically the basis of the creditrsassed by banks and credit bureaus to
people.Implementing the prior criteria to both availabltasets, with NAs Omed and NAs Imputed,

the resulted accuracy was as follc
Table10:Accuracy Rate for Logistic Regression

NAs Omitted NAs Imputed
0.890376 0.8886399

Source: Authors preparation.

It is worthy to note that the benchmark model waglied to 70% of the data, which corresponds to

two 35% training datasets.

Graphs 6 and are graphical representats of the tradeff between the percentage of true positi
and false positives for every possible-off. This is known as the Receiv Operating Characterist
(ROC) curve. The accuracy of the model is meashyethe area under the ROC curve. The close

AUC value is to 1 the more statistically accurdie model is

Graph 8 ROC Curve based on the Elimied NAs Modk
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The simple logistic regression has shown high lefehccuracy with ACC = 0.890376 for the I
Omitted Model, and ACC = 0.8886399 for the NA ImgaiMode, as shown in table 1

Graph 7 ROC Curve based on the Imputed NAs M
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Source: Authors preparation.

Moving ahead this point, we will be working on lliilg our predictive model using Ensem
technique only on the dataset with the NAs elimedads the benchmark model had a highediction
rate for the NAs eliminated dataset than the NAsuted datase

5.2. Ensemble Technique

Ensembling is the process of combining predictifivasn multiple models to a single prediction for
purpose of improving classification performance. ¥énbinepredictions from two or more mode
trained on the same dataset to determine if theégeoiorm the highest scoring single model. E

method is evaluated using stacking enser Figure 10 illustrates thEnsemble scherr

Applying the stackingrsemble tchnique to our data is tze done in two stag: The first stage is to fit
thefirst-level learnerdo train the first training portion of the datat'decall it train_datal(35% of the

entire data)and create predictions for the second portiaefdda, let’s call ittrain_data2(35% of the
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entire data)We then fit the same models to trtrain_data2and create predictions ftrain_datal We
finally fit the models on the entire training daf®%) and create predictions for the test set (30%e

entire data). The second stage is to trairmeta-learneion the probabilities of thfirst-level learners

Figure 10: Ensemble Methodology

Training Freddie Testing
Data Mac Data

Support
Vector
Machine

Logistic Decision Random K-Nearest
Regression Tree Forest Neighbor

Logistic Regression Output .

Stacking
Decision Tree Output . Ensemble

Random Forest Output .

K-Nearest Neighbor Output .
Support Vector Machine Output .7 :

Result
Ensemble Stacking .7

Source: Authors preparation.

When applyingdecision treemodel onour data, more than 500€ees were created due to the
number of categorical features present. As a maftéact, one of the major benefits of this kind
method is its simplicity to understand and intetptéowever, they are highly biaseéin favor to
categorical vaables. This model resulted on the least prediatéde with an accuracy of 0.88400 On
the other handRandom Foresis constructed o multitude of decision trees and outputting theess
that is the mode of the classes (classification)tr@d indivdual trees.We used the R package
“randomForest” to apply the model on our dataThis model performandeas a substantial increase of
performance comparing to the previous models, aftlaccuracy of 0.89042( Meanwhile, in applying
K-Nearest Neighboto our dataset, 200 different KNN model were creatdath different’K’ values
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varying from 1 to 100 and accuracy of each modd teated by making prediction on the test data. We
used “knn” function in R for this approach whichumed to us the value of ‘K’ = 20 with overall
accuracy of 0.8884684.

Table 11: Accuracy Rate for Level One Classifiers

Model Accuracy
Decision Tree 0.8840072
Random Forest 0.8904202
K-Nearest Neighbor 0.8884684
Support Vector Machine 0.8904382

Source: Authors preparation.

Applying support vector machine model to our datasas a little trickier since this model requitas
dataset to be transformed to a format of SVM paekagd conduct simple scaling to the data (Chih-
Wei Hsu, Chih-Chung Chang, Hsu, Chang, & Lin, 20@3)r first step is to represent each observation
in our dataset as a vector of real numbers, i.evexb the categorical attributes into numeric d&r.
instance, the feature “Occupancy Status” has thiteieutes {P, I, S}, which was highlighted in tdata
dictionary section as P = Primary Residence, | vestment Property and S = Second Home. Three
features will be created and now presented asl{0@®,1,0), and (1,0,0). Our second step is tteste
data before applying the model. Scaling is maidgddicial to avoid attributes in greater numeritges
dominating those in smaller numeric ranges. (Ch#i-Wisu, Chih-Chung Chang et al.,, 2003)
recommend linear scaling each attribute to theednd, +1] or [0, 1] for both training and testidgta.
The highest prediction rate for single classifies achieved upon applying this model to our daiih,

an accuracy of 0.8904382.

We now combine the outputs of each model to comfngailtimate prediction rate. After successfully

combining these outputs, the prediction rate wasstaal with an accuracy rate of 0.892572045.
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6. Results

In this section, we will be presenting the reswifsour classification models. Graph 8 displays each
model’'s accuracy and a comparison between thenpddup'ector Machine had the highest prediction
rate, with an accuracy of 0.8904382, and Randonedtdnad the second place with an accuracy of
0.8904202, followed by the benchmark model 0.8908&#Blearest neighbor and decision trees had the
least prediction rate with an accuracy of 0.8884&68d 0.8840072 respectively, as illustrated ingabl
11.

Graph 8: Models’ Accuracy

Support Vector Machine 0.8904382
Random Forest 0.8904202
Benchmark Model 0.890376

K-Nearest Neighbour 0.8884684

Decision Tree 0.8840072

Source: Authors preparation.

SVM delivered the highest accuracy rate amongsfirali-level learners. This is expected given that

SVM used kernel transformation to linearize theadad explained in section 5.2. Although the dataset
used to fit the SVM model is much larger that cae'tunderstood by looking at a spreadsheet, but in
expanding the dataset there are now more obviousmdavies between our classes and the SVM
algorithm is able to compute a much more optimgenyplane, which produces an accurate and robust
classification results (Auria & Moro, 2009). Althgli in our studies we considered our benchmark
model to be Logistic Regression model, yet, thed®an Forest model outperformed it as (Lessmann et
al., 2015) previously suggested, with a higher escy It is imperative to mention that the approach

used in the data preprocessing plays a vital rotae final outcome.

To determine enhancement of prediction through rab8eg, every unique combination of selected

algorithms is processed through building the metarler classifier, which acts as the Level two
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classifier in our Ensembling Technique. The accuf combining the aforementioned outputs int
new classifier is 0.892572046raph10 displays the accuracy measures for the models fihe datase
in this study. The metkearner outperforms all single predict with an accuracy of 0.892572(. This
is expected as the mdtarner is merely a combination of the outcome gbilliies from firs-level
learners i.e. it combined and enhanced these probabili®84V has an accuracy of 0.8904382,
highest after the metaarner. Logistic regression arandom forest models are almost similar to €

other, higher than that of KlearesNeighbor.

Graph 9 presents the ROC curve for the -learner classifierln a ROC curve, the horizontal axare
the true positive rate and the vertical axes isftiee positive rate for different threshold points

parameters. Thud, the curve is closer to the top left then the aacy of the forecast is highe

Graph9:ROC Curve of Ensemble Model
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Another impetant result of this study is to determine the im@ot feature that influence the risk of
default, which sanctioned us idiscover that the “Zero Balance Code” and the “EuoirrLoan

Delinquency Status” are ranked the hig by applying the Random Fotesodel on our datas. Both
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variables play an instrumental role in determinwmigether a loan defaulted or not. Generally, “Zero
Balance Code”, “Current Loan Delinquency Statud’pdn Age”, “Credit Score”, and “Original

Combined Loan-to-Value” are the top five importéedtures to predict loan default.

Graph 10:Accuracy Comparison of Stacking Ensemble

Ensemble 0.892572045
Support Vector Machine 0.8904382
Rand om Forest 0.8904202
Benchmark Mo del 0.890376
K-Mearest Neighbour 0.88BB4684

Decision Tree 0.8840072

Source: Authors preparation.

The prediction accuracy has been enhanced usiogrsiaensembling with an 89.257%, outperforming

that of traditional single classifiers.
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7. Conclusion

For decades, banking institutions’ main focus itetal debtors’ money, while these lenders mostly ai

to purchase their dream house with the borrowedeyoBanks’ decision on whether to approve or
reject a mortgage application is mostly based enlénders’ credit score. Credit score is a numkrica
expression that represents the borrower’s credibim@ss, which is based on tremendous information
being gathered by financial institutions both om thorrower and the underlying property of the
mortgage. Statistical Modelling played an instrutaérole in determining whether a prospective home
owner would default or not. A benchmark model is thgistic regression, due to its interpretability.

Since the revolution of big data, default's preidictbecame more and more intriguing area to be
explored, and more sophisticated models were imgheed that outperformed the traditional classifier
model logistic regression. This paper is devotedutther enhance the logistic regression model by
implementing a stacking ensemble technique, whghmerely combining the outputs of different

sophisticated models, (including Random Forest, dédst Neighbor, Decision Tree, and Support
Vector Machine) and use their probability outcoraean input for the Logistic Regression. Datasetluse

in our classification modelling is made publiclyadlable by Freddie Mac.

This paper has been both data-focused and metloddd. Data-focused in the sense that the
prediction models were based solely on mortgagasdaprovided by Freddie Mac. Method-focused in
the sense of basically applying stacking ensendalenique to classify mortgages into defaults armd no
defaults loans. Given the data dictionary provibgd-reddie Mac, and some data exploratory analysis
techniques, we delve into the structure of bothldla® origination and performance datasets as agell
examine the relationship between default rate arthin variables. We implemented some data pre-
processing techniques such as examining the re#dtip between the default rates and the dataset
variables and construction of a random forest maddetletermine the variable importance. “Zero
Balance Code”, and the “Current Loan Delinquencgtt’ have the highest influential role in
determining whether a loan defaulted or not. Wenthsed feature engineering techniques to create a
new classification variable that displays “1” foefdult loans, and “0” for non-default loans. We
benchmarked our study by applying a logistic regmsmodel to our dataset that yielded in a premfict
accuracy of 88.86% for the dataset with missingeolztion imputed using mice, versus 89.04% for the

dataset with missing observation omitted. The testdnfirm that applying machine learning methods
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yields better forecast accuracy than traditionaglg classifier models such as logistic regressidre

prediction accuracy of our stacking ensemble i28B% outperforming other models used in our study.

Despite the high accuracy of the meta-learner wdmmpared to that of the first-learners, it is hyghl
unlikely that this technique would be adopted tplaee the commonly used Logistic Regression or
Random Forest in Credit Score Analysis. The forémeason is that the effort exerted to develop the
model is disproportionate to the return. Althougheo techniques presented in this paper have latlslig
lower classification power, yet, the ease of deplegt would definitely play an instrumental role. In
addition, these models are provided as built-inciams in some libraries that can be used quite
effortlessly in R and Python, or in a drag-and-dapplication such as Knime, or SAS Enterprise Miner

A model that is only slightly better most likelylxmot lead to a change in paradigm.

The technique presented in this paper is genesielysbased on the variables in the dataset. Tdyme

a more robust model, it is necessary to enginegresoew features includingconomical Features
such asunemployment rate; “rent ratio” , and“vacant ratio”. Social Featuresthat would strengthen
the model prediction would Beivorce rates”, and“marriage rates”. Financial Feature that could be
included aré‘Consumer Debt Percentage Changeind“Mortgage Debt Percentage ChangeThese
features might be relevant factors in mortgage Wefgrediction. One could therefore further expand
the study to includeSurvival Analysis Survival Analysis is a statistical approach tdineate the
expected time for an event to take place, in osecahen the “default” occurs. Another interesting
model to explore is th€ox Proportional Hazaranodel, which is a method for estimating and anatyz
the impact of several given features until an evesppens. Both of these afore mentioned further
research opportunities would allow us to examire ghobability of survival and impact of different
variables on the hazard rate. The timing when coste default is an interesting area to investigate
since it can provide the bank with the ability tmgute the probability over a customer’s lifetimmel a

perform profit scoring.
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