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Abstract—Artificial neural networks (ANN) aim to solve 

problems of artificial intelligence, by building a system with 

links that simulate the human brain. This approach includes 

the learning process by trial and error. The ANN is a system 

of neurons connected by synaptic connections and divided 

into incoming neurons, which receive stimulus from the 

external environment, internal or hidden neurons and 

output neurons, that communicate with the outside of the 

system.  The ANNs present many advantages, such as good 

adaptability characteristics, possibility of generalization and 

high noise tolerance, among others. Neural networks have 

been successfully used in various areas, for example, 

business, finance, medicine, and industry, mainly in 

problems of classification, prediction, pattern recognition 

and control. In the food industry, food processing, food 

engineering, food properties or quality control, statistical 

tools are frequently present, and ANNs can process more 

efficiently data comprising multiple input and output 

variables. The objective of this review was to highlight the 

application of ANN to food processing, and evaluate its 

range of use and adaptability to different food systems. For 

that a systematic review was undertaken from the scientific 

literature and the selection of the information was based on 

inclusion criteria defined. The results indicated that ANN is 

widely used for modelling and prediction in food systems, 

showing good accuracy and applicability to a wide range of 

situations and processes in food engineering.   

 

Index Terms—algorithm, ANN, food processing, food 

modelling, prediction 

 

I. INTRODUCTION  

Artificial neural networks (ANNs) constitute a group 

of nonlinear regression and discrimination statistical 

methods with predictive capacity and which have been 

widely studied. ANNs correspond to computational 

systems that aim to imitate some properties of biological 

neurons. Methods based on ANNs imitate the natural 

neural system via computer programs being fairly popular 

due to several advantages such as, for example: non-

linearity, adaptation, generalization, model independence, 

easy to use and high accuracy [1], [2]. 

The first artificial model of a biological neuron was 

obtained in 1943 by the pioneering work of Warren 

McCulloch (psychiatrist and neuroanatomist) and Walter 

Pitts (mathematician). Their work focused essentially on 

the creation of an artificial model of a neuron and 

presented its computational capabilities and not so much 
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in developing learning technologies. Part of the 

discussion in ANNs involves learning methods in order to 

be able to perform a certain function [3]. 

An artificial neural network corresponds to a technique 

of numerical estimation that allows simulate the learning 

and memorizing process. It is a potent tool that learns 

based on the experimental input variables and finds the 

governing rules between the corresponding factors [4]. 

In order to characterize ANNs, three concepts are 

necessary to define: neuron, which is the basic 

computational unit in the network in question; 

architecture, the topological structure of how the neurons 

are connected; learning, the process that adapts the 

network in order to compute a desired function or 

perform an assignment. An ANN structure comprises an 

input layer, hidden layer(s) and an output layer of 

neurons. ANN connection weights are coefficients used 

to determine the relative importance of the different 

inputs, and a number of equations are available to assess 

the relative importance based on the magnitude of the 

weights [5], [6]. 

ANN uses known data, i.e. previously solved examples, 

recognizes complex patterns between inputs and outputs 

so that it can later apply that knowledge on new unknown 

data. This is possible through the learning of the hidden 

relationships between inputs and outputs with subsequent 

use of the ANN in the prediction of output from the given 

input of new data. After adequate training, the neural 

networks attempt to predict the outcomes, having a higher 

accuracy than conventional classification or regression 

analysis. Due to the ability to detect complex nonlinear 

relationships between predictors and outcomes, ANN has 

been successfully used in several areas of knowledge, 

from computation to medicine [7]. Therefore, ANN has 

been widely and successfully used in various fields to 

predict the influence of some targeted variables (inputs) 

on the investigated outputs [8]. In recent years, there is 

greater interest in using neural networks as problem 

solving algorithms which can perform mapping, 

regression, modelling, clustering, classification and 

multivariate data analysis. ANNs are highly flexible, 

which makes then ideal to solve highly non-linear 

problems and deal with any kind of data. Owing to its 

adaptability, ANN methods have been successfully 

employed by numerous researchers to model and predict 

many different processes in the food industry, food 

processing, food engineering, food properties or quality 

control [9]. 

International Journal of Food Engineering Vol. 5, No. 1, March 2019

15©2019 International Journal of Food Engineering
doi: 10.18178/ijfe.5.1.15-21

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Repositório Científico do Instituto Politécnico de Viseu

https://core.ac.uk/display/195806268?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


The objective of this review was to highlight the 

application of ANN to food processing, and evaluate its 

range of use and adaptability to different food systems.  

II. METHODS 

A systematic review was undertaken in scientific 

databases like Science Direct, BOn or PubMed. For the 

review a number of keywords were selected, to target the 

topics related to the use of ANN in food process 

engineering. The combination of words used was ANN + 

Neural Network + Food. 

The information was selected following the inclusion 

criteria defined: diversity of approaches and applications, 

variability in processing techniques, range of food 

products and publication date. 

The information was organized according to basic 

principles of ANN modelling, followed by the specific 

applications, according to the processes addressed.   

III. ANN PRINCIPLES 

The aim of neuronal networks is to create a 

computational model of the human brain, in order to 

achieve a machine able to parallel the capacity of the 

human thinking – machine learning. For this, it is 

intended to mimic the functioning of the human brain and 

create a digital copy [10], [11].  

The human brain is responsible for the emotions, 

thoughts, perceptions and cognition, as well as for the 

execution of sensorimotor and autonomous functions. 

The human brain weighs approximately 1.5 kg and uses 

20% to 25% of the energy of the human body. The brain 

has about 10
11

 neurons, 10
4
 connections per neuron. In a 

day 10
5
 neurons die and zero neurons are born. The 

rhythm of creation of new connections is very slow, but 

the commuting time is 10
-3

 seconds. The available 

memory has 10
15

 connections [12], [13]. 

The neuron can be considered the basic structural unit 

of the brain and nervous system. A biological neuron has 

three types of components with particular interest for 

artificial intelligence: dendrite, cell body and axon (Fig. 1) 

[13], [14]. The dendrite receives activation signals from 

other neurons, which are electrical impulses transmitted 

by electrochemical processes through synapses. The cell 

body adds the input signals and if the sum achieves a 

certain value the neuron sends a signal, which will 

propagate through the axon into other neurons [13]. 

 

Figure 1. Structure of a biological neuron 

Neuronal networks are computational programs that 

implement detection of sophisticated patterns and 

learning algorithms, allowing to build predictive models 

from wide data basis [15]. Their name derives from the 

parallelism established with the architecture of the human 

brain. The neuron network and its synapses constitute the 

model that can be implemented artificially through 

special hardware and software programs. An artificial 

neuronal network is a computational model characterized 

by a number of simple elements, similar to biological 

neurons, and a network of directed connections, with 

associated weights between the neurons [16]. The signal  

from  each  input  is  multiplied  by  a  weighting  factor 

of  the  input  and  added  to  other  signals  multiplied  by  

the corresponding weighting  factors [16]. The weights 

are positive or negative real numbers. 

The operation of an artificial neuron (Fig. 2) comprises 

the following steps [3]: 

  The signals are presented as inputs (X1 to Xm); 

  Each signal is multiplied by a weight  (Wk), which 

indicates its influence in the output unit; 

  All signals are weighted and added producing a 

level of activity (Uk); 

  The activation function f(Uk) limits the output and 

introduces non-linearity in the model; 

  The bias (bk) aims at increasing or decreasing the 

influence of the value of the inputs; 

  The bias is like an input of constant value equal to 1, 

multiplied by a weight equal to bk. 

 

Figure 2. Model of an artificial neuron. 

The activation function can be in various forms, 

generally non-linear. The four more commonly used 

activation functions are Binary (Step), Linear (Slope), 

Sigmoid (Logistic) and Tanh (Hyperbolic tangent). 

The architecture of neuronal networks is typically 

organized in layers with units that can be connected to the 

units in the following layer (Fig. 3).  

 

Figure 3. Basic architecture of an ANN. 

Fig. 4 shows a typical network with multiple layers. 

The input layer corresponds to the independent variables. 

The hidden layers can be numerous, and normally the 

number of hidden layers increases with the increasing 

number of input units and the complexity of the problem. 

Too many hidden units can lead to over-training and too 
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few can result in low precision models.  The output layer 

can have one or mode output units, and corresponds to 

the dependent variables [17]. 

 

Figure 4. Architecture of a multilayer ANN. 

Fig. 5 shows the structure of a multi-layer feed forward 

network developed with the software MATLAB. The 

ANN has an input layer, an output layer and a hidden 

layer, with variable number of neurons. This net aims to 

compute in an intelligent way the complex 

interconnections of neurons, which are the constitutive 

units of  ANN [18]. Just like in the case of biological 

neurons, artificial neurons receive one or more inputs and 

sum them to generate an output. This is done by means of 

an activation function. The network receives a number of 

inputs and is told about the targeted outputs.  

 

Figure 5. Example of ANN structure 

There are three stages in the processing by the network, 

which include: train, validation and test. Typically, about 

70% of the experimental data is used for training, 15% 

for  validation,  and  the rest of the data for testing, all 

selected randomly from the set of experimental data 

available [19].   

Initially, random initial weights are attributed to each 

of the inputs to start the first step. Then, a Levenberg-

Marquardt backpropagation training algorithm will 

induce changes in the weights to adapt them to the best 

solution. Hence, the training will come to an end when 

satisfactory results are achieved. At this stage the results 

move in the forward direction from the hidden layer 

towards the output layer, which has a linear activation 

function. The validation is carried out, by adjusting the 

combination through a number of iterations, so as to 

generate reasonable parameters for the learning algorithm. 

Finally, the network is tested in order to assess its 

prediction accuracy, by calculating the mean squared 

error (MSE) [4]. 

IV. APPLICATION OF ANN TO FOOD PROCESSES 

A. Drying 

The application of ANN to a large range of fields was 

described in the scientific literature for modelling and 

prediction in energy-engineering systems. Tripathy and 

Kumar [20] used an ANN approach to predict the product 

temperature during solar drying of foodstuffs, using data 

from the solar drying of potato to develop the ANN 

model. They concluded that optimal neural network was 

achieved with 4 neurons, logsig transfer function and 

trainrp (back propagation algorithm), based on lowest 

error calculations. 

Also Azadbakht and Icier [21] applied ANN to model 

the energy and exergy parameters in fluidized bed drying 

of potato samples. Besides, the ANN model allowed 

simulating the thermodynamics of the drying process.  

Nazghelichi et al. [22] optimized an ANN 

configuration for the fluidized bed drying of carrots. A 

multi-layer feed forward ANN was used to correlate the 

outputs (energy and exergy) to the four exogenous inputs 

(drying time, drying air temperature, carrot cubes size 

and bed depth). The configuration showed the lowest 

MSE for the following conditions: 28 neurons in the 

hidden layer; momentum coefficient equal to 0.66; step 

size of 0.35; number of training epochs 2877; and 3 

training times. The energy and exergy were predicted 

with values of the determination coefficient greater than 

0.97. 

Momenzadeh et al. [23] applied ANN modelling to the 

drying of shelled corn in a fluidized bed assisted with 

microwave (MW) heating, in the temperature range from 

30 to 60 ºC and MW power from 180 to 900 W. The 

ANN configuration possessed 170 neurons and the results 

indicated that a network with the Tansig (hyperbolic 

tangent sigmoid) transfer function and trainrp (resilient 

back propagation) algorithm allowed the most accurate 

predictions. 

Khazaei et al. [24] used applied machine vision and 

ANN for modelling and control of the grape drying 

process with real-time prediction of moisture content. 

The most suitable ANN was achieved with three layers: 

input layer with 4 nodes (units), one hidden layer with 5 

nodes and one output layer with 1 node. 

Aktaş et al. [25] evaluated the performance and 

modelled the drying of bay leaves in a closed-loop heat 

pump dryer, by means of ANN. The back-propagation 

learning algorithm with Levenberg–Marquardt and Fermi 

transfer function were used in the network, which 

demonstrated a high coefficient of determination (0.996).  

Karimi et al. [26] also used ANN to select the 

optimum drying conditions for the convective drying of 

mugwort leaves. The input variables were air temperature, 

air velocity and drying time, and the output variables 

were the moisture content, drying rate, and energy and 

exergy efficiencies. 

Çakmak and Yıldız [27] developed a feed forward 

ANN predictive model for the drying kinetics of seedy 

grapes, which showed good performance in estimating 

the drying rates. The configuration had 10 neurons and 

hyperbolic tangent sigmoid activation function with 

Levenberg–Marquardt optimization technique. 
Movagharnejad and Nikzad [28] studied the 

experimental drying of tomatoes in a tray drier, by 

varying the process parameters heating power and air 
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flow rate, and the data were used to model the process by 

ANN. Their work clearly indicated that the ANN model 

described the drying behaviour more accurately when 

compared to empirical correlations. Furthermore, they 

concluded that the major advantage of ANN models over 

empirical equations, besides accuracy, was their 

generalizing applicability. ANN models can describe a 

range of experiments while the empirical equations are 

only valid to a specific experiment. 

Hernández [29] optimized the operating conditions for 

heat and mass transfer during drying of food products by 

ANN, and concluded that it was suitable to determine the 

optimal parameters during the drying of mango and 

cassava. 

B. Extraction and Separation Techniques 

The kinetics of extraction of essential oils from 

tarragon using ultrasound pre-treatment was modelled 

with ANN by Bahmani et al. [30]. They generated a 

three-layer perceptron network with an error back-

propagation algorithm to predict the extraction. The input 

variables considered were ultrasound power, sonication 

time, extraction time and their interactions, and the output 

addressed was the extraction yield. 

Ameer et al. [31] used ANN to optimize microwave-

assisted extraction of natural sweeteners from stevia 

leaves. They concluded that ANN can reliably model the 

process as compared to RSM, showing higher predictive 

and estimation capabilities. 

Also Simić et al. [32] optimized the microwave-

assisted extraction of total polyphenols from chokeberries 

by means of ANN, which had 1 input, 1 hidden and 1 

output layers. The input layer had 3 neurons (ethanol 

concentration, microwave power, extraction time). The 

output layer had one neuron (yield of polyphenolic 

compounds). The use of the ANN with the Levenberg–

Marquardt (LM) included training (70% of the data), test 

(15% of the data) and validation (15% of the data). 

The supercritical extraction of bioactive compounds 

[8], 

who performed the process optimization by ANN. The 

developed model had 3 input variables (pressure, 

temperature and CO2 flow rate) and one output (initial 

slope obtained from the kinetic model, which was chosen 

as a response for the optimization). 

C. Extrusion 

Cubeddu et al. [33] used ANN chains for configuration 

and control of food extrusion. They aimed to optimize the 

process variables (inputs: screw speed and water content) 

having in mind some desired product characteristics 

(outputs). 

Shankar and Bandyopadhyay [34] used a 

backpropagation ANN model to predict the properties of 

extrudates of fish muscle/rice flour blend produced by 

extrusion cooking. 

D. Fermentation 

León-Roque et al. [35] applied ANN to develop a 

quantitative model to predict fermentation in cocoa beans 

based on colour measurements. The colour coordinates of 

the beans surface and extracts were used as predictors in 

the ANN model. In this way, a simple image based 

quantitative procedure, using colour measurement and 

ANN, was developed as a low-cost and in situ procedure 

for easy prediction of the fermentation index of cocoa 

beans, through apps developed for mobile devices. 

E. High Pressure Processing 

High pressure processing (HPP) is a technology used 

in the food industry, which has proven very adequate and 

offers many important advantages when compared to 

thermal processing. However, the results obtained after 

HPP treatment depend both on the pressure and 

temperature used during the treatment. In this way, 

Torrecilla et al. [36] modelled the thermal behaviour of 

foods during HPP by ANN, in order to predict process 

parameters involved in thermal/pressure food processing. 

The ANN input variables included: applied pressure, rate 

of pressure increase, set point temperature, temperature of 

the HPP container and ambient temperature. The ANN 

used was a perceptron model also known as back-

propagation perceptron. The configuration included one 

input, one hidden and one output layers. 

F. Powder Technology 

Benković et al. [37] applied ANN to model the 

changes in physical and chemical properties of cocoa 

powder mixtures during agglomeration. The cocoa 

powder mixtures contained cocoa powders with different 

fat concentrations and several sweeteners. For the ANN 

model the input variables considered were agglomeration 

conditions and mixture composition, while the output 

variables were the physical and chemical properties of the 

mixtures. The performance of the model was fair, with 

high values of the determination coefficient (training: R
2
 

= 0.969; test: R
2
 = 0.945; validation: R

2
 = 0.934). 

V.  APPLICATION OF ANN  IN  FOOD QUALITY AND 

PROPERTIES  

A. Chemical Composition and Nutrients 

Guiné et al. [38] used ANN modelling to predict 

antioxidant activity and total phenolic compounds content 

in bananas which were submitted to different drying 

processes. Their results allowed concluding that the 

evaluated properties were greatly affected by drying, but 

hot air drying induced more changes when compared to 

lyophilization.  

Also Musa et al. [39] predicted with accuracy the 

antioxidant activity of several food products (cinnamon, 

clove, mung bean, red bean, red rice, brown rice, black 

rice and tea extract). Their work allowed concluding that 

the application of ANN was in accordance with the 

experimental spectrophotometric procedure, allowing to 

save time and reagents.  

Cimpoiu et al. [40] also used ANN to predict the 

antioxidant activity in teas, in order to characterize and 

classify them. Hence, two types of ANN based 

applications were formulated: one for predicting the 

antioxidant activity and the second to classify the teas. 
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Santos et al. [41] applied ANN to detect 13 bioactive 

phenolic compounds in guava, and it showed good 

discriminating ability for ripe and unripe fruits. 

The moisture content of food products during drying 

was predicted by Topuz [42] by means of ANN. In his 

work, ANN allowed estimation of the drying 

characteristics of agricultural products like hazelnut, bean 

and chickpea. The ANN was trained through the back 

propagation algorithm. The results showed fairly good 

agreement between predicted results and the experimental 

data. Furthermore, the statistical parameters used to 

evaluate the model accuracy (mean relative error and 

mean absolute error), were acceptable. 

Also Mohebbi et al. [43] conducted a similar study 

about predicting the moisture content in bananas 

submitted to pre-treatments of osmosis and ultrasound 

before drying in the temperature range from 60 to 80 ºC, 

using ANN. The optimum configuration contained 7 

neurons in the first hidden layer and 10 in the second, and 

it was able to predict moisture content of the dried banana 

with R =  0.94. 

Lertworasirikul and Tipsuwan [44] estimated by ANN 

the moisture content and water activity of semi-finished 

cassava crackers obtained from drying in the temperature 

range from 50 to 80 ºC. The network comprised 9 hidden 

nodes and used a logarithmic sigmoid transfer function in 

the first layer. The regression coefficient was 0.991. 

Eim et al. [45] used ANN for the optimization of the 

added amount of dietary fibre from carrot into a dry 

fermented sausage, having in mind the product quality by 

limiting the values of some physical-chemical and 

textural properties. 

B. Texture and Rheology 

Considering that firmness is one of the most important 

properties of fresh fruits, and is highly connected with 

shelf-life, Torkashvand et al. [2] used ANN models to 

develop predictive methods for fruit firmness of kiwis. 

Their results seemed to indicate that the ANN model 

showed better potential in determining the relationship 

between firmness and nutrients concentration, when 

compared to the predictive capacity of multiple linear 

regression. 

Vásquez et al. [46] applied ANN to predict hardness of 

cheese during the maturation process, and their work 

allowed verifying that it had slightly better performance 

when compared to partial least squares regression models. 

The viscoelastic behaviour of pomegranate was 

investigated by Saeidirad et al. [47] and modelled 

through ANN.    The neural estimation model was built to 

predict pomegranate stress relaxations, and was seen as 

an alternative to the Maxwell model. 

C. Colour 

Nadian et al. [48] used ANN models to evaluate the 

changes in colour of apple slices submitted to drying with 

hot air circulating at 1–2 m/s, in the temperature range 

from 50 to 70 ºC. Their objective was to use a computer 

vision system complemented with ANN as a non-invasive, 

low cost, and easy method for fast and in-line assessing 

and controlling the colour and moisture changes in food 

during drying. They concluded that the tested approach 

was successful to track and control apple slices’ colour 

changes in real time, thus allowing to obtain better 

quality products. 

D. Thermal Conductivity 

The thermal conductivity of food products is necessary 

in process calculations in which heat transfer is involved. 

This thermal property of foods is influenced by the 

product composition, structure, and processing conditions. 

The thermal conductivities of foods are very complex 

when considered below and above freezing point. 

Rahman et al. [49] used ANN to develop thermal 

conductivity prediction models for various fruits and 

vegetables.  

E. Classification and Quality Control 

Lai et al. [4] modelled by ANN the electrostatic 

separation for roll-type separator initially conceived for 

assuring security ion the food industry, like for example, 

to remove hairs or waste straws during packaging process.  

In the work by Wang et al. [50] ANN was used for 

food quality evaluations. The supply chain quality 

evaluations establish the firm’s quality management 

process, and when they fail the safety incidents are more 

frequent. They proposed an improved food traceability 

system that allows forward and diverse tracing 

complemented with real-time evaluation of food quality 

along the supply chain making it possible for consumers 

to assess that information, and therefore trust the 

companies providing the food products. Their results 

indicated that the improved traceability system performed 

well in food quality assurance and evaluation. 

Furthermore, implications of the proposed approach were 

also discussed. 

ANN classifiers have been successfully implemented 

for several tasks related to quality inspection and 

classification for various food products. Dębska and 

Guzowska-Świder [9] described the use of ANN for the 

classification of beer samples according to their quality 

grade. 

Rocha et al. [51] applied a feed-forward ANN 

configuration to assess and quantify the fraudulent 

adulteration of milk by addition of whey. 

The authentication and origin of extra-virgin olive oil 

cultivars constitutes a challenge and the development of 

efficient and accurate methods to perform it is difficult 

due to a wide range of variables that influence the olive 

oil properties (e.g., multiplicity of varieties, pedo-climatic 

aspects, as well as production and storage conditions). In 

their study Binetti et al. [52] applied ANN on several 

analytical datasets to achieve that goal, with accuracies 

over 99% in some cases. 

Oladunjoye et al. [53] used ANN for the prediction of 

bacterial growth on fresh-cut foods (tomatoes and carrots) 

treated with bactericide agents (bacteriophage and 

sucrose monolaurate). The prediction with logistic 

activation function showed the highest positive 

correlation between predicted and observed values with 

R20.9, hence offering an adequate prediction capacity 

for phage biocontrol of pathogens in fresh foods. 
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Peaches under cold storage can develop chill damage, 

leading to deterioration in texture and loss of juice. Hence, 

to maximize fruit quality, Pan et al. [54] established a 

hyperspectral imaging system to detect cold injury, and 

developed an ANN model. Their work confirmed the 

viability of hyperspectral reflectance imaging for 

identifying cold injury, since the ANN prediction models 

for quality characteristics presented high correlation 

coefficients, varying from 0.698 to 0.903. 

VI. CONCLUSION 

The ANNs have proven to be particularly adequate to 

solve many different problems in the food processing, 

food engineering and food properties domains. Therefore 

its usage has become quite frequent and in general the 

results obtained consubstantiate the fact of being a 

powerful tool, very practical and low resource consuming.  
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