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ABSTRACT 
 

The large strain fracture of non-linear complex solids concerns a wide range of applications, such 
as material forming, food oral processing, surgical instrumental penetration as well as more 
recently, the design of biodegradable composites for packaging and bio-medical use. Although 
computer simulations is a powerful technology towards understanding and designing such 
processes, modelling ductile fracture in soft natural composites imposes a new challenge, 
particularly when the fracture patterns cannot be pre-defined. Here we bring to light new 
information on these aspects of benefit to the multidisciplinary community, by characterising and 
modelling the deformation and fracture of short cellulose fibre starch extruded composites. 
Hyperviscoelastic-Mullins damage laws show merits in modelling such complex systems. Yet they 
are inferior to a viscoplastic-damage law able to capture exactly their highly non-linear, rate 
dependent and pressure dependent pseudo-plastic stress-strain response. It also predicts fracture 
based on experimental toughness values without pre-specifying the crack path in a Finite Element 
(FE) model, displaying superiority over the conventional cohesive zone approach. Yet, despite 
using a toughness parameter to drive crack propagation, spurious mesh dependency is still 
observed while other previously unreported sources of error imposed by the finite element aspect 
ratio are also highlighted. The latter is rectified by developing a novel numerical strategy for 
calculating the characteristic element length used in the damage computations. Inherent mesh 
dependency is however not resolved, suggesting that non-local damage models may be essential 
to model this newly investigated class of natural composites.  
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1 Introduction 
 

     An emerging field in material science and engineering is the design of renewable biodegradable 
plastics/composites for packaging (Majeed, Jawaid et al. 2013) as well as bio-medical use (Cai, 
Zhang et al. , Fernandes, Pires et al. 2013). This owes to requirements for low manufacturing costs, 
shortage of petroleum sources, and to the unique physicochemical and thermo-mechanical 
characteristics of polymers (Zakaria, Muhammad et al. 2017). Furthermore, developing bio-
degradable plastics/composites is of critical importance to the community, as synthetic materials 
do not degrade into soil causing environmental problems with direct impact on human health (Ali, 
Unnikrishnan et al. 2013). In this regard, environmentally friendly materials such as starch now 
receive considerable attention (Hbib, Guessasma et al. 2011, Majeed, Jawaid et al. 2013, Zakaria, 
Muhammad et al. 2017). Starch is a versatile polymer, abundant in nature, which can be processed 
and/or reinforced to modify its mechanical strength and hydration properties in order to serve as a 
packaging (Taguet, Bureau et al. 2014), self-healing (Voyiadjis, Shojaei et al. 2011) and shape 
memory material (Meng and Li 2013), not least as a main ingredient in commercial food products 
(Skamniotis, Patel et al. 2016). Moreover, starch displays a high biocompatibility and solubility 
profile which makes it useful for various biomedical-pharmaceutical applications (Zhao, Yao et 
al. 2015) such as bone replacement and carriage of drugs for controlled delivery of bioactive agents 
(Zakaria, Muhammad et al. 2017). These are technologically demanding applications which cannot 
afford to rely on empirical knowledge/design. This has increased the need for computational 
modelling tools to aid in both understanding and optimising such processes, particularly when 
biological systems are difficult to access in-vivo (Jin 2014).  
      However, although modern commercial FE software (Simulia 2013) and other advanced 
multiscale modelling techniques (Digimat 2011) offer extensive material modelling capabilities, 
capturing the large strain response of complex, soft bio-composites such as cellulose fibre 
reinforced starch extrudates consists a new challenge (Chivrac, Gueguen et al. 2008, Guessasma, 
Sehaki et al. 2008, Madsen, Joffe et al. 2011), especially when complex damage/fracture patterns 
are involved. This is attributed to: 
• limited previous work on mechanical characterisation and material modelling of such systems, 
• limited applicability of available analytical/numerical micromechanical models for fibre 

reinforcement mechanisms as well as anisotropic constitutive models, due to a large 
uncertainty in the degree of fibre orientation and fibre-matrix interaction properties after the 
extrusion-cooking process takes place (Skamniotis, Patel et al. 2018), 

• inherent complex behaviour of extruded starch-fibre systems, associated with high non-
linearity, large energy dissipation and fracture toughness, as well as strong time dependency 
and stress state dependency (Guessasma, Sehaki et al. 2008, Bergstrom 2015, Skamniotis, 
Kamaludin et al. 2017),  

• and finally longstanding difficulties in modelling large strain fracture based on experimental 
fracture toughness values without predefining the crack path (Hedjazi, Guessasma et al. 2011, 
Mohammed P. Afandi, Charalambides et al. 2013, Oldfield, Dini et al. 2013).   

     Our work aims to provide a fundamental step forward towards addressing the above challenges, 
by using an isotropic continuum damage mechanics coupled with a fracture mechanics approach. 
Although from a material modelling point of view a simplistic approach is employed, yet this is a 
necessary step for the newly investigated materials considered here, before introducing additional 
complexity i.e. anisotropic plasticity and anisotropic damage. Consequently, emphasis is here 
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given on the applicability of various available constitutive law theories and numerical strategies to 
starch-fibre extruded soft composites.  
     To start with, the hyperviscoelastic laws combined with Mullins effect have shown merits in 
predicting challenging constitutive stress-strain behaviours (Hagan 2009, Ayoub, Zaïri et al. 2014, 
Su, Yang et al. 2016, Wheatley, Morrow et al. 2016, Mohammed P. Afandi, Wanigasooriya et al. 
2017, Wang and Chester 2017). They have been also successfully coupled with cohesive traction-
separation laws originated from fracture mechanics principles, to model material separation along 
a cohesive layer based on experimental fracture toughness, 𝐺𝐺𝑐𝑐 (kJ/m²), values (Gao and Bower 
2004, Mohammed P. Afandi, Charalambides et al. 2013, Oldfield, Dini et al. 2013, Arora, Tarleton 
et al. 2015). However, this has been possible upon insertion of special purpose cohesive elements 
in an FE mesh, assuming a prior knowledge of the fracture path, which is not true in various 
applications i.e. when multi-axial loading and complex geometries are involved (Skamniotis, Patel 
et al. 2016). More recently, the adaptive or automatic insertion of multiple cohesive elements in a 
mesh has been shown to provide solutions in predicting arbitrary fracture paths (Paulino, Celes et 
al. 2008, Oldfield, Dini et al. 2010, He and Li 2012, Oldfield, Dini et al. 2013, Ponnusami, 
Turteltaub et al. 2015, Shor and Vaziri 2015, Wang, Zhang et al. 2016). However, the approach 
requires considerable effort to implement while its applicability and computational cost are 
limiting factors for large FE models, particularly when these involve large deformations (Harrison, 
Cleary et al. 2014, Skamniotis, Elliott et al. 2017). 
     On the other hand, these limitations do not seem to be a concern when separation is modelled 
by allowing any element in an FE mesh to undergo damage and subsequent element deletion based 
on continuum damage mechanics concepts (Abendroth and Kuna 2006, Badreddine, Saanouni et 
al. 2010, Belnoue, Garnham et al. 2010, Xue, Pontin et al. 2010, Smojver and Ivančević 2011, 
Hambli 2013, Mohammed, Charalambides et al. 2014, Skamniotis, Patel et al. 2016). This enables 
predicting challenging deformation and damage phenomena, including complex material 
separation patterns (Badreddine, Saanouni et al. 2010, Lee, Steglich et al. 2017, Skamniotis, Elliott 
et al. 2017) and surface erosion (Lv, Huang et al. 2015). The advantage of this approach over the 
cohesive zone technique is that constitutive laws governing the undamaged material behaviour are 
coupled with damage laws in the same FE material model definition (Simulia 2013).  
      A great deal of work has been devoted to developing such models in order to combine the 
constitutive elasto-plastic material behaviour with the progressive stiffness degradation and 
subsequent fracture due to the nucleation, growth and coalescence of voids/microcracks as well as 
other damage processes (Zaïri, Naït-Abdelaziz et al. 2008, Haddag, Abed-Meraim et al. 2009, Bai 
and Wierzbicki 2010, Luo and Wierzbicki 2010, Xue, Pontin et al. 2010, Vignjevic, Djordjevic et 
al. 2012, Pack, Luo et al. 2014, Rousselier and Luo 2014, Safaei, Lee et al. 2015, Lawrimore II, 
Francis et al. 2016, Cheng and Ghosh 2017). Basaran and Yan (Basaran and Yan 1998) were the 
first to correlate these damage processes with entropy production rate in order to introduce damage 
evolution functions derived from statistical thermodynamic principles. Since then, thermodynamic 
models have been developed further to describe damage in a range of solids based on physical 
parameters (Voyiadjis, Shojaei et al. 2011, Yao and Basaran 2013, Alfano and Musto 2017), 
whereas other empirical/phenomenological damage models have also found extensive use (Shutov, 
Silbermann et al. 2015). Voyiadjis et al. (Voyiadjis, Shojaei et al. 2011) constructed a 
mathematical framework which incorporates the elastic, plastic, damage as well as 
recovery/healing components of the uniaxial compression response in shape memory polymers. 
Alinaghian et al. (Alinaghian, Asadi et al. 2014) presented an FE model predicting the effect of 
pre-strain on void growth and ultimate fracture. On the other hand, Rousselier et al. (Rousselier 
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and Luo 2014) report on fracture FE simulations between varying stress states applied in 
aluminium specimens based on a void damage coupled with the Mohr-Coulomb material model, 
while Pack et al. (Pack, Luo et al. 2014) used a similar material model to predict complex crack 
initiation and propagation patterns in modified compact tension specimens and highlighted the 
effect of mesh refinement on the results. Recently, Lee et al. (Lee, Steglich et al. 2017) took into 
account both the stress state dependence of fracture strain as well as material anisotropy in order 
to simulate the ductile fracture of magnesium alloys without previous knowledge of the crack 
patterns.  
     However, the former studies reported numerical results highly sensitive to the mesh density 
when the classical continuum local damage approach is applied (Abu Al-Rub and Voyiadjis 2009). 
This is because the absence of a physical material length scale, ℓ, as a localization limiter implies 
that when damage and/or yielding initiates, the width of the localised deformation is subject to the 
size (or length) of the finite elements, 𝐿𝐿𝑐𝑐ℎ, used in the mesh (Voyiadjis and Dorgan 2004). This 
issue has been under intensive research over the last three decades and has been tackled through 
various numerical strategies (Abu Al-Rub and Voyiadjis 2009, Badreddine, Saanouni et al. 2010, 
Verhoosel, Scott et al. 2011, Vignjevic, Djordjevic et al. 2012, Rousselier and Luo 2014, 
Vignjevic, Djordjevic et al. 2014), amongst them the most popular are the nonlocal integral 
weighted average approach (Ferrara and Prisco 2001) and the gradient-enhanced approach (Abu 
Al-Rub and Voyiadjis 2009) originally proposed by De Borst et al. (De Borst and Mühlhaus 1992). 
The latter involves calculating a nonlocal damage variable upon which the damage state at a 
material point/element is influenced by the state of its neighbouring elements. This ensures that 
damage is encountered in a number of elements within a zone of which the dimensions are 
determined by ℓ and not by 𝐿𝐿𝑐𝑐ℎ. For example, in crystalline systems ℓ has been related to grain 
size while in composites it is associated with the size of inclusions (Al-Rub and Kamel 2004). 
However, experimental 𝐺𝐺𝑐𝑐 values have been rarely used and/or related to ℓ in the literature, in 
order to model crack propagation through the non local damage technique based on a 𝐺𝐺𝑐𝑐 criterion. 
This could be due to 𝐺𝐺𝑐𝑐 not being a critical parameter for damage in metal processes, potentially 
due to a less significant energy required to create new surface areas compared to the energy 
involved in plastic flow. On the other hand, the opposite is the case in biological materials, natural 
composites and generally soft solids (Ji and Gao 2004, Tanaka 2007, Launey and Ritchie 2009, 
Barthelat and Rabiei 2011, Bhattacharjee, Barlingay et al. 2013, Zhang, Lin et al. 2015, Lavagna, 
Massella et al. 2018), especially in the starch-fibre systems studied here where 𝐺𝐺𝑐𝑐 has been recently 
highlighted as a major determinant of fracture (Skamniotis, Kamaludin et al. 2017). Consequently, 
the implementation of a strict 𝐺𝐺𝑐𝑐 criterion, determined by experiments, is of particular importance 
in this investigation. In other words, emphasis is given on modelling fracture through a unified 
damage mechanics-fracture mechanics approach. 
     In order to address the above, it is useful to recognise that the inherent unacceptable mesh 
dependency imposed by conventional local damage models has been mainly associated with the 
use of strain softening laws (Abu Al-Rub and Voyiadjis 2009, Le, Marigo et al. 2018). Instead, 
much less work has focused on using a 𝐺𝐺𝑐𝑐 driven softening law, such that softening evolves as a 
function of element elongation (Arefi, van der Meer et al. 2018, van Dongen, van Oostrum et al. 
2018), also widely referred as effective element displacement. The latter approach was originally 
introduced by Hilleborg et al. (Hillerborg, Modéer et al. 1976) in order to unify the fracture 
mechanics and damage mechanics theories (van Dongen, van Oostrum et al. 2018). The law 
postulates damage evolution based on a consistent energy dissipation per surface area regardless 
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of the finite element size i.e. similar to the cohesive zone approach, and is thus incorporated in 
commercial FE software (Simulia 2013) as a mesh independent measure for modelling crack 
propagation without specifying the crack path (Arefi, van der Meer et al. 2018). However, to which 
extent mesh dependency is in fact rectified has not been rigorously investigated, while the accuracy 
of this approach in predicting crack propagation for known 𝐺𝐺𝑐𝑐 values is not well established i.e. 
through validating by fracture experiments. Furthermore, mesh sensitivity related to other factors 
which do come into play in this approach i.e. element aspect ratio, is unexplored.   
     All these longstanding questions are tackled here, while the merits of damage models defined 
by a 𝐺𝐺𝑐𝑐 driven softening law in modelling the large strain fracture of soft bio-composites are also 
investigated. Bridging these knowledge gaps first, particularly in these newly investigated complex 
materials, was considered necessary prior to using alternative and more advanced non local 
damage approaches, as well as entropy based damage models. This is performed through 
mechanical characterisation and modelling of the stress-strain and fracture response of soft starch 
extrudates reinforced by short cellulose fibres; this composition is also being used in pet food 
applications (Skamniotis, Kamaludin et al. 2017). A description of the material and experimental-
numerical methods is firstly provided followed by a presentation of the relevant theory. Thereafter, 
new material model calibration techniques are developed for the hyperviscoelastic coupled with 
Mullins damage and viscoplastic coupled with ductile damage models. These are fitted to the 
compression and tensile test data of the starch composite and the experimental-model match is 
discussed and compared. Thereafter, the merits of the viscoplastic with ductile damage law in 
predicting crack initiation and propagation based on a previously determined 𝐺𝐺𝑐𝑐 value (Skamniotis, 
Kamaludin et al. 2017) are studied by modelling an independent tensile fracture experiment. An 
extensive mesh sensitivity analysis is finally performed.  
    Our study identifies current implications related to modelling the complex behaviour of soft 
extruded starch bio-composites and presents new material constitutive law options. These laws are 
able to capture a wide range of different non-linear, time-dependent and stress-state dependent 
stress-strain responses including damage up to ultimate fracture. These are critical tools for the 
design of applications involving large strain fracture under multi-axial loading, particularly when 
the material 𝐺𝐺𝑐𝑐 parameter is critical. 
 
 
      

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

6 
 

2 Materials and methods 
 

2.1   Material  
 

     The material was extruded in the form of rectangular and square cross section profiles by Mars 
Petcare UK, with w/w composition: 47.5% starch (15−20 µm raw granule size), 2.5% cellulose 
fibres (200−500 µm length and 20−30 µm diameter) and 50% water. Previous experiments 
(Skamniotis, Patel et al. 2016) suggested insignificant anisotropy in the stress-strain response, yet 
with a potential directional dependency in 𝐺𝐺𝑐𝑐. The former was due to the absence of the fibre 
bridging mechanism at the crack tip during fracture when the material was stretched 
perpendicularly to the principal extrusion axis. However, for the purposes of this study, fracture is 
here only induced by stretching the material along the extrusion direction for which 𝐺𝐺𝑐𝑐 values are 
also available (Skamniotis, Kamaludin et al. 2017). The potential degree of fibre alignment to the 
extrusion axis was therefore not investigated. Moisture loss effects were prevented by keeping the 
samples sealed after production until testing. Ageing effects through starch re-crystallization 
(Moscicki, Mitrus et al. 2013) were eliminated by conducting all the tests consistently three weeks 
after production and within three consecutive days. A constant temperature of 20 °𝐶𝐶 and relative 
humidity of 50 % were maintained for all the experiments. 
 
 
 
2.2   Experimental  

 
2.2.1  Uniaxial tension & compression 

 
     The experimental procedure involves monotonic, stress relaxation as well as loading-unloading 
tests in both compression and tension using the cuboid (height x square edge = 13 x 8 mm) 
specimens shown in Figure 1(b) and the dumbbell (grip to grip length x width x thickness = 100 x 
12 x 5 mm) specimens displayed in Figure 1(a), respectively. The cuboid and dumbbell specimens 
were manually cut from the square and rectangular extrudate profiles, correspondingly, using 
specimen dies and a mechanical press (Skamniotis, Kamaludin et al. 2017). True tensile strain was 
calculated based on subsequent optical measurements of an original gauge length of 𝐿𝐿𝑜𝑜 = 40 mm 
which was marked on the dumbbells prior to the test. All the experiments reported in this 
manuscript were conducted via a single column Zwick Roell universal testing machine (1kN load 
cell capacity) with true strain rate control based on the predefined grip to grip original length of 
100 mm; serrated tensile grips ensured no grip-specimen slippage. Preliminary tests indicated that 
the true strain determined based on gauge length measurements is consistently only 3% larger than 
the true strain calculated based on the grip machine displacement data, while this difference was 
practically constant throughout each test. Therefore, it was reasonable to assume that the strain 
rates which were in fact applied in the gauge length were equal to the strain rates prescribed on the 
machine (selected strain rate values given in next paragraph). The compressive specimen 
dimensions are chosen based on results of a preliminary study of friction effects/barrelling on the 
stress-strain, 𝜎𝜎 − 𝜀𝜀, calculations; these indicated that a height over square edge ratio of 𝐿𝐿𝑜𝑜/𝐷𝐷𝑜𝑜 ≥ 
13/8 reduces sample-platen friction effects on the 𝜎𝜎 − 𝜀𝜀 results for strains up to 0.8, as suggested 
by Charalambides et al. (Charalambides, Goh et al. 2005). These effects are further minimised by 
attaching polyetrafluoroethylene (PTFE) sheets (0.5 mm thickness) on the platens and lubricating 
with silicon oil of 0.1 m²/s viscosity (see Figure 1(b)).  
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     Time dependency was studied through monotonic tests at the four constant true strain rates, 𝜀𝜀̇ = 
0.0001/s, 0.01/s, 0.1/s, 1/s, each repeated five times; each rate also provided a tensile failure 
strain, 𝜀𝜀𝑓𝑓(𝜀𝜀̇). Relaxation data were collected for absolute strains, 𝜀𝜀 = 0.1, 0.2, 0.5 in compression 
and 𝜀𝜀 = 0.03, 0.06, 0.08 in tension; these were held constant for twenty minutes while an initial 
𝜀𝜀̇ = 0.01/s ramp loading was applied. Two test repeats were used. Loading-unloading was 
performed at 𝜀𝜀 = 0.2, 0.5, 0.8 in compression and 𝜀𝜀 = 0.07, 0.2, 0.22 in tension, both performed 
at two rates, 𝜀𝜀̇ = 0.1, 1/s and using two test repeats. For force, 𝐹𝐹, and current specimen cross 
sectional area, 𝐴𝐴𝑖𝑖, the true (Cauchy) stress is obtained by: 
 

𝜎𝜎 =
𝐹𝐹
𝐴𝐴𝑖𝑖

                                                                               (1) 
 
while the true (Hencky) strain is given by:  
 

𝜀𝜀 = ln �
𝐿𝐿𝑖𝑖
𝐿𝐿𝑜𝑜
�                                                                           (2) 

 
where 𝐿𝐿𝑜𝑜 and 𝐿𝐿𝑖𝑖 are the original and current specimen length, respectively; note that length refers 
to specimen height in compression and gauge length in tension. Incompressibility was assumed 
based on a Poisson’s ratio, 𝜈𝜈 = 0.5 already found for this material (Skamniotis, Patel et al. 2016). 
The calculation of true strain based on grip machine displacement, 𝛿𝛿, was performed through 
Equation (2) by using 𝐿𝐿𝑜𝑜 = 100 mm and 𝐿𝐿𝑖𝑖 = 𝐿𝐿𝑜𝑜 + 𝛿𝛿.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
2.2.2  Microscopy analysis 
 
     Scanning Electron Microscopy (SEM) data, obtained via a Hitachi S-3400N equipment, also 
reveal how the microstructure evolves with deformation. This includes the in-situ SEM 
compression test (10kV, 56.8 mm, x60) displayed by Figure 1(c) on small cuboid specimens 
(height x square edge = 6 x 4 mm) with the aid of a micro-tester (200 N load cell capacity) and the 
post fracture SEM observations of specimens used in uniaxial tension (shown later in Figure 10). 
 
 

Figure 1. Experimental configurations: (a) uniaxial tensile dumbbell specimen, (b) uniaxial compression 
test, (c) in-situ SEM uniaxial compression test, (d) fracture experiment. 
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2.2.3  Fracture experiment  
 
     An additional fracture experiment, depicted in Figure 1(d), investigates the crack initiation and 
propagation behaviour. It resembles the double-edge-notched-tension (DENT) geometry but with 
blunt notches of 𝑅𝑅 = 1.75 mm radius. Specimens of 10x30x5 mm (length x width x thickness) are 
used (see Figure 1(d)) with a ligament length of 14 mm between the two notches; these are created 
via pushing a cylindrical cutting die across the specimen thickness. A displacement rate of 𝛿̇𝛿 = 
1000 mm/min is applied while the test is repeated five times and the average force-displacement, 
𝐹𝐹 − 𝛿𝛿, curve is computed.  
 

 
2.3  Numerical  

 
     The uniaxial tension and compression data are utilised to investigate the suitability of two 
relevant material models available in the literature. In addition, the 𝐹𝐹 − 𝛿𝛿 data of the fracture 
experiment are compared against the corresponding predictions of a viscoplastic-damage material 
model. This involves simulating the experimental deformation and fracture events based on a 
fracture toughness of 𝐺𝐺𝑐𝑐 = 0.93 kJ/m² previously determined for this material (Skamniotis, 
Kamaludin et al. 2017); the latter was found to be independent of rate.  
     The corresponding FE model involves the 3D mesh shown in Figure 2(a) simulating a quarter 
of the fracture specimen due to symmetry; this requires symmetry boundary conditions as denoted 
in Figure 2(a) and 2(b). A 3D model is used as it was not known whether plane strain or plane 
stress conditions prevail. The bottom surface is fixed while the top surface is constrained in all 
translations and rotations apart from the Y-axis along which the 𝛿̇𝛿 = 1000 mm/min condition is 
applied. The dynamic explicit analysis of the commercial FE software ABAQUS 2016 (Simulia 
2013) is used, based on the true material density 1410 kg/m2 and semi-automatic mass scaling 
with maximum target increment 𝛥𝛥𝛥𝛥𝑡𝑡 = 10-5 s, while ensuring that the total kinetic energy is less 
than 2% of the total internal energy such that inertia effects are insignificant (Skamniotis, Patel et 
al. 2016). A Poisson’s ratio of 𝜈𝜈 = 0.49 is used instead of the true 𝜈𝜈 = 0.5, due to numerical 
restrictions induced by the Explicit analysis (Simulia 2013).  
 
 

Figure 2. FE model of the verification test: (a) side view of the model mesh, (b) notch tip detail; the elements 
of the notch tip are highlighted in red and the different predefined field variables, 𝑓𝑓, are denoted. 



 

9 
 

    The mesh consists of 235420 3D stress-displacement reduced integration hexahedral linear eight 
node elements and two tie constraints: one between the coarse mesh region ‘3’ (see Figure 2(a)) 
(very low strains) and the less coarse region ‘2’, as well as one between region ‘2’ and the fine 
mesh region ‘1’ (large strains). A mesh sensitivity analysis is performed by varying the element 
sizes uniformly in region ‘1’ based on a characteristic element length parameter, 𝐿𝐿𝑐𝑐ℎ, in the range 
0.02 – 0.2 mm. The theoretical concept of 𝐿𝐿𝑐𝑐ℎ is also investigated by comparing the viscoplastic-
damage law single element simulation predictions based on two different 𝐿𝐿𝑐𝑐ℎ calculation methods. 
The following section describes the calibration of suitable material models. 
  

 
 
 
 
 

3 Material modelling 
 

3.1 Hyperviscoelastic-Mullins model  
 

     The Hyperviscoelastic-Mullins material model used here combines a second order Ogden 
hyperelastic law, Prony series and the Mullins damage effect, which respectively account for strain 
dependency, time dependency and strain history dependency in the computed global stress (Ayoub, 
Zaïri et al. 2014, Mohammed P. Afandi, Wanigasooriya et al. 2017). This can be concisely 
expressed by the following modified recursive formula developed based on the Generalized 
Maxwell Model (Goh, Charalambides et al. 2004): 
 

σ�𝜀𝜀𝑡𝑡𝑛𝑛+1 , 𝑡𝑡𝑛𝑛+1� =  𝜂𝜂�𝑔𝑔∞𝜎𝜎𝑜𝑜�𝜀𝜀𝑡𝑡𝑛𝑛+1�

+ �

⎝

⎜⎜
⎛
𝜎𝜎𝑖𝑖�𝜀𝜀𝑡𝑡𝑛𝑛 , 𝑡𝑡𝑛𝑛�𝑒𝑒

−𝛥𝛥𝛥𝛥𝜏𝜏𝑖𝑖 + 𝑔𝑔𝑖𝑖
�1 − 𝑒𝑒−

𝛥𝛥𝛥𝛥
𝜏𝜏𝑖𝑖 �

𝛥𝛥𝛥𝛥
𝜏𝜏𝑖𝑖

�𝜎𝜎𝑜𝑜�𝜀𝜀𝑡𝑡𝑛𝑛+1� − 𝜎𝜎𝑜𝑜�𝜀𝜀𝑡𝑡𝑛𝑛��

⎠

⎟⎟
⎞

              
𝑛𝑛

𝑖𝑖=1

(3) 

 

where σ�𝜀𝜀𝑡𝑡𝑛𝑛+1 , 𝑡𝑡𝑛𝑛+1� is the global stress at time 𝑡𝑡𝑛𝑛+1, 𝑛𝑛 is the total number of Maxwell elements, 
𝜏𝜏𝑖𝑖 is the relaxation time for each 𝑖𝑖 element, 𝑔𝑔𝑖𝑖 is the weighted contribution of each 𝑖𝑖 element to the 
global stress, 𝑔𝑔∞ is the contribution of the equilibrium (long-term) element to the global stress 
(𝑔𝑔∞ + ∑ 𝑔𝑔𝑖𝑖𝑛𝑛

𝑖𝑖=1 = 1), 𝛥𝛥𝛥𝛥 = 𝑡𝑡𝑛𝑛+1 − 𝑡𝑡𝑛𝑛 are finite time increments associated with strain dependent 
(instantaneous) stresses 𝜎𝜎𝑜𝑜�𝜀𝜀𝑡𝑡𝑛𝑛+1� and 𝜎𝜎𝑜𝑜�𝜀𝜀𝑡𝑡𝑛𝑛�, 𝜎𝜎𝑖𝑖�𝜀𝜀𝑡𝑡𝑛𝑛 , 𝑡𝑡𝑛𝑛� is the 𝑖𝑖 element stress and 𝜂𝜂� is the 
Mullins damage variable. A detailed description of the above terms and the underlining theory of 
hyperviscoelasticity and Mullins damage effect can be found elsewhere (Hurtado, Lapczyk et al. 
2013, Simulia 2013, Ayoub, Zaïri et al. 2014, Bergstrom 2015).  
     The strain dependent (instantaneous), 𝜎𝜎𝑜𝑜(𝜀𝜀), terms are computed assuming incompressibility 
based on the Ogden hyperelastic strain energy density function for uniaxial deformation in terms 
of the stretch ratio, 𝜆𝜆 = 𝑒𝑒𝜀𝜀, via: 
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𝜎𝜎𝑜𝑜(𝜆𝜆) =  �
2𝜇𝜇𝑖𝑖
𝑎𝑎𝑖𝑖

�𝜆𝜆𝑎𝑎𝑖𝑖 − 𝜆𝜆−
𝑎𝑎𝑖𝑖
2 �

𝑁𝑁

𝑖𝑖=1

                                                    (4) 

 
where 𝑁𝑁 is the order of the potential (𝑁𝑁 = 2 here), 𝑎𝑎𝑖𝑖, 𝐷𝐷𝑖𝑖 are material parameters and the terms 𝜇𝜇𝑖𝑖 
define the initial shear modulus, 𝜇𝜇 = ∑ 𝜇𝜇𝑖𝑖𝑁𝑁

𝑖𝑖=1 . Amongst a variety of other functions available, 
including the Mooney-Rivlin, Polynomial, Van der Waals, Arruda-Boyce, Marlow, Neo-Hookean, 
Yeoh (Simulia 2013, Bergstrom 2015), the Ogden function was found to give the best 
experimental-model fit for both compression and tension here.  
     The Ogden, Prony and Mullins material constants are determined by implementing Equation 
(3) in an MS Excel numerical solver (Generalized Reduced Gradient Nonlinear Engine) where the 
model predictions are matched with the test data via minimizing an experimental-model error 
variable (Hagan, Charalambides et al. 2011, Simulia 2013); a detailed description the method can 
be found in (Hagan 2009). Here, calibration involved five Prony terms (𝑛𝑛 = 5) from which the 𝑔𝑔𝑖𝑖 
terms were varied while the 𝜏𝜏𝑖𝑖 terms initially remained constant at 0.01, 0.1, 1, 10, 1000 s. At the 
end of the iterations, the 𝜏𝜏𝑖𝑖 terms were re-calibrated empirically to improve further the fit (Hagan 
2009, Mohammed P. Afandi, Charalambides et al. 2013).  
     Thereafter, the calibration of the Mullins parameters was performed independently based on 
the loading-unloading data. Specifically, 𝜂𝜂� introduces stress softening by scaling down the 
equilibrium (long term) response (see Equation (3)) by varying monotonically between 0 < 𝜂𝜂� ≤ 1 
depending on the current stored energy density 𝑈𝑈 and its maximum value, 𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚, over the entire 
deformation history based on the Ogden and Roxburgh form (Ogden and Roxburgh 1999): 
 

𝜂𝜂� = 1 −
1
𝑟𝑟
𝑒𝑒𝑒𝑒𝑒𝑒 �

𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑈𝑈
𝑚𝑚 + 𝛽𝛽𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚

�                                                         (5) 

 
where erf (𝑥𝑥) is the error function and 𝑟𝑟, 𝛽𝛽, 𝑚𝑚 are material parameters which dictate the degree of 
damage and associated hysteresis (Simulia 2013, Mohammed P. Afandi, Wanigasooriya et al. 
2017, Wang and Chester 2017); this only influences the unloading-reloading behaviour i.e. no 
stress softening occurs for monotonic straining and/or constant strain.  
     The Mullins effect is typical in filled rubbers, where the extent of filler-matrix de-bonding and 
other damage mechanisms depend upon the level of previously applied maximum strain and leads 
to reduction in global stress. The Mullins damage model however has also found applicability in 
predicting the unloading hysteretic large strain behaviour of unleavened bread dough during 
extrusion (Mohammed P. Afandi, Wanigasooriya et al. 2017). This model is also relevant here due 
to the presence of fibrous fillers within the starch matrix, as well as due to a micro-cracking damage 
mechanism which is found to evolve with strain, similar to the Mullins effect (to be shown later in 
section 4.1). 
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3.2 Viscoplastic-damage model 
 

3.2.1 Viscoplastic behaviour  
 

      In contrast to hyperviscoelasticity, the viscoplastic response implies rate dependent inelastic 
effects, such that beyond a yield onset stress, 𝜎𝜎𝑦𝑦0, plastic strains also evolve alongside elastic and 
viscous/creep strains (Bergstrom 2015). However, in the commercially available FE software the 
inclusion of viscous/creep strain components within a viscoplastic law typically compromises its 
compatibility with an additional damage law (Simulia 2013); thus these are assumed to be zero 
which implies a linear rate independent unloading response with slope equal to the elastic modulus, 
𝐸𝐸. The loading response here consists of a small initial purely elastic regime based on 𝐸𝐸, followed 
by a Mises rate dependent plastic behaviour. A similar viscoplastic approach was used by 
Mohammed et al (Mohammed, Tarleton et al. 2013) in modelling the constitutive response of 
starch contained in bread dough. The latter however was only calibrated based on compression 
data and thus did not account for pressure (stress state) dependency. Furthermore, it was not 
coupled with a damage law to model fracture. The innovation aspect here is the incorporation of 
both damage and pressure dependency which accounts for different 𝜎𝜎 − 𝜀𝜀 plastic behaviour 
between compression and tension. This was possible by introducing the stress triaxiality parameter, 
𝜂𝜂, parameter within the ABAQUS/Explicit user defined field subroutine, 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 (Simulia 
2013), defined as: 
 

𝜂𝜂 = −
𝑝𝑝
𝜎𝜎𝑒𝑒𝑒𝑒

                                                                         (6) 

 
where 𝑝𝑝 and 𝜎𝜎𝑒𝑒𝑒𝑒 are pressure and Von Mises/equivalent stress, respectively (Danas and Castañeda 
2012, Dunand and Mohr 2014, Lee, Steglich et al. 2017); the uniaxial compression, simple shear 
and uniaxial tensile states give 𝜂𝜂 = -1/3, 𝜂𝜂 = 0, and 𝜂𝜂 = 1/3, respectively. The law is finally 
expressed by 𝜎𝜎𝑒𝑒𝑒𝑒 = 𝜎𝜎 �𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒, 𝜀𝜀𝑝̇𝑝𝑒𝑒𝑒𝑒, 𝜂𝜂� and is calibrated by providing tabular 𝜎𝜎𝑒𝑒𝑞𝑞 − 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒 test data 

(𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒 is the equivalent plastic strain) for each equivalent plastic strain rate, 𝜀𝜀𝑝̇𝑝𝑒𝑒𝑒𝑒, for 𝜂𝜂 = -1/3 

(compression) and 𝜂𝜂 = 1/3 (tension); values between the tabular data are computed via linear 
interpolation during the FE analysis (Simulia 2013). The procedure involves converting the 𝜎𝜎 − 𝜀𝜀 
test data (Equations (1) and (2)) into 𝜎𝜎𝑒𝑒𝑒𝑒 − 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒 based on decomposition of total equivalent strain, 

𝜀𝜀𝑒𝑒𝑒𝑒, into an elastic, 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒, and plastic, 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒, component (Pyo and Lee 2010, Safaei, Yoon et al. 

2014):  

𝜀𝜀𝑒𝑒𝑒𝑒 = 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒 + 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒 ⇔  𝜀𝜀𝑝𝑝
𝑒𝑒𝑒𝑒

= 𝜀𝜀𝑒𝑒𝑒𝑒 −
𝜎𝜎𝑒𝑒𝑒𝑒
𝐸𝐸

                                            (7) 

 
while also assuming, 𝜀𝜀𝑝̇𝑝𝑒𝑒𝑒𝑒 ≈ 𝜀𝜀𝑒̇𝑒𝑒𝑒; this is true only for 𝐸𝐸 ≫ 𝜎̇𝜎𝑒𝑒𝑒𝑒 (via differentiating Equation (7)) 

which is satisfied here based on a 𝐸𝐸 = 50 MPa used for this material (shown later in section 4.2). 
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3.2.2   Damage behaviour  
 

     In contrast to the Mullins damage effect, the ductile damage law used here degrades the 
viscoplastic deviatoric stress tensor also under monotonic loading conditions, leading to complete 
loss of material load carrying capacity i.e. zero stress, which also enables modelling fracture 
(Simulia 2013). This is shown in Figure 3(a) by a typical viscoplastic-damage model behaviour 
for a single rate; four distinct parts are specified:  
 •  undamaged viscoplastic regime (a-b-c) based on a yield onset stress, 𝜎𝜎𝑦𝑦0, 
•  damage onset (c) at an equivalent strain, ε𝑒𝑒𝑒𝑒0,  
• damage evolution (c-d) based on surface energy dissipation/fracture toughness, 𝐺𝐺𝑐𝑐, 
•  element removal from the calculations once the material stiffness is fully degraded (d).  
 

 
 

In Figure 3(a), 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒0 is the equivalent plastic strain at damage onset, 𝜀𝜀𝑒𝑒𝑒𝑒𝑓𝑓 is the equivalent strain 

at failure, 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒, 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒 and 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 are respectively the equivalent strain, plastic equivalent strain and 

equivalent stress for an arbitrary point of the damage evolution regime, and 𝐷𝐷 is the scalar damage 
variable. On the other hand, 𝝈𝝈� and 𝜎𝜎𝑒𝑒𝑒𝑒 are respectively the effective (fictitious) stress tensor and 
corresponding effective equivalent stress in the absence of damage, such that during damage (c-d) 
the respective terms 𝝈𝝈 and 𝜎𝜎𝑒𝑒𝑒𝑒 are obtained through: 
 

  𝝈𝝈 = (1 − 𝐷𝐷)𝝈𝝈�  ⇒  𝜎𝜎𝑒𝑒𝑒𝑒 = (1 − 𝐷𝐷)𝜎𝜎𝑒𝑒𝑒𝑒                                                (8) 
 

where 𝐷𝐷 increases from 𝐷𝐷 = 0 at the onset of damage, up to 𝐷𝐷 = 1 at ultimate element failure. 
Several hypotheses have been widely adopted in the literature regarding the relation of strain 
components between the effective and the damaged states. For example, in the absence of 
plasticity, the strain equivalence hypothesis implies equal strains between the effective and damage 
states (Cicekli, Voyiadjis et al. 2007, Voyiadjis 2012), although the elastic energy equivalence 
hypothesis is generally rendered more realistic for describing damage processes e.g. void 

Figure 3. Typical viscoplastic-damage model response for a single element in tension at a single rate; (a) 
equivalent stress, 𝜎𝜎𝑒𝑒𝑒𝑒, versus equivalent strain, 𝜀𝜀𝑒𝑒𝑒𝑒, response; shaded area represents strain energy density 
dissipation, 𝑈𝑈𝑐𝑐 (mJ/mm³), discussed in section 4.3.5, (b) corresponding 𝜎𝜎𝑒𝑒𝑒𝑒 versus displacement, 𝑢𝑢, 
response; shaded area represents 𝐺𝐺𝑐𝑐 (kJ/m²) dissipation. 
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nucleation-growth-coalescence or micro-cracking (Voyiadjis and Kattan 1992, Al-Himairee 
2011). Nevertheless, here damage evolution is utilised to model macroscopic fracture based on 𝐺𝐺𝑐𝑐, 
and thus capturing the details of such damage microstructural mechanisms was not within the 
scope of this study; also note that the actual relations between the effective and damage state 
configurations in this material is completely unknown. Consequently, a simple approach is adopted 
by considering the effective constitutive response (beyond damage onset) perfectly plastic i.e. see 
constant 𝜎𝜎�𝑒𝑒𝑒𝑒 after point ‘c’ in Figure 3(a). For this condition, investigations through single element 
simulations of uniaxial tension indicated a common unloading strain, 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒, between unloading 

from 𝜎𝜎𝑒𝑒𝑒𝑒 and from 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒. This implies equal elastic and plastic strains between the effective and 
damage states.  
      Instead, a major concern was the comparison of damage based on mesh independent concepts 
against conventional strain softening damage models. In the latter, damage propagation through 
adjacent elements by principle depends on the respective element sizes, implying mesh 
dependency in the results (Simulia 2013, Pack, Luo et al. 2014, Rousselier and Luo 2014, 
Vignjevic, Djordjevic et al. 2014). This is because total energy dissipation in an element varies 
with element size for fixed 𝜎𝜎𝑒𝑒𝑒𝑒 − 𝜀𝜀𝑒𝑒𝑒𝑒 behaviour i.e. energy dissipation decreases as the mesh is 
refined (smaller elements). Instead, mesh independency is intended here by controlling 
degradation through the fixed equivalent stress-displacement, 𝜎𝜎𝑒𝑒𝑒𝑒 − 𝑢𝑢, law (Hillerborg, Modéer et 
al. 1976) depicted in Figure 3(b), in agreement with the concept of material fracture toughness, 𝐺𝐺𝑐𝑐 
(kJ/m²); the latter is equal to the triangular shaded area in Figure 3(b). The displacement, 𝑢𝑢, is 
calculated by introducing the characteristic element length, 𝐿𝐿𝑐𝑐ℎ, as a measure of the element size 
(Lapczyk and Hurtado 2007, Simulia 2013) such that: 
 

𝑢𝑢 = 𝐿𝐿𝑐𝑐ℎ𝜀𝜀𝑒𝑒𝑒𝑒                                                                      (9) 
 

𝐺𝐺𝑐𝑐 is then employed to compute the 𝑢𝑢 at which 𝐷𝐷 = 1, notated as 𝑢𝑢𝑓𝑓 (corresponding to 𝜀𝜀𝑒𝑒𝑒𝑒𝑓𝑓), based 

on: 

𝐺𝐺𝑐𝑐 =  � 𝐿𝐿𝑐𝑐ℎ𝜎𝜎𝑒𝑒𝑒𝑒𝑑𝑑𝜀𝜀𝑒𝑒𝑒𝑒 =
𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒

𝜀𝜀𝑒𝑒𝑒𝑒0
 � 𝜎𝜎𝑒𝑒𝑒𝑒𝑑𝑑𝑢𝑢

𝑢𝑢𝑓𝑓

𝑢𝑢0
                                           (10) 

 
Here, for a given 𝐺𝐺𝑐𝑐 and a linear stress degradation behaviour, 𝑢𝑢𝑓𝑓 is calculated by: 
 

𝑢𝑢𝑓𝑓 − 𝑢𝑢0 =
2𝐺𝐺𝑐𝑐
𝜎𝜎𝑒𝑒𝑒𝑒0

                                                              (11) 
 

and finally 𝐷𝐷 is updated via:   
𝐷̇𝐷 =

𝑢̇𝑢
𝑢𝑢𝑓𝑓 − 𝑢𝑢0

                                                                  (12) 
 

A 𝐺𝐺𝑐𝑐 of 0.93 kJ/m² is considered here as the true toughness for this material, determined recently 
(Skamniotis, Kamaludin et al. 2017) based on the Essential work of fracture (EWF) methodology. 
The latter involved a rigorous determination of the energy dissipated at the vicinity of the crack tip 
during crack propagation, while verifying that 𝐺𝐺𝑐𝑐 is independent of specimen geometry and size 
i.e. intrinsic material property. As a result, both the damage evolution law (Equation (11)) defined 
by 𝐺𝐺𝑐𝑐, as well as the damage onset criterion defined by the tensile failure strain, 𝜀𝜀𝑓𝑓(𝜀𝜀̇) (will be 
shown later in this section), are based on well-defined material properties.  
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     The ductile damage law defined in terms of stress-displacement, 𝜎𝜎𝑒𝑒𝑒𝑒 − 𝑢𝑢, is a new equivalent 
version of the traditional ductile damage law which has been established based on stress-plastic 
displacement terms (proof of equivalency is provided in the Appendix). It should be also noted 
that the isotropic damage employed via Equation (8) may not be true here, as crack propagation 
has been inherently associated with anisotropic softening processes (Ladani and Razmi 2009), 
particularly in fibre composites (Matzenmiller, Lubliner et al. 1995). In fact, near the crack tip, the 
material’s stiffness may degrade faster in the direction normal to the crack than in the direction of 
crack propagation, which can only be captured through using a damage tensor instead of the scalar 
𝐷𝐷 (Abu Al-Rub and Voyiadjis 2009). However, whether this is indeed the case here was difficult 
to verify, while no relevant literature exists for this material. Consequently, isotropic damage was 
judged sufficient for the purposes of this study. 
    On the other hand, the effect of damage isotropy on the 𝐺𝐺𝑐𝑐 computations was considered. 
Specifically, based on Equation (11) and for a multi-axial mode of deformation, stress components 
with negative values (compressive stresses) would still contribute to the equivalent stress 𝜎𝜎𝑒𝑒𝑒𝑒 and 
hence 𝐺𝐺𝑐𝑐 too. The latter is incorrect and may lead to erroneous predictions. Therefore, here the 𝜎𝜎𝑒𝑒𝑒𝑒 
is replaced by the maximum principal stress, 𝜎𝜎1, and the 𝜀𝜀𝑒𝑒𝑒𝑒 is replaced by the maximum principal 
strain, 𝜀𝜀1, with corresponding values 𝜎𝜎10 and 𝜀𝜀10 at 𝐷𝐷 = 0 as well as 𝜎𝜎1𝐹𝐹 = 0, 𝜀𝜀𝐹𝐹 at 𝐷𝐷 = 1. This is 
achieved via the 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 subroutine in order to define the two field variables, 𝑅𝑅𝜎𝜎 and 𝑅𝑅𝜀𝜀, as 
shown below:  
 

(𝑎𝑎)            𝑅𝑅𝜎𝜎 =
𝜎𝜎𝑒𝑒𝑒𝑒0
𝜎𝜎10

                                                                                    

 (13) 

(𝑏𝑏)      𝑅𝑅𝜀𝜀 =
𝜀𝜀𝑒𝑒𝑒𝑒0
𝜀𝜀10

=
𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒
𝜀𝜀𝐹𝐹

                                                                             

 
 
as well as to modify the value of 𝐺𝐺𝑐𝑐 into 𝐺𝐺𝑐𝑐̆ via:  

 
𝐺𝐺𝑐𝑐̆ = 𝑅𝑅𝜎𝜎𝑅𝑅𝜀𝜀𝐺𝐺𝑐𝑐                                                                   (14) 

 
where 𝐺𝐺𝑐𝑐 is the fracture toughness in mode 𝐼𝐼; for a detailed derivation see (Skamniotis, Elliott et 
al. 2017). Consequently, Equation (14) gives 𝑅𝑅𝜎𝜎 = 𝑅𝑅𝜀𝜀 = 1, 𝐺𝐺𝑐𝑐̆ = 𝐺𝐺𝑐𝑐 = 0.93 kJ/m² for uniaxial 
tension (𝜂𝜂 = 1/3), and 𝑅𝑅𝜎𝜎 = √3, 𝑅𝑅𝜀𝜀 = 2

√3
, 𝐺𝐺𝑐𝑐̆ ≈ 1.82 kJ/m² for shear (𝜂𝜂 = 0), which may be related 

to fracture toughness in mode 𝐼𝐼𝐼𝐼 (in-plane shear) (Bárány, Czigány et al. 2010); the experimental 
determination of mode 𝐼𝐼𝐼𝐼 toughness in this material was found to be exceedingly challenging due 
to its highly compliant-dissipative behaviour.  
     The above development is concerned with damage evolution. Regarding damage onset, the 
current model allows for various criteria to be specified, such as when 𝜀𝜀𝑒𝑒𝑒𝑒0 depends on rate, 𝜀𝜀𝑒̇𝑒𝑒𝑒, 
and stress state in terms of 𝜂𝜂 (Bai and Wierzbicki 2010, Luo and Wierzbicki 2010, Rousselier and 
Luo 2014). Previous work in starch (Skamniotis, Patel et al. 2016) indicated that damage and 
subsequent element deletion for compressive states (𝜂𝜂 = -1/3) led to unreasonable material 
removal from an FE simulation. However, damage due to shear states (𝜂𝜂 = 0) gave accurate 
fracture predictions in a recent study (Skamniotis, Elliott et al. 2017). Consequently, shear is 
considered for damage alongside tensile states, leading to 𝜂𝜂 ≥ 0 as a necessary condition for 
damage onset to occur. The second necessary condition involves comparison of the maximum 
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principal strain, 𝜀𝜀1, that is encountered in an element against the experimental time/rate dependent 
tensile failure strain, 𝜀𝜀𝑓𝑓(𝜀𝜀̇), (section 2.2.1), leading to the final damage onset criterion illustrated 
in Figure 4. This is implemented again via the 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 subroutine (Simulia 2013) where based 
on time, 𝑡𝑡𝑓𝑓, elapsed from the beginning of strain application, 𝜀𝜀𝑓𝑓(𝜀𝜀̇) is updated based on the 
following empirical form introduced in (Skamniotis, Elliott et al. 2017) which is found to describe 
well (𝑅𝑅2 = 0.97) the tensile test data: 

𝜀𝜀𝑓𝑓(𝜀𝜀̇) = Â ln�� 𝜀𝜀

𝑡𝑡𝑓𝑓

0

𝑑𝑑𝑑𝑑� + Ɓ                                                           (15) 

 
where Â (1/s) and Ɓ are calibrated material parameters (provided later in Table 2). Equation (15) 
implies that 𝜀𝜀𝑓𝑓(𝜀𝜀̇) in this material depends upon both the duration and level of strain applied over 
the entire deformation history.       

 
 

 
 
 
 
 
 
 
 
 

     Importantly, so far the analysis assumed unity element aspect ratios, 𝒜𝒜 = 1, which however is 
often not the case in FE modelling (Simulia 2013, Skamniotis, Patel et al. 2016). The effect of 𝒜𝒜 
on the damage law computations depends on the 𝐿𝐿𝑐𝑐ℎ calculation method; the one currently 
available in the literature (Simulia 2013) uses the geometric mean defined as the 𝑛𝑛𝑡𝑡ℎ root of the 
product of 𝑛𝑛 element lengths, 𝐿𝐿𝑖𝑖: 

𝐿𝐿𝑐𝑐ℎ =  ��𝐿𝐿𝑖𝑖

𝑛𝑛

𝑖𝑖=1

�

1
𝑛𝑛

= �𝐿𝐿1𝐿𝐿2 … 𝐿𝐿𝑛𝑛
𝑛𝑛                                                 (16) 

 
which implies that elements with large 𝒜𝒜 will exhibit a different damage evolution response. To 
mitigate this effect, a novel approach is developed here which specifies 𝐿𝐿𝑐𝑐ℎ as a function of element 
topology and loading direction through the ABAQUS/Explicit 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 subroutine 
(Simulia 2013). Specifically, the element dimension that undergoes the maximum tensile strain is 
identified and then used as the correct 𝐿𝐿𝑐𝑐ℎ in Equation (9), on the basis that 𝐺𝐺𝑐𝑐 dissipation is driven 
by tensile strains.  

Figure 4. Logical flow diagram of the damage onset criterion.   
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      The method is illustrated in Figure 5(a) through a typical 3D, 8-node element alongside the 
following thirteen element lengths, 𝐿𝐿𝑖𝑖, monitored: 𝐿𝐿𝑆𝑆1𝑆𝑆11, 𝐿𝐿𝑆𝑆2𝑆𝑆12, 𝐿𝐿𝑆𝑆3𝑆𝑆9, 𝐿𝐿𝑆𝑆4𝑆𝑆10, 𝐿𝐿𝑆𝑆5𝑆𝑆7, 𝐿𝐿𝑆𝑆6𝑆𝑆8 (across 
midpoints of parallel edges), 𝐿𝐿17, 𝐿𝐿28, 𝐿𝐿35, 𝐿𝐿46 (diagonals), 𝐿𝐿𝑁𝑁1𝑁𝑁2, 𝐿𝐿𝑁𝑁3𝑁𝑁4, 𝐿𝐿𝑁𝑁5𝑁𝑁6 (across centres of 
opposite faces); the coordinates of centres of faces and midpoints of edges are computed based on 
known nodal coordinates during the FE analysis. The use of a total of thirteen 𝐿𝐿𝑖𝑖 is proposed here 
to account for the unknown direction of the tensile strains relative to the orientation of each element 
during an FE analysis. This involves calculation of the 𝐿𝐿𝑖𝑖 at the beginning of the analysis (𝑡𝑡 = 0) 
and when damage onset occurs (𝑡𝑡 = 𝑡𝑡0) in order to identify the length associated with the 
maximum nominal tensile strain, 𝜀𝜀𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚, given by: 

 

𝜀𝜀𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 = max �
𝐿𝐿𝑖𝑖𝑡𝑡=𝑡𝑡0 − 𝐿𝐿𝑖𝑖𝑡𝑡=0

𝐿𝐿𝑖𝑖𝑡𝑡=0
�                                                           (17) 

  
Thereafter, the original value of the identified length is assigned to the characteristic element length 
(𝐿𝐿𝑐𝑐ℎ = 𝐿𝐿𝑖𝑖𝑡𝑡=0) and is kept constant until element deletion.  
     The merits of this novel technique are examined via tensile tests on four elements with different 
𝒜𝒜, as shown in Figure 5(b), yet with a common height, 𝐿𝐿𝑁𝑁1𝑁𝑁2 = 1 mm, along which 𝜀𝜀̇ = 1/s is 
applied. The viscoplastic-damage model calibrated for this material is used based on 𝐺𝐺𝑐𝑐 = 0.93 
kJ/m², while comparison is drawn between the novel (Equation (17)) and currently available 𝐿𝐿𝑐𝑐ℎ 
(Equation (16)) calculation results. The following section describes the experimental and model 
calibration results.  
 
 
 
 
 
 
 

Figure 5. (a) Typical 3D eight-node element; dashed lines denote the thirteen lengths monitored to 
define 𝐿𝐿𝑐𝑐ℎ via the novel method, (b) four element aspect ratios used to compare the currently available 
and novel 𝐿𝐿𝑐𝑐ℎ calculation methods. 
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4 Results and discussion 
 

4.1 Uniaxial test data  
      
     The average monotonic and loading-unloading experimental 𝜎𝜎 − 𝜀𝜀 curves are reported in 
Figures 6 and 7, respectively, together with the hyperviscoelastic-Mullins, hyperviscoelastic 
(without Mullins) and viscoplastic-damage model fit. Figure 8 indicates the average experimental 
unloading as well as permanent strains measured after recovery i.e. two minutes after each test 
repeat; further recovery after two minutes is negligible. A maximum variability of 9% is found 
amongst all the average stresses computed from each curve in the experimental data set.  
     Strong rate dependency is seen both in the 𝜎𝜎 − 𝜀𝜀 response and tensile failure strain, 𝜀𝜀𝑓𝑓; the latter 
corresponds to the last data points of the plots in Figure 6(b) which all satisfy Equation (15) based 
on Â = -0.024/s and Ɓ = 0.2 calibrated values (Skamniotis, Elliott et al. 2017). Each data point 
for the strain rate, 𝜀𝜀̇ = 0/s, in monotonic compression and tension corresponds to the equilibrium 
(long term) relaxation stress (last data point) at the respective constant strain. The monotonic 
compression curves (i.e. Figure 6(a)) are plotted until the points where the 𝜎𝜎 − 𝜀𝜀 calculations are 
no longer valid since the applied strains are no longer uniform and/or uniaxial. This happens here 
when specimen barrelling combined with macro-cracking phenomena initiate, as demonstrated in 
Figure 9(b) for 𝜀𝜀̇ = 0.01/s. The onset of these effects and the respective data points are a function 
of rate, which of course relates to the time dependent tensile failure strain, 𝜀𝜀𝑓𝑓. Notwithstanding, 
the time dependency of 𝜀𝜀𝑓𝑓 is attributed to the formation of micro-cracks normal to the tensile strain 
direction, as displayed in Figures 10(a-b). Specifically, based on previous work (Skamniotis, 
Kamaludin et al. 2017) it is suggested that also here micro-cracks evolve with time even when the 
maximum applied strain is constant, promoting ultimate fracture in the form of a macro-crack (see 
Figures 9(b) and 10(a) for compression and tension respectively). This can be seen here through 
the in-situ SEM compression images in Figures 9(c) and 9(d) where the micro-cracks are clearly 
normal to the lateral tensile strain; the latter is caused by the sample’s lateral expansion (Poisson’s 
ratio, 𝜈𝜈 = 0.5).  
     Micro-cracking likely plays an important role in the non-linearity of the 𝜎𝜎 − 𝜀𝜀 curves both in 
compression and tension, as it theoretically causes loss of load carrying capacity, progressively 
decreasing the material stiffness with increasing strain. The mechanism is potentially triggered by 
the progressive de-bonding of fibre-matrix interfaces across the specimen volume with increasing 
applied strain, as shown in Figure 10(c). This is supported by recent work of the authors in extruded 
starch (Skamniotis, Patel et al. 2018), where significant fibre pull-out was observed under SEM 
after fracture, suggesting weak fibre-starch interfacial bonding. The latter suggests strong 
relevance to the Mullins effect, adding credibility to the Mullins damage model used to capture the 
unloading response (discussed later in section 4.2). Moreover, since a plastic yielding mechanism 
is not obvious here, it appears that micro-cracking also contributes majorly to the permanent/plastic 
strains indicated in Figure 8. A similar phenomenon has been found in biopolymer gel composites 
in (Plucknett and Normand 2000), where the material was characterised as ‘pseudo-plastic’. Figure 
8 shows that tension is less prone to plastic deformation than compression, since on average it 
gives a 0.07 ratio of plastic strain over corresponding maximum applied strain as compared to a 
0.25 in compression (compare Figures 8(a) and 8(b)). This suggests that the fibre-matrix de-
bonding (see Figure 10(c)) mechanism may evolve differently between compressive and tensile 
straining, in agreement with previous work on soft tissues (Holzapfel 2001). The latter showed 
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that fibre stiffening mechanisms are likely inactive in compression, which also here explains the 
significantly higher stresses in tension than in compression for common absolute strain (compare 
Figures 6(a) and 6(b)).  
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Figure 6. Experimental-model fit results for the hyperviscoelastic-Mullins and viscoplastic-damage models: 
(a) monotonic compression, (b) monotonic tension, (c) stress relaxation in compression, (d) stress relaxation 
in tension; the corresponding material model parameters are shown in Tables 1 and 2. In Figures 6(a-b) the 
upper and lower dotted curves in Figures 6(a-b) represent the instantaneous and long term hyperviscoelastic-
Mullins model predictions for extremely high and low rates i.e. 105/s and 10−5/s, respectively, while the 
experimental data for 0/s rate correspond to the equilibrium (long term) relaxation stress at the respective 
constant strain.   
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Figure 7. Loading-unloading experimental-model fit results for the hyperviscoelastic-Mullins, 
hyperviscoelastic without Mullins (dashed plots) and viscoplastic-damage models at two rates and three 
maximum strain levels: (a) compression at 1/s, (b) tension at 1/s, (c) compression at 0.1/s, (d) tension at 0.1/s; 
the slope 𝐸𝐸𝑖𝑖 in Figure 7(b) shows the calculation method of the elastic modulus 𝐸𝐸 = 50 MPa used in the 
viscoplastic-damage model, as an average between all the unloading curves.  
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Figure 9. Material behaviour during uniaxial compression: (a) uniaxial compression 
at 𝜀𝜀̇ = 0.01/s rate with specimen deformed at 𝜀𝜀 = 0.3 strain, and in (b) deformed at 
𝜀𝜀 = 0.6 strain showing barrelling and failure through a macro-crack; (c) in-situ SEM 
compression at 𝜀𝜀̇ = 0.01/s with visible micro-cracking at 𝜀𝜀 = 0.3 and (d) excessive 
micro-cracking at 𝜀𝜀 = 0.6. The frames reveal that the micro-cracks develop normal to 
the specimen lateral expansion along which tensile strains are induced. 

Figure 8. Unloading and permanent/plastic strains as a function of maximum applied strain corresponding to 
the data plotted in Figure 7; (a) compression (b) tension; unloading strain is defined through the arrow 
indicated in Figure 7(a). 
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Figure 10. Material behaviour under uniaxial tension: (a) excessive micro-cracking along the gauge 
length of a fractured specimen – fracture occurred through the indicated macro-crack, (b) micro-cracking 
under SEM on the same specimen, (c) fibre pull-out and fibre breakage mechanisms detected through 
SEM imaging of one of the two fractured faces of the specimen in Figures 2(a-b).  

 
Table 1. Calibrated material constants for the hyperviscoelastic-Mullins model based on the Ogden 
(2nd order) hyperelastic function and Ogden-Roxburgh form for the Mullins damage effect. 

Table 2. Material constants for the viscoplastic-damage model based on the strain rate 
and pressure dependent viscoplastic law enhanced by the ductile damage law.  
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4.2 Constitutive law fits 
 

     The 𝜎𝜎 − 𝜀𝜀 predictions plotted in Figures 6 and 7 correspond to the calibrated parameters shown 
in Table 1 for the hyperviscoelastic-Mullins and hyperviscoelastic (without Mullins), as well as in 
Table 2 for the viscoplastic-damage model. The hyperviscoelastic-Mullins model predicts 
compression reasonably well, yet disagreement is found for relaxation at the large compressive 
strain, 𝜀𝜀 = 0.5 (Figure 6(c). This is because the model lacks in capturing irreversible effects such 
as material stiffness degradation at constant strain and plastic deformation; note that Figure 8(a) 
indicates a permanent strain of approximately 0.12 for 𝜀𝜀 = 0.5 maximum applied strain. Notably, 
although the Mullins effect is intended for modelling softening, yet it is effective only during 
unloading.  
     The major compromise, on the other hand, associated with the hypervisoelastic-Mullins model 
is the tensile response which in reality is significantly stiffer with a larger degree of non-linearity 
(see Figures 6(b) and 6(b)). Despite rigorous calibration efforts including different hyperelastic 
functions, it was found impossible to fit accurately both compression and tension simultaneously. 
Although hyperelastic functions do predict higher stresses in tension than in compression for the 
same absolute strain (Destrade, Murphy et al. 2013), this effect is magnified in the starch studied 
here, potentially due the fibre stiffening effect being inactive in compression causing a steep or 
even discontinuous increase in the material stiffness as the deformation state changes from 
compression into tension. This imposes considerable numerical complexities in that a unique 
hyperelastic potential that accounts for the above sharp transition is difficult to obtain and of course 
has not been yet considered in any of the hyperelastic potentials developed in this field. As a matter 
of fact, for this material, in order to achieve accurate fits for compression, the tensile predictions 
need to be compromised and vice versa. Due to the above reasons, extending the hyperelastic-
Mullins model in order to include plasticity was not considered. For example, employing advanced 
models for non-linear viscoelasticity, such as the recently developed Parallel Rheological 
Framework (PRF) (Hurtado, Lapczyk et al. 2013), are expected to capture accurately the large 
strain (𝜀𝜀 = 0.5) relaxation response (Figure 6(c)), as well as generally improve the unloading fit 
(fit discussed later via Figure 7) in these materials. However, a new hyperelastic potential would 
still be required to account for the sharp transition in material stiffness between compression and 
tension, which is mainly responsible for the experimental-model discrepancy here (Figure 6).  
     Regarding loading-unloading, the hyperviscoelastic-Mullins model shows some merits 
especially in Figure 7(c) for 𝜀𝜀̇ = 0.1/s, although the quality of the fit degrades for 𝜀𝜀̇ = 1/s by 
underestimating the amount of hysteresis, especially when the Mullins effect is excluded (dashed 
plots). Efforts to tackle this involved reducing 𝛽𝛽 to very low values i.e. 𝛽𝛽 = 10−4, maximising the 
possible amount of hysteresis (Bergstrom 2015). However, for 𝛽𝛽 < 0.1 the fit did not improve 
further, while a 𝛽𝛽 = 10−4 caused convergence problems in single element tensile simulations; this 
owes to a discontinuous change in the slope/material stiffness during unloading (Simulia 2013). 
     In contrast, the above limitations are no longer a concern in the viscoplastic-damage model. Its 
supremacy over the hyperviscoelastic-Mullins model is demonstrated by the excellent fit shown in 
Figure 6. The almost exact reproduction of the monotonic response implies that the condition 
𝜀𝜀𝑝̇𝑝𝑒𝑒𝑒𝑒 ≈ 𝜀𝜀𝑒̇𝑒𝑒𝑒 (section 3.2.1) is satisfied, while the long term stresses are also exactly captured via 

specifying the experimental long term stresses as the 𝜎𝜎𝑒𝑒𝑒𝑒 data for the 𝜀𝜀𝑝̇𝑝𝑒𝑒𝑒𝑒 = 0/s rates in Table 2.  

     Reasonable unloading predictions are also obtained, with the ones for uniaxial tension being 
less accurate than these for compression (compare Figures 7(a) and (c) with 7(b) and (d)). This is 
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because a common modulus, 𝐸𝐸, is used while the material is stiffer in tension than in compression. 
Efforts to also specify 𝐸𝐸 as a function of 𝜂𝜂 involved using 𝐸𝐸 = 40 MPa in compression and 𝐸𝐸 = 
60 MPa in tension; these were calculated by the slopes between the points at onset of unloading 
(when 𝜎𝜎 = 𝜎𝜎𝑚𝑚𝑚𝑚𝑚𝑚) and the points at the end of unloading (when 𝜎𝜎 = 0) as denoted in Figure 7(a), 
on average over all the loading-unloading curves, for compression and tension, respectively. 
Although this was successfully implemented in single element simulations, this was not the case 
in larger models involving multiaxial stress states i.e. spherical indentation, where convergence 
problems occurred. This owes to a continuously varying 𝜂𝜂 with increasing strain of a material point 
leading to continuous changes of 𝐸𝐸, which hinders the correct decomposition of the total 
deformation gradient into an elastic and a plastic gradient (see Equation 7). Consequently, using 
the average 𝐸𝐸= 50 MPa between 40 MPa (compression) and 60 MPa (tension) was found to be the 
best practise for this material here. In cases where the unloading behaviour is critical, the above 
limitation may be addressed by extending the current viscoplastic-damage model to include a 
viscous strain component, as for example performed through the advanced two-layer viscoplastic 
model (Berezvai and Kossa 2017). However, as already mentioned in section 3.2.1, this would 
compromise the compatibility with additional damage laws in order to model fracture, which is 
the main scope here.  
 
 
 
 
4.3 Modelling fracture 

 
4.3.1 Fracture experiment and suitability of models 

 
     The results of the fracture experiment are shown in Figure 11 in terms of the crack propagation 
observations while Figure 15 shows the corresponding 𝐹𝐹 − 𝛿𝛿 data; these displayed a 7% variation 
in the area under the 𝐹𝐹 − 𝛿𝛿 curves over the five repeats. Although Figure 11(a) shows crack 
initiation in only one notch, the crack initiation time difference between the two notches was small 
enough such that the assumption of symmetry for the associated FE model (section 2.3) is valid.  
     The two material models studied here differ entirely in the way they can be utilised to reproduce 
the fracture experiment. The hyperviscoelastic-Mullins model mandates the use of special purpose 
cohesive elements (cohesive zone approach), which undergo damage and finally delete in order to 
predict crack initiation and propagation based on purely fracture mechanics concepts. A limitation 
of this approach is that it typically requires previous knowledge of the crack path which is not 
possible for applications involving multi-axial loads and/or complex geometries are e.g. material 
forming, food oral breakdown, tooth fracture, puncturing of automotive tyres. In contrast, the 
viscoplastic-damage here is a stand-alone model in the sense that these cohesive elements are not 
needed and damage in the form of element deletion can occur in any element of the FE mesh based 
on a combination of damage mechanics and fracture mechanics concepts. Conclusively, the 
following analysis is performed for the viscoplastic-damage model.   
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4.3.2 Effect of element aspect ratio on the stress softening response 

 
     Prior to the application of the viscoplastic-damage model in fracture simulations (section 2.3), 
mesh dependency results in terms of element aspect ratio, 𝒜𝒜, effects on the stress softening 
response are here examined for the first time. Based on the method described in section 3.2.3 and 
the viscoplastic-damage model parameters summarised in Table 2, Figures 12(a) and 12(b) show 
the deformed state just before deletion i.e. 𝐷𝐷 = 0.99 of the four elements, according to the novel 
(Equation 17) and current (Equation 16) 𝐿𝐿𝑐𝑐ℎ calculation, respectively; the corresponding 𝜎𝜎 − 𝜀𝜀 
results are plotted in Figures 12(c) and 12(d). Clearly, Figures 12(a) and 12(c) demonstrate a 
consistent response (elements stretch to the same height at 𝐷𝐷 = 0.99) and thus correct dissipation 
of 𝐺𝐺𝑐𝑐 = 0.93 kJ/m² regardless of 𝒜𝒜, as opposed to Figures 12(b) and 12(d) which demonstrate 
inconsistent, erroneous amounts of 𝐺𝐺𝑐𝑐 dissipation (values denoted in Figure 12(d)) for 𝒜𝒜 other 
than unity (elements stretch at different heights at 𝐷𝐷 = 0.99). This owes to Equation (16) giving 
varying 𝐿𝐿𝑐𝑐ℎ (values denoted in Figure 12(d)), leading to a profound effect of 𝒜𝒜 on the actual 𝐺𝐺𝑐𝑐 
dissipation, despite the fact that a fixed 𝐺𝐺𝑐𝑐 = 0.93 kJ/m² is used as input in the material model 
definition. This shows that correct 𝐿𝐿𝑐𝑐ℎ calculation is in fact critical when using the viscoplastic-
damage law, adding credibility to the novel method developed here (section 3.2.3); the latter is 
thus used in the fracture simulations presented in the following section. 
 
 
 
 

Figure 11. Video frames of the fracture experiment; (a) fracture initiation (left notch), (b) instance 
during fracture propagation either side, (c) end of test – final specimen separation. 
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Figure 12. Effect of element aspect ratio, 𝒜𝒜, on the viscoplastic-damage model response at a single rate, 𝜀𝜀̇ = 1/s; 
(a) consistent strain between elements at 𝐷𝐷 = 0.99 based on the novel 𝐿𝐿𝑐𝑐ℎ calculation, (b) inconsistent strain 
between elements at 𝐷𝐷 = 0.99 based on the current 𝐿𝐿𝑐𝑐ℎ calculation, (c) consistent 𝜎𝜎 − 𝜀𝜀 results and 𝐺𝐺𝑐𝑐 dissipation 
based on novel 𝐿𝐿𝑐𝑐ℎ calculation, (d) inconsistent 𝜎𝜎 − 𝜀𝜀 damage evolution response and 𝐺𝐺𝑐𝑐 dissipation based on 
current 𝐿𝐿𝑐𝑐ℎ calculation; the actual dissipated energies and 𝐿𝐿𝑐𝑐ℎ calculation results are denoted. 
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4.3.3 Crack initiation & propagation 

 
     Figure 13(a) illustrates the damage variable, 𝐷𝐷, contour results of the fracture FE model (section 
2.3) at maximum applied (global) displacement, 𝛿𝛿𝑚𝑚𝑚𝑚𝑚𝑚 = 4 mm; elements of 𝒜𝒜 = 1 are uniformly 
used in the mesh region ‘1’ (see Figure 2(a)) with edge length of 0.05 mm, implying that also 
𝐿𝐿𝑐𝑐ℎ = 0.05 mm regardless of using Equation (16) or (17) for the calculation. An extremely ductile 
behaviour is apparent such that no crack initiation occurs in the form of element deletion. This 
owes to the blunt notch and the associated low strain concentration, leading to a very large 
distribution of damage across the specimen bulk (maximum 𝐷𝐷 = 0.31 at the notch tip - Figure 
13(a)). This conflicts with the concept of damage based on material toughness, 𝐺𝐺𝑐𝑐, implying that 
the viscoplastic-damage model in its current version fails to predict the correct fracture behaviour, 
not least it cannot model crack initiation in this tough material without the presence of an initial 
sharp crack.  
     This is addressed through specifying a 𝐺𝐺𝑐𝑐 = 0 kJ/m² for the elements of the external notch 
surface of the mesh region ‘1’ denoted in Figure 2(b), for which a predefined field variable,          
𝑓𝑓 = 1, is assigned as shown in Table 2 (Simulia 2013); an 𝑓𝑓 = 0 condition instead characterises 
all the other elements of the mesh. This technique implies sudden element deletion as soon as 
damage onset is met only when 𝑓𝑓 = 1, i.e. steep change from 𝐷𝐷 = 0 (no damage) to 𝐷𝐷 = 1 (full 
damage). Thus, a crack tip is created just when the tensile failure strain is reached; the latter here 
occurs first in the elements highlighted in red in Figure 2(b), leading to the behaviour shown in 
Figure 13(c). Although this may not be physically true, the technique is practically valid since the 
𝐺𝐺𝑐𝑐 = 0 kJ/m² condition is only applied to the elements at the notch tip surface, which are a tiny 
fraction of the total mesh, as shown in Figure 13(b).  
      The concept of 𝐺𝐺𝑐𝑐 based on fracture mechanics principles requires that damage is encountered 
only along a single layer of elements across the Y-axis i.e. a layer on the symmetry X-Z plane, as 
it is performed in cohesive zone models. This is not seen by the 𝐷𝐷 contours in Figure 13(c) which 
reveals that crack propagation numerically manifests itself in the form of two adjacent layers of 
elements undergoing damage. Therefore, the FE model in fact requires a total dissipation of 2𝐺𝐺𝑐𝑐 = 
1.86 kJ/m² to drive crack propagation, in contrast to the true material toughness, 𝐺𝐺𝑐𝑐 = 0.93 kJ/m². 
This was tackled via using a toughness parameter reduced by a factor of two i.e. inputting 0.465 
kJ/m² in Table 2. Note that the latter does not contradict with the experimentally determined 
material parameter, 𝐺𝐺𝑐𝑐 = 0.93 kJ/m². Instead, the reduced parameter serves in obtaining agreement 
between the concept of fracture toughness and its numerical implementation by the viscoplastic-
damage model. 
      Indeed upon application of the above modifications and for 𝐿𝐿𝑐𝑐ℎ = 0.05 mm in the mesh region 
‘1’ (Figure 2(b)), a close experimental-model agreement is obtained both in terms of the fracture 
patterns depicted in Figure 14, as well as in terms of the 𝐹𝐹 − 𝛿𝛿 data reported in Figure 15(a); the 
𝐼𝐼, 𝐼𝐼𝐼𝐼 and 𝐼𝐼𝐼𝐼𝐼𝐼 frames of Figure 14 (see caption) correspond to the data points indicated in Figure 
15(a). This adds credibility to the modified implementation of the viscoplastic-damage as a 
powerful but also a convenient solution in studying various complex physical processes in highly 
non-linear materials. 
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Figure 13. FE model results in terms of damage variable, 𝐷𝐷, contours when: (a) Gc = 0.93 kJ/m² is 
specified in all the elements of the model - frame corresponds to maximum displacement 𝛿𝛿𝑚𝑚𝑚𝑚𝑚𝑚 = 4 mm, 
(b) Gc = 0 kJ/m² is specified in the elements of the notch tip surface and Gc = 0.93 kJ/m² defined in all 
the other elements - frame corresponds to instance of first element deletion/crack initiation while the crack 
tip detail is depicted in image (c). 
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Figure 14. Comparison of crack 
initiation and propagation 
behaviour (𝐷𝐷 contours) between 
experiment (left)-FE model (right) 
when the modified ductile damage 
law is used; results correspond to 
uniform element size and aspect 
ratio based on 𝐿𝐿𝑐𝑐ℎ = 0.05 mm and 
𝒜𝒜 =1 in the fine mesh region. 
Frames 𝐼𝐼 and 𝐼𝐼𝐼𝐼 correspond to 
primary and late stage of crack 
propagation while 𝐼𝐼𝐼𝐼𝐼𝐼 corresponds 
to ultimate specimen separation. 
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4.3.4 Effect of element size on fracture behaviour 
 

      The element size effect is studied through preserving the element aspect ratios at 𝒜𝒜 = 1 while 
varying the edge length (equal to 𝐿𝐿𝑐𝑐ℎ for 𝒜𝒜 = 1 based on either Equation (16) or (17)) between 
0.02, 0.05, 0.1, 0.15 and 0.2 mm uniformly in mesh region ‘1’ (see Figure 2(a)). The 𝒜𝒜 = 1 
condition is chosen to avoid undesirable effects of 𝒜𝒜 on the level of mesh distortion at the crack 
tip; the latter is described below. Interestingly, despite the theoretically mesh independent concept 
of the damage law (section 3.2.2), in fact Figure 15(a) displays strong mesh dependency in terms 
of 𝐿𝐿𝑐𝑐ℎ on the 𝐹𝐹 − 𝛿𝛿 response, such that the latter does not approximate the true (experimental) 𝐹𝐹 −
𝛿𝛿 behaviour with mesh refinement i.e. towards 𝐿𝐿𝑐𝑐ℎ = 0.02 mm. Figure 15(a) includes the 𝐹𝐹 − 𝛿𝛿 
response for 𝐺𝐺𝑐𝑐 = 0 kJ/m² and 𝐿𝐿𝑐𝑐ℎ = 0.05 mm which is plotted to represent the perfectly brittle 
fracture and to indicate the point of crack initiation (first element deletion). The latter is found to 
occur at the same 𝛿𝛿 amongst all the 𝐿𝐿𝑐𝑐ℎ used, implying that crack initiation is clearly mesh 
independent in the 𝐿𝐿𝑐𝑐ℎ studied here and instead depends only on the damage onset criterion through 
Equation (15). Consequently, mesh sensitivity in Figure 15(a) is induced only through the 
dependency of the viscoplastic-damage model crack propagation behaviour on 𝐿𝐿𝑐𝑐ℎ.  
      Indeed, this is demonstrated through Figures 16(a-d) where for a common applied (global) 
displacement, 𝛿𝛿 = 2 mm, a 𝐿𝐿𝑐𝑐ℎ = 0.1 mm leads to significantly less deformation around the crack 
tip (see crack tip detail in Figure 16(d)) compared to 𝐿𝐿𝑐𝑐ℎ = 0.02 mm which leads to no crack 
propagation at all (see crack tip detail in 16(b)); in the latter the FE analysis aborted at 𝛿𝛿 = 5 mm 
due to excessive element distortion. Based on Equation (10), a brittle response for large elements 
is expected, since larger 𝐿𝐿𝑐𝑐ℎ implies small strains required for 𝐺𝐺𝑐𝑐 dissipation, and consequently, 
small strains beyond damage onset. For example, for the extreme case of 𝐿𝐿𝑐𝑐ℎ = 0.2 mm, the 
element state was found to change quickly from undamaged to fully damaged, such that one or 
two elements ahead of the crack tip were only simultaneously undergoing damage. Therefore, it 
appears that the stress-displacement, 𝜎𝜎 − 𝑢𝑢, law alone, does not suffice to model the true fracture 
behaviour since consistent 𝜎𝜎 − 𝑢𝑢 between varying 𝐿𝐿𝑐𝑐ℎ implies different strain levels in the stress-
softening/damage evolution regime. Depending on these strain levels, a markedly different strain 
field develops in the crack tip region. This region can be considered equivalent to the numerical 
fracture process zone/region (FPZ), commonly taken into account when modelling fracture via the 
cohesive traction-separation law (Sarrado, Leone et al. 2014). Specifically, the current practise is 
to ensure that at least several elements (five to ten) are always in the FPZ i.e. several elements 
simultaneously undergo damage, the exact element number being empirical. This is satisfied here 
for 𝐿𝐿𝑐𝑐ℎ ≤ 0.05 mm which explains why the fracture resistance is underpredicted for 𝐿𝐿𝑐𝑐ℎ > 0.05 
mm (Figures 16(c-d) and 15(a)). 
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Figure 15. Comparison of experimental-model 𝐹𝐹 − 𝛿𝛿 response for five element 
sizes/lengths, 𝐿𝐿𝑐𝑐ℎ, used in the fine mesh region: 0.02, 0.05, 0.1, 0.15, 0.2 mm, and 
between using two energy dissipation criteria: (a) 𝐺𝐺𝑐𝑐 criterion and (b) 𝑈𝑈𝑐𝑐 criterion; 
the behaviour for 𝐺𝐺𝑐𝑐 = 0 kJ/m² is also predicted. 
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Figure 16. Comparison of fracture behaviour together with crack tip details between using the 𝐺𝐺𝑐𝑐and 
𝑈𝑈𝑐𝑐 dissipation criteria, each implemented in two different mesh densities in terms of 𝐿𝐿𝑐𝑐ℎ: (a-b) 𝐺𝐺𝑐𝑐 
criterion for 𝐿𝐿𝑐𝑐ℎ = 0.02 mm, (c-d) 𝐺𝐺𝑐𝑐 criterion for 𝐿𝐿𝑐𝑐ℎ = 0.1 mm, (e-f) 𝑈𝑈𝑐𝑐 criterion for 𝐿𝐿𝑐𝑐ℎ = 0.02 mm, 
(g-h) 𝑈𝑈𝑐𝑐 criterion for 𝐿𝐿𝑐𝑐ℎ = 0.1 mm; the (a-d) frames are compared for a consistent 𝛿𝛿 = 2 mm whereas 
the (e-h) frames correspond to a common maximum 𝐷𝐷 = 0.9. 
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      On the other hand, mesh refinement through 𝐿𝐿𝑐𝑐ℎ < 0.05 mm is typically expected to improve 
accuracy, which is not true here for 𝐿𝐿𝑐𝑐ℎ = 0.02 mm (see Figures 16(a-b) and 15(a)). This owes to 
the extremely large strains required by very small elements in order to reach the displacement 
essential for 𝐺𝐺𝑐𝑐 dissipation, 𝑢𝑢𝑓𝑓 (Equation 10). Indeed, Figure 16(b) shows excessive crack tip 
blunting, with a maximum principal strain of 𝜀𝜀1 = 2.42 while still 𝐷𝐷 = 0.41. These effects worsen 
with further mesh refinement, which explains why the results do not approximate the true 𝐹𝐹 − 𝛿𝛿 
behaviour determined experimentally (Figure 15(a)). Conclusively, although the current damage 
model theoretically incorporates a material length scale through a combination of the 𝐿𝐿𝑐𝑐ℎ and 𝐺𝐺𝑐𝑐 
concepts, yet numerical aspects related to mesh distorsion at the crack tip do not allow for mesh 
independent results to be obtained. 

 
 

4.3.5  Comparison of 𝑮𝑮𝒄𝒄-softening against strain softening  
 
     Further investigations involved comparison of the damage law based on 𝐺𝐺𝑐𝑐 criterion with a 
corresponding damage law based on strain softening. Since the latter is known to lead to spurious 
mesh dependency in the results, this investigation examined whether a strain softening law leads 
to a consistent deformation field near the crack tip i.e. self-similar FPZ. This was performed by 
modifying the 𝐺𝐺𝑐𝑐 criterion such that varying size elements undergo the same strains during damage 
evolution i.e. stress-strain, 𝜎𝜎𝑒𝑒𝑒𝑒 − 𝜀𝜀𝑒𝑒𝑒𝑒, degradation law, giving rise to a strain energy density 
dissipation, 𝑈𝑈𝑐𝑐 (mJ/mm³), criterion for element deletion, instead of the strain energy release rate, 
𝐺𝐺𝑐𝑐 (kJ/m² = mJ/mm²), which is used so far. The 𝑈𝑈𝑐𝑐 is equivalent to the shaded area under the 𝜎𝜎𝑒𝑒𝑒𝑒 −
𝜀𝜀𝑒𝑒𝑒𝑒 softening response denoted in Figure 3(a), such that: 
 

𝑈𝑈𝑐𝑐 =
𝐺𝐺𝑐𝑐
𝐿𝐿𝑐𝑐ℎ

                                                                         (19) 
 
which here gives 𝑈𝑈𝑐𝑐 = 0.465/0.05 = 9.3 mJ/mm³ for 𝐿𝐿𝑐𝑐ℎ = 0.05 mm that matches the experimental 
fracture data (see Figure 15(a)). The criterion is implemented via the 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 subroutine by 
changing 𝐺𝐺𝑐𝑐 between 𝐿𝐿𝑐𝑐ℎ, such that 𝑈𝑈𝑐𝑐 = 9.3 mJ/mm³ is always satisfied, implying that for 𝐿𝐿𝑐𝑐ℎ = 
0.02, 0.05, 0.1, 0.15, 0.2 mm, the toughness parameter is respectively 𝐺𝐺𝑐𝑐 = 0.186, 0.465, 0.93, 
1.395, 1.86 kJ/m². Note that in contrast to 𝐺𝐺𝑐𝑐, the 𝑈𝑈𝑐𝑐 parameter here is not introduced as a material 
property but instead it is investigated as a numerical correction factor against inconsistent strain 
fields around the crack tip. 
     Figure 15(b) depicts the 𝐹𝐹 − 𝛿𝛿 response associated with the 𝑈𝑈𝑐𝑐 criterion, which by comparison 
with Figure 14(a) (𝐺𝐺𝑐𝑐 criterion) indicates that although the 𝑈𝑈𝑐𝑐 criterion fundamentally implies a 
mesh dependent 𝐺𝐺𝑐𝑐 dissipation, in fact here reduces mesh dependency with a closer agreement in 
the maximum force predictions between varying 𝐿𝐿𝑐𝑐ℎ. As expected, the 𝑈𝑈𝑐𝑐 criterion does give 
consistency in the crack tip deformation field, with a slight difference observed in terms of the 
maximum principal strain, being 𝜀𝜀1 = 0.98 for 𝐿𝐿𝑐𝑐ℎ = 0.02 mm in Figure 16(f), compared to 1.15 
for 𝐿𝐿𝑐𝑐ℎ = 0.1 mm in Figure 16(h), both corresponding to a common maximum damage variable, 
𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 ≈ 0.9. However, here the mesh dependent effects of 𝐿𝐿𝑐𝑐ℎ on the results are reversed (see 
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Figure 15(b)), giving increasing 𝛿𝛿 for fracture (more ductile response) with increasing 𝐿𝐿𝑐𝑐ℎ. The 
latter is expected as for increasing 𝐿𝐿𝑐𝑐ℎ, the 𝜎𝜎𝑒𝑒𝑒𝑒 − 𝜀𝜀𝑒𝑒𝑒𝑒 degradation law implies increasing element 
displacements, 𝑢𝑢𝑓𝑓, which in turn lead to increasing FPZ sizes i.e. compare FPZ between Figure 
16(e) for 𝐿𝐿𝑐𝑐ℎ = 0.02 mm and Figure 16(g) for 𝐿𝐿𝑐𝑐ℎ = 0.1 mm. Summarising, for the material studied 
here it is found that the theoretically mesh independent damage law based on 𝐺𝐺𝑐𝑐 does not show 
any merits over a conventional mesh dependent strain softening law. 
 
 

 
 
 

5 Conclusions 
 

     Our study provides a comprehensive framework for characterising and modelling the large 
strain fracture processes of soft bio-composites such as short cellulose fibre reinforced starch 
extrudates. The latter are characterised and modelled by investigating for the first time the 
suitability of various theories in predicting their stress-strain and crack propagation response. 
     For these newly investigated systems, the merits of both the hyperviscoelastic-Mullins damage 
and viscoplastic-damage models are examined. The hyperviscoelastic-Mullins model captures well 
time-dependent and highly dissipative characteristics. Yet, it appears that the significantly stronger 
fibre stiffening effect in tension than in compression as well as the severe stress-strain non-linearity 
due to micro-cracking cannot be captured through any of the hyperelastic potentials available. In 
contrast, these phenomena are well predicted by the pressure dependent viscoplastic-damage 
model, which also predicts fracture by combining continuum damage mechanics and fracture 
mechanics principles, in a straightforward manner i.e. without specifying the crack path. The latter 
involves a strict fracture toughness 𝐺𝐺𝑐𝑐 criterion to drive damage evolution and subsequent crack 
propagation in the form of element deletion.  
     The credibility of this approach is demonstrated by reproducing closely an independent ultimate 
fracture experiment on specimens free of pre-existing cracks, based on known experimental 𝐺𝐺𝑐𝑐 
values. This replaces the common practice of specifying cohesive zones to predict fracture, whilst 
also being superior to conventional strain softening local continuum damage models. However, 𝐺𝐺𝑐𝑐 
dissipation is revealed highly sensitive to the element aspect ratio, giving erroneous results for 
large aspect ratios, previously unreported. This is tackled through a novel calculation of the 
characteristic element length, used in the damage computations, based on the direction of the 
maximum principal strain and element geometry. On the other hand, although the 𝐺𝐺𝑐𝑐 driven 
softening model applied here is built upon mesh independent concepts which incorporate a material 
length scale, i.e. stress degrades as a function of element elongation instead of strain, yet the results 
do not converge into a true response as the mesh is refined. This owes to small elements requiring 
unrealistically large strains in order to reach the prescribed element elongation postulated by the 
𝐺𝐺𝑐𝑐 criterion, causing mesh distortion phenomena at the crack tip. Instead, larger elements require 
lower strains and can lead to sudden element deletion and subsequent brittle-like fracture. This 
suggests that for a known 𝐺𝐺𝑐𝑐 the current approach requires a balance to be found between the above 
two extremes, giving rise to gradient-enhanced non local damage models as alternative options 
against mesh dependency. 
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     Our work aims to address the latest computational modelling challenges involved in complex 
soft bio-composite applications where large deformations, damage and macro-scopic material 
separation need to be simultaneously predicted. The above findings will drive future research and 
industrial design in this class of materials for biomedical, food and packaging applications.  
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Appendix: Equivalency between the ductile damage law implementation 
based on total equivalent strain versus based on plastic equivalent strain 

 
    The ductile damage law has been originally introduced in the literature through plastic terms, 
by using the effective plastic displacement, 𝑢𝑢𝑝𝑝, for which 𝑢𝑢𝑝𝑝 = 0 at 𝐷𝐷 = 0, (Simulia 2013). This 
includes the following set of equations: 
 

𝑢𝑢𝑝𝑝 = 𝐿𝐿𝑐𝑐ℎ �𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒 − 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒0�                                                              (𝐴𝐴1) 

 
 

𝐺𝐺𝑐𝑐 =  � 𝐿𝐿𝑐𝑐ℎ𝜎𝜎𝑒𝑒𝑒𝑒𝑑𝑑𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒 =
𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒

𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒0

 � 𝜎𝜎𝑒𝑒𝑒𝑒𝑑𝑑𝑢𝑢𝑝𝑝
𝑢𝑢𝑝𝑝𝑝𝑝

0
                                         (𝐴𝐴2) 

 

𝑢𝑢𝑝𝑝𝑝𝑝 =
2𝐺𝐺𝑐𝑐
𝜎𝜎𝑒𝑒𝑒𝑒0

                                                                        (𝐴𝐴3) 

 

𝐷𝐷 =
𝑢𝑢𝑝𝑝
𝑢𝑢𝑝𝑝𝑝𝑝

                                                                          (𝐴𝐴4) 

 
where 𝑢𝑢𝑝𝑝𝑝𝑝 is the effective plastic displacement at element deletion. Regardless of using 𝑢𝑢 or 𝑢𝑢𝑝𝑝, 
here it is shown that Equations (11) and (A2) are equivalent when the constitutive behaviour in the 
absence of damage is perfectly plastic beyond damage onset i.e. see constant 𝜎𝜎�𝑒𝑒𝑒𝑒 after point ‘c’ in 
Figure 3(a). This is because based on Equation (9) the latter condition implies:  
 

𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 = (1 − 𝐷𝐷)𝜎𝜎𝑒𝑒𝑒𝑒0                                                            (𝐴𝐴5) 
 
while by performing strain decomposition (Equation (8)) at damage onset (𝜎𝜎𝑒𝑒𝑒𝑒 = 𝜎𝜎𝑒𝑒𝑒𝑒0) and at an 
arbitrary point (𝜎𝜎𝑒𝑒𝑒𝑒 = 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒) in the stress softening regime (see Figure 3(a)), it is deduced that: 
 

𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒0 = 𝜀𝜀𝑒𝑒𝑒𝑒0 − 𝜎𝜎𝑒𝑒𝑒𝑒0 𝐸𝐸⁄                                                           (𝐴𝐴6) 
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and 

𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒 −
𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒

(1 − 𝐷𝐷)𝐸𝐸
                                                        (𝐴𝐴7) 

 
Finally, by subtracting Equation (A6) from (A7) and via considering Equation (A5), it is deduced 
that: 
 

𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒 − 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒0 = 𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒 − 𝜀𝜀𝑒𝑒𝑒𝑒0                                                        (𝐴𝐴8) 
 
proving equivalency between Equations (10) and (A2).  
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