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Abstract

3D hand pose estimation plays a fundamental role in natural human computer in-

teractions. The problem is challenging due to complicated variations caused by

complex articulations, multiple viewpoints, self-similar parts, severe self-occlusions,

different shapes and sizes.

To handle these challenges, the thesis makes the following contributions. First,

the problem of the multiple viewpoints and complex articulations of hand pose

estimation is tackled by decomposing and transforming the input and output space

by spatial transformations following the hand structure. By the transformation,

both the variation of the input space and output is reduced, which makes the learning

easier.

The second contribution is a probabilistic framework integrating all the hierarchical

regressions. Variants with/without sampling, using different regressors and opti-

mization methods are constructed and compared to provide an insight of the com-

ponents under this framework.

The third contribution is based on the observation that for images with occlusions,

there exist multiple plausible configurations for the occluded parts. A hierarchical

mixture density network is proposed to handle the multi-modality of the locations for

occluded hand joints. It leverages the state-of-the-art hand pose estimators based

on Convolutional Neural Networks to facilitate feature learning while models the
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multiple modes in a two-level hierarchy to reconcile single-valued (for visible joints)

and multi-valued (for occluded joints) mapping in its output.

In addition, a complete labeled real hand datasets is collected by a tracking system

with six 6D magnetic sensors and inverse kinematics to automatically obtain 21-

joints hand pose annotations of depth maps.
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Chapter 1

Introduction

1.1 Problem Definition

Enabling human to interact with computers as natural as possible poses a challenge

that requires knowledge from domains like natural language processing, gaze estima-

tion, facial analysis, body pose and hand pose estimation. Among these interactions,

hand pose estimation plays a fundamental role as in real world, we use our hands

to perform various tasks and use intensively.

Hand pose estimation finds its applications in various scenarios, such as man-

machine interfaces for robots and autonomous vehicles, for virtual reality (VR) and

augmented reality (AR) device, sign language recognition [Chang et al., 2016; Yin

and Chai, 2016], activity recognition [Rohrbach et al., 2012; Garcia-Hernando et al.,

2018]. See Fig. 1.1 for some applications of hand pose estimation.

For all these applications, can we estimate the hand poses with non-invasive visual

sensory inputs and achieve the natural interaction?

1
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 1.1: Hand pose estimation using RGB or depth images. (a) Microsoft
HoloLens (b) Oculus Rift (c) Leap Motion (d) Mercedes Benz (e) Typing in VR
[Taylor et al., 2016] (f) Two hands interaction [Taylor et al., 2017] (g) Hand-object
interaction [Mueller et al., 2017] (h) Sign language recognition [Yin and Chai, 2016]
(i) Action recognition [Garcia-Hernando et al., 2018]

Vision-based hand pose estimation is a promising technology for this. Before 2011,

monocular cameras are utilised to estimate the hand pose [Chua et al., 2002; Athitsos

and Sclaroff, 2003; Chua et al., 2002; Stenger et al., 2001b, 2006] but due to the

ambiguity of monocular 2D images, estimating 3D hand pose is ill-posed.

With the introduction of depth camera in 2011, the Microsoft Kinect system [Shot-

ton et al., 2011] has proved successful in body pose estimation. After the kinect

depth sensor, other short-range depth sensors such as Intel RealSense, Primesense

Carmine, and Leap Motion cameras are commercially available. Following the suc-
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cess in body pose estimation using random forest, many work learns a mapping

from an input depth image to the 3D pose configuration by routing the 3D points to

branches of the trees [Tang et al., 2013, 2015, 2014; Qian et al., 2014a; Xu and Cheng,

2013; Sridhar et al., 2016, 2015]. These random forest based methods have demon-

strated accurate real-time performance in certain scenarios, for example, front faced

hand poses with a small number of occlusions in third viewpoints. Due to more De-

gree of Freedoms (DoF), self-similar parts and severe self-occlusions than the body

pose, the hand pose estimation has its unique challenges.

In recent years, Convolutional Neural Networks (CNN) have been demonstrating the

power of learning real world knowledge from images with supervision from labels. On

top of the success of the depth sensors and CNN, we target at solving the unique

challenges of hand pose estimation by learning a mapping from depth images to

the 3D hand pose configurations. We use the images captured by the camera, for

example images in Fig. 1.1, as input. Given the images, we aim to configure the

parameters representing a hand model, which can be used by computer to interact

objects in VR and AR, do remote control, scene understanding etc.. The hand model

can be the simple skeleton model which is represented by all the joint locations or

the angles between joints in Fig. 1.2(a), the cylinder model in Fig. 1.2(b) and the

sphere model in Fig. 1.2(c) which encodes the thickness of the hand, or complex

models in Fig. 1.2(d)(e) which personalise hand shapes for different users.

In this work, the input for the hand pose estimation is a depth image captured

by a camera, which is the projection of 3D points on the hand surface projected

to a camera plane. Each pixel value is the distance of the point to the camera

plane. Fig. 1.3 shows some example images captured by a Intel RealSense SR300

[Intel] and the hand part cropped while Fig. 1.4 illustrates the 3D point clouds of a
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(a) (c) (e)(b) (d)

Figure 1.2: Hand Models. (a) Skeleton model [Tang et al., 2013] (b) Cylinder model
[Oikonomidis et al., 2011a] (c) Sphere model [Qian et al., 2014a] (d) Mesh model
[Tan et al., 2016] (f) Smooth surface model [Taylor et al., 2017]

sample image and its hand area. As the Kinect system [Shotton et al., 2011] is able

to estimate the body pose while provides only very limited and noisy information

about the hands, we mainly focus on the estimation from a crop hand image, which

is denoted as x.

For the output, a simple skeleton model as Fig. 1.2(a) is used, represented by the

21 joint locations or the angles between the joints, which is denoted as y. As such,

our problem can be formulated as configuring the parameters y of the hand skeleton

model from a hand depth image x.

1.2 Challenges

When the pose parameters are joint locations, the pose estimation task can be

treated as detecting the keypoints from input images and therefore shares some

similarities with other vision problems such as facial landmarking, 6D Object De-

tection, human body pose estimation. Among these problems, hand pose estimation

has most common challenges with human body estimation which has enjoyed a great
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(a)

(b)

Figure 1.3: Depth images captured by Intel RealSense SR300 [Intel] and cropped
hand areas. (a) images captured in third-person viewpoints; (b) images captured in
first-person (ego-centric) viewpoints.

progress [Shotton et al., 2011; Jiu et al., 2014; Girshick et al., 2011; Ouyang et al.,

2014; Papandreou et al., 2017; Cao et al., 2016] in the last decade. Both of them

model the articulated objects with many degrees of freedom and self-occlusions

while hand pose estimation has some unique difficulties due to complicated varia-

tions caused by high DoF articulations, multiple viewpoints, self-similar parts, severe

self-occlusions, different shapes and sizes.

High Degrees of Freedom

Each finger of the human hand follows a kinematic chain with the palm as its

base reference and has four DoFs, two for MCP joints (flexion and abduction), one

flexion for each of the PIP and the DIP joint 1. Therefore, if the hand articulation is

1MCP, PIP, and DIP stand for the metacarpophalangeal, proximal interphalangeal, and distal
interphalangeal joints, respectively.
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(a) (c)(b) (d)

Figure 1.4: (a) a depth image (b) 3D point cloud (c) a crop hand image images (d)
3D point cloud of the hand area.

Figure 1.5: The hand pose estimation is configuring the parameters y of the hand
skeleton model from a hand depth image x

represented by its joint angles 2, the articulation space is R20, though the articulation

space is constrained by the limit of the range of the finger motions and correlation

between fingers.

Under the constraint, to achieve the maximum coverage of the articulation space

when collecting a hand pose dataset, the hand can have 32 extremal poses (25) where

the bent finger reaches its maximum limit and there are 496 transitioning motions

between these extreme poses (

(
32

2

)
= 496 pairs) [Yuan et al., 2017].

Apart from the articulation, the hand pose has other 6 DoFs, the global location

and the global viewpoint. As the appearances of the human hand change not only

2The thumb is approximated by four DoFs
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due to the viewpoint but also the coupled articulation, the viewpoint estimation of

the hand pose is more complex than that of the rigid objects.

Self-similar parts

In human body pose estimation, the similarity of the left and the right limb cause

ambiguity for the keypoint detector and often results false detections. In hand pose

estimation, the ambiguity is more severe as all the fingers look similar; without

global information, one can hardly discriminate different fingers.

Self-occlusion

Self-occlusion here refers some parts of the object are occluded by other parts. In the

self-occlusion of rigid objects, the locations of occluded keypoints are deterministic

when using the evidence of the visible parts and object priors while in the self-

occlusion of articulated objects, in most cases, the locations of occluded keypoints

are unknown even with the cues from the visible parts. For example, from the

images in the first column of Fig. 1.3(b), the occluded joint locations can have many

possible configurations though the constraints from the visible joints can help to

reduce the configuration space.

Various hand size and shapes

Ballan et al. [Ballan et al., 2012] shows extremely robust hand tracking with a user-

specialized hand model. However, as existing techniques for model construction

depend on large datasets of high quality scans [Khamis et al., 2015] while the hand

data captured by the sensor is noisy and contains fewer foreground pixels due to

their size relative to the whole body, the variation of hand size and shapes is less

discussed when compared to human body [Anguelov et al., 2005] and face [Blanz and
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Vetter, 1999]. The hand model of Ballan et al. [Ballan et al., 2012] requires manual

rigging and a multi-camera capture setup. Taylor et al. [Taylor et al., 2014] acquire

a user-specialized model from a single depth camera, but require long calibration

sequences in which all degrees of freedom of the hand have to be exercised while

Khamis et al. [Khamis et al., 2015] improve the method by using a set of short

sequences.

Noisy real data

The modern commodity-level depth sensors, such as Intel RealSense, Microsoft

Kinect, Google Tango, PrimeSense produce images with missing data when ob-

ject surfaces are too thin, too close or far from the sensors, too shiny etc.. Even

in indoor scenarios, depth images are often missing more than 50 % of the pixels

[Zhang and Funkhouser, 2018]. Due to the hand size, the sensors are only capable of

sparse sampling and the sensor noisy tends to have larger effect. Also, these sensors

typically run at a frequency of 60FPS while human hands can move up to 200FPS

in translation [Erol et al., 2007], which results in motion blur within frames.

1.3 Thesis Overview and Contributions

The thesis address the problem of 3D hand pose estimation whose challenges are

mentioned in the last section. Before starting the explanation of our proposed

methods, we first cover a general literature review on related areas in Chapter 2

and then introduce the public datasets and the proposed dataset in Chapter 3.

Chapter 4 to Chapter 6 contains our main contributions, which are summarised as

follows. Chapter 7 concludes the thesis with findings and discussion about future
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works.

Here is summary of our contributions.

Hierarchical Deep Net with Spatial Attention

Discriminative methods often generate hand poses kinematically implausible, then

generative methods are used to correct (or verify) these results in a hybrid method.

Estimating 3D hand pose in a hierarchy, where the high-dimensional output space

is decomposed into smaller ones, has been shown effective. Existing hierarchical

methods mainly focus on the decomposition of the output space while the input

space remains almost the same along the hierarchy. In Chapter 4, a hybrid hand

pose estimation method is proposed by applying the kinematic hierarchy strategy

to the input space (as well as the output space) of the discriminative method by a

spatial attention mechanism and to the optimization of the generative method by

hierarchical Particle Swarm Optimization (PSO). The spatial attention mechanism

integrates cascaded and hierarchical regression into a CNN framework by transform-

ing both the input(and feature space) and the output space, which greatly reduces

the viewpoint and articulation variations. Between the levels in the hierarchy, the

hierarchical PSO forces the kinematic constraints to the results of the CNNs.

Integration of Hierarchical Deep Net

In 3D hand pose regression, Sun et al. and Tang et al. [Sun et al., 2015; Tang et al.,

2015] follow the hand hierarchical kinematic structures and decompose the problem

into sub-problems which can be tackled independently. The hierarchical regression

in Chapter 4 and these two methods differs regarding to how the hierarchy is con-

structed, which method is used to prevent error accumulation, whether a full pose

energy is used to get the best hypothesis. These different hierarchical regressions are
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integrated into a probabilistic framework in Chapter 5. Variants under the frame-

work are constructed and compared to analyse the efficacy and efficiency of each

component, which provides guidances for choosing the right components in certain

cases.

Probabilistic model with Occlusion awareness

Though having proven to be effective, most existing discriminative methods includ-

ing the hierarchical regression in Chapter 4 yield a single deterministic estimation

of target poses. Due to their single-value mapping intrinsic, they fail to adequately

handle self-occlusion problems, where occluded joints present multiple modes. In

Chapter 6, we tackle the self-occlusion issue and provide a complete description of

observed poses given an input depth image by a novel method called hierarchical

mixture density networks (HMDN). The proposed method leverages the state-of-

the-art hand pose estimators based on Convolutional Neural Networks to facilitate

feature learning, while it models the multiple modes in a two-level hierarchy to

reconcile single-valued and multi-valued mapping in its output. The whole frame-

work with a mixture of two differentiable density functions is naturally end-to-end

trainable.



Chapter 2

Literature Review

As mentioned in the previous chapter, 3D hand pose estimation can be considered

as the keypoint estimation problem when the skeleton model parameterized by the

3D joint locations is utilised.

Keypoint estimation on human and objects has achieved significant progress in the

past decades as the keypoint estimation is a prerequisite for comprehensive human

understanding, where we want to localize people and objects, understand the activ-

ities when they are interacting with the environment, predict their next move based

on the understanding etc.. In the facial landmark detection, the detected keypoints

in human faces, e.g. the tip of the nose, eyebrows, the eye corner and the mouth

help to construct the 3D Morphable model [Zhu et al., 2015a], estimate the head

pose and analyse facial deformation [Wu et al., 2017b], preform facial reenactment

[Thies et al., 2016]. In the human pose estimation, the joints on the arms, legs and

keypoints on the torso form a skeleton-based representation of the human structure

which are fed into LSTM to recognise human activities [Du et al., 2015] or are used

to reconstruct the 3D meshes [Kanazawa et al., 2018]. 6D object pose estimation of-

ten takes the keypoints as an intermediate representation to get the final translation

11
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and rotation [Krull et al., 2017] or the 3D model [Wu et al., 2016]. With the shared

problems, the methods and goals of 3D hand pose estimation follow the roughly the

same development.

As such, we will first review some related work on 2D/3D keypoint estimation for

human body pose, face landmarking/pose, 6D object detection/pose and then dive

into the literature of 3D hand pose estimation.

2.1 2D Keypoint Estimation

The related work on 2D keypoint estimation can be categorized into three groups:

direct regression, dense pixel-wise prediction and model/template-based methods.

Direct Regression

The regression-based methods estimate 2D keypoint locations explicitly from images

or features. Using the random forest, Girshick et al. [Girshick et al., 2011] get the

body joint locations by votes from the pixels in the leaf nodes. A number of studies

[Valstar et al., 2010; Cootes et al., 2012; Dantone et al., 2012] in facial landmarking

use the similar voting scheme to get the locations of the landmarks. Early methods

using CNN predict the 2D coordinates of keypoints directly [Toshev and Szegedy,

2013; Carreira et al., 2016].

The direct regression based on the assumption of single instance (object, body,

hand, face) in the input. For example, if there are multiple bodies in the input,

the regressor should represent the multiple modes of the same joint while the direct

regression fails to handle. The following dense pixel-wise prediction is free of this

difficulty.
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Pixel-wise Prediction

Methods in this category provide dense pixel-wise predictions and then infer object

pose or joint coordinates from these predictions. At each pixel, a network predicts

whether (or where) the pixel is located on a part of human body, or the surface of

the object. Brachmann et al. [Brachmann et al., 2014] get the pixel-wise prediction

using random forests and generate hypotheses of the objects by sampling a small set

of pixels and comparing the forest prediction with input depth images. In human

pose estimation [Shotton et al., 2011], the pixels are classified into different body

parts by random forests and those belonging to the same part are aggregated to

infer the joint location using mean shift.

In recent years, heatmap regression in the domain of deep learning is most commonly

used for dense pixel-wise prediction and has been successfully applied to human pose

estimation [Papandreou et al., 2017; Newell et al., 2016; Wei et al., 2016; Cao et al.,

2016], 6D object reconstruction [Wu et al., 2016], face landmarking [Sun et al., 2013],

where the coordinate of the keypoint is the location of the highest response on the

heatmap. For example, the two heatmap based methods [Papandreou et al., 2017;

Cao et al., 2016] in human pose estimation are the winners of the COCO keypoints

challenge of 2016 and 2017, respectively.

Most of the work in both the regression and classification-based estimation exploits

cascaded framework to refine an initial guess of the locations iteratively for higher

accuracy [Sun et al., 2013; Cao et al., 2016; Wei et al., 2016; Carreira et al., 2016].

Carreira et al. [Carreira et al., 2016] also combines the direct regression and the

heatmap regression within the cascade stages, where the heatmaps are input into

the iterated modules and the 2D coordinates are the output.
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Template-based Estimation

For most of the history, the template-based methods have heavily based on the

idea of part-based models, where face/body templates are built to fit the input

images. The seminal work can trace back to the Pictorial Structure of Fischler and

Elschlager [Fischler and Elschlager, 1973], which is extended and applied on object

recognition [Felzenszwalb and Huttenlocher, 2005], image parsing [Ramanan, 2007],

body pose space reduction [Ferrari et al., 2008]. Following this idea, Felzenszwalb

et al. propose Deformable Part Model for 2D keypoint estimation, which is applied

on human body pose [Felzenszwalb et al., 2008] and on facial landmarking [Zhu and

Ramanan, 2012]. These work spurs intensive work on template-based 2D keypoint

detection in body [Andriluka et al., 2009; Yang and Ramanan, 2011; Gkioxari et al.,

2013], face [Asthana et al., 2013; Yu et al., 2013] and 6D object [Hinterstoisser et al.,

2012; Rios-Cabrera and Tuytelaars, 2013].

2.2 3D Pose Regression

In this section, we provide a brief review on estimating the full 3D pose from a

single image. As discussed in the overview, 2D keypoints often serves as an input

for further full pose estimation, reconstruction and image understanding. Estimating

the 3D pose from input images generally learns to regress the 3D pose directly or

via intermediate 2D pose representation.

3D pose/shape from images

Estimating the 3D pose directly shares the same problem with that of 2D pose

estimation: the number of the pose should be fixed.
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PoseNet [Kendall et al., 2015] uses CNN to directly regress the translation and

rotation for camera pose and PoseCNN [Xiang et al., 2018] introduces ShapeMatch-

Loss for pose estimation for symmetric objects to train a CNN with the 6D object

pose as output.

When estimating the 3D body pose directly [Zhou et al., 2016a; Li et al., 2015;

Li and Chan, 2014], the discriminatively learned regressor may output kinematic

implausible poses. To enforcing the structural constraints, Zhou et al. [Zhou et al.,

2016a] embed a kinematic pose model into a CNN that regresses the 3D pose directly

and Li et al. [Li et al., 2015] propose maximum-margin structured learning to

compare image and 3D pose pairs.

3D pose via intermediate regressions

When estimating the pose of rigid objects, most work in the literature first predicts

dense pixel-wise coordinates of the objects [Brachmann et al., 2014; Michel et al.,

2015; Krull et al., 2015, 2017; Kehl et al., 2017; Wu et al., 2016, 2017a]. From

the estimated coordinates, object classes or rotations, multiple pose hypotheses are

generated and are scored by comparing the rendered and observed image patches.

They all refine the best hypotheses, but differs in their scoring functions and network

for the discriminative learning part. For the scoring functions, [Brachmann et al.,

2014; Michel et al., 2015] use simple pixel-wise distance function while Krull et al.

[Krull et al., 2015, 2017] learn a CNN for comparing the similarity. Kehl et al. [Kehl

et al., 2017] replace the random forests used in [Brachmann et al., 2014; Michel et al.,

2015; Krull et al., 2015, 2017] by CNN to produce dense predictions of object classes,

viewpoints, rotations, projected bounding boxes corners to get the 6D pose while

Wu et al. reconstruct 3D shape by estimating the 2D keypoint locations in [Wu

et al., 2016] and normals, depth and silhouette in [Wu et al., 2017a] in a end-to-end
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CNN framework.

In contrast to the rigid object, human body is highly articulated; with known 2D

joint positions, the possible 3D poses consistent with the 2D positions are infinite.

3D geometric pose proirs [Akhter and Black, 2015; Ramakrishna et al., 2012] and

temporal constraints [Akhter et al., 2011; Lee et al., 2017] are modelled and enforced

to find the correct possible 3D poses. Though human face is not articulated, the 3D

shape of the face is highly deformable. [Simon et al., 2017] construct a Kronecker

Markov Random Field as a prior distribution over the time-varying 3D shapes like

human face and body while Zhao et al. [Zhao et al., 2017] reconstruct 3D shape of

rigid objects like cars and non-rigid objects like flag and human body/face from 2D

landmarks by a deep neural network.

Estimating the 3D body pose directly requires a large number of annotated 3D

locations for the joints which is hard to get while the 2D annotation is comparably

abundant. Some methods [Tome et al., 2017; Zhou et al., 2016c] thus decouple the

2D and 3D training data but estimate 2D landmark and 3D pose jointly, instead of

previous pipeline methods.

2.3 3D Hand Pose Regression

3D hand pose regression shares the similar development in 3D pose regression. In

the previous sections, the related work are most about learning a mapping function

between the input images to the pose parameters as our work mainly forces on

learning the mapping function. In this section, to give an overview of the progress

in hand pose regression, we also introduce approaches based on model fitting, and
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the hybrid of learning based methods and model-based methods.

Discriminative Approaches

Discriminative (or learning-based) approaches learn a mapping function from input

image to the configuration of pose parameters.

In Section 2.1, we mentioned that in 3D body pose estimation the Kinect [Shotton

et al., 2011] treats the estimation as a dense per-pixel classification problem by

classifying each foreground pixel into one of the body parts, followed by a mean-

seeking method to locate body part centres and hence skeletons. On top of that,

Girshick et al. [Girshick et al., 2011] propose to use regression forest to estimate

body joints directly, including occluded ones.

Follow the same routes in body pose, per-pixel classification based methods [Xu

and Cheng, 2013; Sridhar et al., 2016, 2015; Tang et al., 2013; Neverova et al., 2014;

Ionescu et al., 2014] assign each pixel with a hand part label and then infer hand

joint locations. Direct regression based methods [Wan et al., 2016; Oberweger et al.,

2015a; Ye et al., 2016; Tang et al., 2014] estimate a subset of the parameters directly

without intermediate representation.

Both per-pixel classification and the direct regression for subset of pose parameters

make a decision from local appearance, i.e. part-based methods, and thus have a bet-

ter generalization ability than holistic approaches. Sharing the same disadvantages

of part-based body pose algorithms, they lack the kinematic information, since the

output parameters are treated independently, and may produce many false alarms

due to the self-similar hand parts.

On the other hand, part-based methods estimate the parameters of the underlying
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latent variables separately and thus each regressor has a much lower dimensional

problem to tackle. However, post-processing is usually required to recover kinemat-

ically consistent parameters.

Holistic regressors [Tompson et al., 2014; Oberweger et al., 2015b] that estimate all

parameters together with the context from the whole image, keep the hand kinematic

information implicitly, but requires more data to cover the variations in the whole

images.

Generative Approaches

Generative (or model-based) approaches treat hand pose estimation as an inverse

problem, searching for an optimal pose configuration to minimize an energy function

that captures the difference between a 3D hand model and observation. Since the

hand model is driven by pose parameters in the target space (joint angles), kine-

matic consistency is preserved. However, previous generative methods in body pose

[Zhu et al., 2008; Deutscher and Reid, 2005] and hand pose [Rehg and Kanade, 1994;

Stenger et al., 2001a, 2006; Oikonomidis et al., 2011b, 2012; Qian et al., 2014b; Pan-

teleris et al., 2015; Tan et al., 2016; Taylor et al., 2016] involve expensive evaluations

of the energy function in a high dimensional observation space. On the optimization

side, a popular strategy in hand pose estimation is to use particle swarm optimiza-

tion (PSO) for solving the inverse problem [Oikonomidis et al., 2011b, 2012]. PSO

hypothesizes a ‘swarm’ of particles (pose hypotheses) that are iteratively perturbed

based on their own and the other particles’ energies. In order to have good per-

formance, hundreds of particles are required easily saturating a high-end GPU to

achieve interactive frame rates. Chen et al. [Qian et al., 2014b] propose a simplified

sphere hand model to circumvent the computational expensive rendering part. The

method evaluates the sphere-based model over the input point cloud, and combines
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ICP and PSO to reduce the number of the evaluations and accelerate parameter

search. The ICP-PSO optimization, however, like PSO, also relies on good ini-

tializations from the previous frame, and the optimization fails when motions are

abrupt.

Hybrid Approaches

Considering the limitations in discriminative and generative approaches, a possible

improvement is to combine the two for better efficiency and kinematic constraints.

In practice, discriminative approaches generate a set of candidates, joint positions for

example, to narrow the parameter search space for following generative approaches.

This strategy has been applied to both body pose estimation [Salzmann and Urta-

sun, 2010; Baak et al., 2011; Ye et al., 2011; Taylor et al., 2012; Yang and Ramanan,

2011; Wang and Li, 2013; Yub Jung et al., 2015] and hand pose estimation [Sridhar

et al., 2016, 2013; Tzionas et al., 2016b; Ballan et al., 2012; Sharp et al., 2015; Kre-

jov et al., 2015; Poier et al., 2015; Choi et al., 2015; Tompson et al., 2014]. Similar

to [Salzmann and Urtasun, 2010] in body pose, a PSO is initialized with predictions

from CNN [Tompson et al., 2014] or decision forest [Sharp et al., 2015]. This kind of

approaches treats the mapping from the pose parameters to the rendered images as a

black box: prior knowledge about the generation process and relationships between

different parameters are ignored.

Discussion

Among these three different approaches, heatmap regression using 3D CNN [Moon

et al., 2018] produces the best performance for the single frame pose estimation task

in the Hands In the Million Challenge (HIM2017) [HIM] and the other heatmap

regression using 2D CNN comes at the second place for per-frame hand pose esti-
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mation. Overall, the heatmap based regression in the keypoints detection benefits

from keeping the spatial of the images and the 3D heatmap regression using 3D

CNN further makes full use of the depth data. However, the boost in the accuracy

is at the cost of the memory consumption and runtime efficiency when compared

with direct regression of the joint location.

Both direct and heatmap regression requires proper normalization of foreground

hand pixels (voxels), which depends on the performance of hand detectors while the

hand detection also poses a problem. The challenges [HIM] have two tasks: single

frame pose estimation task, where the frames are shuffled so no information from

previous frames can be used but the bounding boxes are provided and the tracking

task, where the video clips are provided and the ground truth of the first frame of

each clip is given. Even with the ground truth pose for the first frame of each clip

and the availability of temporal information, the average mean joint error (12.3mm)

of the top 3 submissions for tracking task (5 submission) are still higher than that

(10.3mm) for single frame task (17 submission). Based on the figures, we point

out that apart from the difficulty in the pose estimation in the extreme viewpoints

and occlusions in itself, the hand detection in various scenarios hinders the overall

performance of the whole system.

In all the work mentioned, the euclidean distance between the estimated joint lo-

cations and the ground truth are measured to evaluate the methods. While simple

and effective, the metric lacks the statistics information in different aspects and

therefore, is insufficient in evaluating current pose estimator. With the availability

of large data, the top 3 methods in the challenge can achieve the mean joint error

as low as 10mm. The evaluation metrics for the corner cases of the hand estimation

system, such as occlusions, extreme poses, unseen poses, are to be proposed.
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For other finding regarding the achievements in 3D hand pose estimation and the

existing challenges, we refer reader to the work [Yuan et al., 2018]. Also, a detailed

comparison of methods before 2015 can be found in [Supancic et al., 2015].
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Datasets

3.1 Public Datasets and Proposed Dataset

Figure 3.1: ICVL dataset [Tang et al., 2014].

Existing datasets are either generated synthetically or captured using depth sensors.

Examples images in Fig. 3.1, Fig. 3.2 are real images captured by Intel Creative

Sensor [Tang et al., 2014] and PrimeSense [Tompson et al., 2014] while images in

Fig. 3.3 are synthesized [Sharp et al., 2015] (all the images are randomly selected).

22
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(a) real images

(b) synthetic images

Figure 3.2: NYU dataset [Tompson et al., 2014]. A real data with

ICVL [Tang et al., 2015] dataset is a real sequence captured by Intel RealSense with

the range of view about 120 degrees consisting 1596 test frames and 16008 training

frames. 16 bone centre locations are provided for each hand pose.

NYU [Tompson et al., 2014] dataset is a real sequence acquired by PrimeSense

containing 8252 test-set and 72757 training-set frames with a full range of views. 36

joint locations are provided for each hand pose. The images of the training set is
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Figure 3.3: MSHD dataset [Sharp et al., 2015]

Figure 3.4: Bighand dataset [Yuan et al., 2017]

collected from one subject and those of testing set are from two subject (one subject

is seen in the training set).

MSHD [Sharp et al., 2015] dataset is a challenging dataset that covers a full range

of views and complex articulations with 100000 synthetic images in the training-set

and 2000 synthetic images in the test set. 22 joint locations are provided for each

hand pose. For the hand shape, a scale factor is uniformly drawn in a interval.
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We summarize the characteristics in Table 3.3. As the annotations of these datasets

do not conform to each other, we use the annotation version in [Tang et al., 2015]

that labels locations of the joints.

Proposed Bighand Dataset

Synthetic images exhibit a certain level of appearance difference from real depth

images. Fig. 3.2 (a)(b) shows the pairs of real images and their synthetic ones.

Real datasets are limited in quantity and coverage, mainly due to the difficulty to

annotate them. For examples, images from ICVL Fig. 3.1 and NYU Fig. 3.2 dataset

most appear with palm facing front. We therefore propose a tracking system with six

6D magnetic sensors and inverse kinematics to automatically obtain 21-joints hand

pose annotations of depth maps captured with minimal restriction on the range of

motion.

The proposed Bighand dataset is collected in both third-person viewpoint and first-

person viewpoint and have a full and even coverage of both the viewpoint and

articulation space. Considering the variation of hand shape, the hand images of 10

subjects are captured. Fig. 3.4 shows some examples images from the dataset.

To measure the quality of these datasets, both qualitative and quantitative analyses

are conducted. For the qualitative analyses, 2D t-SNE embeddings of the pose space

are shown in Fig. 3.5. The Bighand dataset has broader and evener coverage than

other datasets both in the viewpoint space and articulation space.

For the quantitative comparison, CNN models with the same structure are trained

on the training sets of ICVL, NYU, MSHD and Bighand and then are cross-tested

on the testing sets. The mean joint errors of the cross testing are reported in

Table 3.2. All CNN models training on ICVL, NYU, or MSHD does not generalize
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Figure 3.5: 2D t-SNE embedding of the hand pose space of different datasets. Blue:
Bighand; Red: ICVL; Green: NYU. The global viewpoint and the articulation cov-
erage are shown in the first and the middle figure. The combination of the viewpoint
and articulation is demonstrated in the last figure. Bighand dataset spreads broader
and evener than the other existing datasets.

well to other datasets, whose errors are much higher than errors of models trained

on corresponding training sets.

On the other hand, the model trained on BigHand performs well on ICVL and NYU,

achieving comparable or even lower errors than those of models on the corresponding

training sets. Though, the performance of the same model when tested on MSHD

dataset is worse than that of the model training on MSHD dataset, which is mainly

due to the appearance difference between the real images and synthetic images, it

still achieves lower error than other models training on ICVL and NYU.

The cross-tested errors therefore verify sufficient variations of the Bighand dataset in

shape, articulation, viewpoint and also the high annotation accuracy of the system.
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Table 3.1: Description of datasets

Dataset ICVL NYU MSHD BigHand

sensor Intel Creative
Sense

PrimeSense Kinect2 Intel Real
Sense

data type real real synthetic real
subjects 10 2 * 10
train 16,008 72,757 100,000 2,200,000
test 1,596 8,252 2,000 -
viewpoint 3rd 3rd full full

Table 3.2: Cross-benchmark comparison.

PPPPPPPPPtrain
test

ICVL NYU MSHD BigHand

ICVL 12.3 35.1 65.8 46.3
NYU 20.1 21.4 64.1 49.6
MSHD 25.3 30.8 21.3 49.7
BigHand 14.9 20.6 43.7 17.1

3.2 Labelling Hand Parts and Visibility

As one of our targets is to tackle the occlusion problem, which will be discussed in

Chapter 6, the ground truth about the occlusion are required. We define that when

the bone corresponding to a joint (the end of the bone) have no 3D points (pixels if

representing in 2D images instead of 3D point clouds) captured from by the depth

sensors, the joint is occluded; otherwise, the joint is visible.

According to the definition,to get the visibility of a joint, the belonging of each pixel,

hand part labels, are to be acquired.

The labels available for most hand datasets are joint locations. The joint locations

can be converted to the hand part labels with a hand model. The sphere model of
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[Qian et al., 2014a] is chosen from the hand models shown in Chapter 1 due to its

simplicity, less computation from the joint location, less requirement for the shape

parameters. The hand model for the labelling is color-coded for different hand parts,

shown in Fig. 3.6. The shape parameters required from the model are the thickness

of the joints, which are recorded in the datasets or can be acquired by manually

aligning the sphere model to the point clouds.

Figure 3.6: the hand sphere model

ICVL

NYU

MSRC

BigHand

Figure 3.7: Images with the labelled hand parts

First, we follow the steps below to get the hand part labels.
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1. For each image, a sphere model is constructed from the joint locations. In the

sphere model, there is a sphere centred on each joint with its radius being the

half of the thickness of the joint. For the spheres between two neighbouring

joints, the centres and the radii are linearly interpolated.

2. With this sphere mode, we define 21 hand parts (corresponding the 21 joints).

Each hand part is represented by several spheres and these spheres share the

same part label, see Fig. 3.6.

3. Each point in the point clouds is assigned to the nearest sphere and is labelled

with the hand part the sphere is assigned.

After all pixels are assigned to the hand parts, we know whether a hand part has

points or not. As the depth sensor has noises, in experiment a joint is set to be

occluded when the number of points assigned to the corresponding hand part is below

a threshold. When setting the threshold, the distance of the hand to the camera

should be considered. To this end, we normalize the number of pixels belonging to

different parts as follows.

1. The numbers of pixels assigned to spheres belonging to a hand part are sum

up and normalized by the mean depth of all the pixels;

2. The numbers are further normalized by that of a depth image with a open

pose facing the sensor;

3. If the normalized number of pixels is below a threshold (0.01 in our experi-

ment), the bone (joint) is treated occluded.
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3.3 EgoBigHand

To train and test the method proposed in Chapter 6 aiming at the occlusion chal-

lenge, a dataset with a considerable number of images with occlusions are required.

We first investigate the occlusion rate of the dataset covered in section Section 3.1.

The rate of occluded finger joints and the total number of training and testing im-

ages are listed in Table 3.3 using the visibility labels generated in Section 3.2. Either

training set or testing set of ICVL, NYU and MSHD has a low rate of occlusion.

Bighand dataset is collected with aiming at a full coverage of viewpoints and artic-

ulations. The egocentric subset of the Bighand dataset includes many frames with

occlusions. To evaluate the proposed methods and compare with the state-of-the-art

in handling with occlusion, we utilise the egocentric subset and we name it EgoBig-

Hand. EgoBigHand includes 8 subjects: frames of 7 subjects are used for training

and frames of 1 subject for testing.

Table 3.3: The rate of occluded finger joints and the total number of frames

Dataset ICVL NYU MSHD EgoBigHand

Train
occ. rate 0.06 0.09 0.33 0.48
total no. 16,008 72,757 100,000 969,600

Test
rate 0.01 0.36 0.16 0.24
total no. 1,596 8,252 2,000 33,468

In Chapter 4 and Chapter 5, we use ICVL, NYU and MSHD datasets while in

Chapter 6 we exploit those containing a higher portion of occluded joints in the

experiments i.e. EgoBighand and MSHD.

Augmentation of EgoBigHand Dataset

Though the egocentric subset includes lots of self-occlusions, it lacks diverse artic-



3.3. EgoBigHand 31

Figure 3.8: The finger joints are in orange
and the location labels for the occluded fin-
gers are augmented by using the labels from
the third-person viewpoint subset of Big-
Hand.

ulations. The other part of Bighand dataset, the third-person viewpoint subset,

spans the full articulation space while the proportion of occluded joints, especially

severe occlusions, is low. As the possible configurations of the joint locations un-

der occlusion are to be modelled, adequate configurations for these occluded joints

are required. We therefore augment the egocentric subset using the articulations of

the third-person view dataset. The augmentation is implemented by adding joint

location labels from the third-person viewpoint subset for the occluded finger joints.

The steps for the augmentation are detailed. The hand joints shown in Fig. 3.8 can

be seen as a tree, where the wrist is the root. The tree has five branches from the

root to the finger tips and for a joint, all the joints in the tip side along the same

branch are its children.

The augmentation for the pose label y = {yj|j = 1, ..., J} of an image with occlusion

in the egocentric subset follows two steps.

1. For each branch, starting from the finger joint on the top level, we search the

first joint satisfying two conditions: 1) the joint is occluded; 2) the children of

the joint are occluded. The partial pose label for the joint and all its children

joints is {yj|j ∈ J1} and the partial label for the other joints is {yj|j ∈ J2}.

2. For the joint and its children joints, we randomly choose partial pose labels

(rotated to the same viewpoint of y) from the third-person viewpoint subset of
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the same subject. These partial pose labels are then combined with {yj|j ∈ J2}

to form the whole pose labels. Those pose labels whose hand part labels are

the same as that of its original label y are selected.
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Hierarchical Deep Net with Spatial

Attention

4.1 Motivation

Estimating 3D hand pose in a hierarchy, i.e. estimating each partial pose from the

wrist joint to the finger tips, where the high-dimensional output space is decomposed

into smaller ones, has been shown effective. However, existing hierarchical methods

mainly focus on the decomposition of the output space while the input space remains

almost the same along the hierarchy. Therefore, a spatial attention mechanism is

proposed to transform both the input(and feature space) and the output space of

the discriminative learning, which greatly reduces the viewpoint and articulation

variations under the hierarchical structure.

Due to the sequential estimation, the errors accumulate. To mitigate the error ac-

cumulation, two measurements are proposed 1) cascaded regression is incorporated

into the hierarchy to refine the estimation of each layer in the hierarchy; 2) hier-

archical PSO forces the kinematic constraints to the results of the discriminative

33
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methods.

4.2 Overview

Spatial   Attention    Mechanism

final resultinput image

Cascaded CNN for 
Partial Pose

Partial PSO + KC

CNN

CNN

CNN

Cascaded CNN for 
Partial Pose

Partial PSO+KC

CNN

CNN

CNN

Cascaded CNN for 
Partial Pose

Partial PSO+KC

CNN

CNN

CNN

Λ Λ Λ

intermediate 
inputs and 

outputs

Figure 4.1: Structure of the proposed method. The Spatial Attention Mechanism
integrates the cascaded and hierarchical hand pose estimation into one framework.
The hand pose is estimated layer by layer in the order of the articulation complexity,
with the spatial attention module to transform the input/feature and output space.
Within each layer, the partial pose is iteratively refined both in viewpoint and
location with the spatial attention module, which leads both the feature and output
space to a canonical one. After the refinement, the partial PSO is applied to select
estimations within the hand kinematic constraints (short as KC in the figure) among
the results of the cascaded estimation. Λ denotes the CNN feature maps.

Under the hierarchical regression, Sun et al. [Sun et al., 2015] refine the hand pose

by two levels of a hierarchy (palm, and fingers) in a cascaded manner by viewpoint-

invariant pixel difference features in random forest while the discriminative and

generative methods are combined in a hierarchy [Tang et al., 2015]: in each layer,

random forests are first used to regress partial poses and a partial joint energy

function is introduced to evaluate the results and select the best one to the next

layer. The hierarchical optimization with refinement that estimates the hand pose

in the order of articulation complexity of the hand is a promising framework as the
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searching space is decomposed into smaller parts and the refinement leads to more

accurate results.

However, the method in [Sun et al., 2015] and the discriminative part of HSO [Tang

et al., 2015] only focus on breaking down the complexity in the output space hi-

erarchically, i.e., decomposing the hand variables; in other words, the hierarchical

strategy is carried out in the output space while the input space or the feature space

stays the same along the hierarchy. For the cascaded refinement [Sun et al., 2015;

Oberweger et al., 2015b], the input or feature space is only partially updated with

results from previous stages, either by cropping or rotating, and the features [Sun

et al., 2015] are computed on the original whole images in each iteration. In ad-

dition, the optimization of the energy function is performed in a brute force way

in [Tang et al., 2015].

In this Chapter, we propose a hybrid method with iterative (cascade) refinement for

hand pose estimation, illustrated in Fig 4.1, which not only applies the hierarchical

strategy to the output space but also the feature space of the discriminative part

and the optimization of the energy function of the generative part.

For the discriminative part, a spatial attention mechanism is introduced to integrate

cascaded (with multiple stages) and hierarchical (with multiple layers) regression

into a CNN framework by transforming both the input (and feature space) and the

output space. In the transformed space, the viewpoint and articulation variations of

the feature space and the output space is largely reduced, which greatly simplifies the

estimation. Along the hierarchy, with the spatial attention mechanism, the features

for the initial stage of each layer are spatially transformed from input images based

on the estimation results of the last stage of the previous layer. Within each layer,

the features are iteratively updated by the spatial attention mechanism. By this
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dynamic spatial attention mechanism, not only the most relevant features for the

hand variable estimation are selected but also the features are transformed to a

canonical, expected viewpoint gradually, which simplifies the estimations in the

following stages and layers. As such, discriminative features are extracted for each

partial pose estimation in each iteration. In this way, we learn a deep net with

spatial transformation tailored towards our hand pose estimation problem.

In the generative part, the optimization organized in the hierarchy prevents error

accumulation from previous layers. Between the levels of the hierarchy, partial PSO

with a new energy function is incorporated to enforce hand kinematic constraints. It

generates samples under the Gaussian distribution centered on the results of the dis-

criminative method, and selects estimations within the hand kinematic constraints.

The search space of the generative method is largely reduced by estimating partial

poses.

To evaluate our method, extensive experiments have been conducted on three public

benchmarks. The experimental results show that our method significantly outper-

forms state-of-the-art methods on these datasets.

4.3 Related Work

4.3.1 Feature Selection with Attention

Learning or selecting transformation-invariant representations or features by neural

networks has been studied in many prior works and among them, attention mech-

anism has gained much attention in object recognition and localization recently.
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Girshick et al. [Girshick et al., 2014] produce region proposals as representations for

CNN to focus its localization capacity on these regions instead of a whole image.

DRAW [Gregor et al., 2015] integrates a spatial attention mechanism mimicking

that of human eye into a generative model to generate image samples in different

transformations. Sermanetet al. [Sermanet et al., 2014] use an attention model to

direct a high resolution input to the most discriminative regions to do fine-grained

categorization. An end-to-end spatial transformation neural network is proposed

in [Jaderberg et al., 2015].

The attention mechanism is tailored to our highly articulated problem by breaking

down to the viewpoint and articulation complexity in a hierarchy and refining es-

timation results in a cascade. The hierarchical structure with cascade refinement

enables us to use a spatial transformation to not only select most relevant features as

in prior works aforementioned and also transform the feature and the output space

into a new one which leads to our expected, canonical space.

4.3.2 Cascaded and Hierarchical Estimation

The cascaded regression strategy has shown good performances in the face analy-

ses [Zhao et al., 2014; Zhu et al., 2015b], human body estimation [Dollár et al., 2010;

Toshev and Szegedy, 2013] and hand pose estimation [Sun et al., 2015; Oberweger

et al., 2015a] and in most of these works, the features are hand-crafted, such as

pixel difference features [Dollár et al., 2010; Sun et al., 2015], landmark distance

features [Zhao et al., 2014], SIFT [Xiong and Torre, 2013]. Oberweger et al. [Ober-

weger et al., 2015a] use CNN to learn features automatically but with only partial

spatial transformations by cropping input images and in another work [Oberweger
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et al., 2015b], they use the images generated by CNN as the feedback to refine the

estimation. Sun et al. [Sun et al., 2015] refine the hand pose using pixel difference

features updated for viewpoints of whole images in each iteration. The features

in both works are partially transformed either by cropping patches from the in-

put images or rotating features calculated from the whole image. On the other

hand, a hierarchical strategy that estimates hand poses in the order of hand artic-

ulation complexity achieves good performance [Tang et al., 2015; Sun et al., 2015].

HSO [Tang et al., 2015] estimates partial poses separately in the kinematic hierarchy

while the input space remains unchanged. Sun et al. [Sun et al., 2015] estimate par-

tial poses holistically in two layers of a hierarchy by calculating rotation invariant

pixel difference features from the whole image.

Our proposed method fully transforms the feature space and the output space to-

gether in both cascaded and hierarchical manner. For each iteration of the cascade,

no new features are learned as features are obtained by a spatial transformation ap-

plied to the feature maps of an initial stage. For the hierarchy, only a small region

which has been transformed to a canonical view is fed into CNN. In this way, the

hierarchical and cascaded strategy is not only applied to the output space as in prior

work but also the transformed input and feature space.

4.4 Method overview

Hand pose estimation is to estimate the 3-D locations of the hand’s 21 key joints

y given depth image x, which is normalized by the size of the depth image. The

ground truth of y is denoted as y∗. In our approach we divide the 21 joints into four

layers {yl}
3
l=0 where the value of l is also the order of our hierarchical estimation,
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see Fig 4.2. For each layer l, j is used to denote a single joint on one finger, in the

order from thumb to pinky with the number starting from 1 to 5 (for the wrist joint

in the first layer, j is 0). With all the definitions, the hand variables to be estimated

are expressed as {{ylj}
5

j=0
}
l=0
∪ {{ylj}

5

j=1
}3
l=1

.
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Figure 4.2: Hand model. 21 joints
are divided into four layers, each
joint overlaid with index number.
ϕ2 is the bone rotations for five
joints in Layer 2.

Our method estimates (and trains) 4 layers

sequentially with the spatial attention mecha-

nism(see Sec 4.5.1) linking the layers by trans-

forming the input (and feature) and output

space interactively and partial PSO enforcing

kinematic constraints to the CNN prediction,

which is shown in Fig 4.1. In each layer l,

the estimation is refined iteratively by learning

the residual of the ground truth y∗lj to the re-

sults yk−1lj of the previous stage, where k denotes

the kthcascaded stage (for details, see Sec 4.5.2).

The spatial transformation modules are applied

to the feature maps from the initial stage of the cascade and the outputs of stage

k− 1 to get aligned attention features and output space for the learning of residual

of stage k.

The result yKl
lj of the final stage K l is fed into the post-optimization process using

PSO for initialization. The partial PSO(see Sec 4.6) is introduced to enforce kine-

matic constraints to the results from the cascaded estimation and refine the partial

pose. Along with PSO, we adopt the hand bone model (Fig 4.2), which has 51

DoFs: layer 0 has 6 DoFs, denoting the global orientation (represented by a 4-D

unit quaternion) and global location (3 DoFs); each of layer 1, 2, 3, has 15 DoFs,
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denoting the five bone rotations. Our hand model fixes the six joints on the palm

and keeps the bone lengths of the fingers.

The optimal of the PSO is passed to layer l + 1. Before the estimation of the next

layer, the spatial attention mechanism is applied on input images and estimation

results of current layer (and the ground truth for next layer during training).

4.5 Partial Pose Estimation by Spatial Attention

Deep Net

4.5.1 Spatial Attention Mechanism for Hand Space

Before the elaboration of the hand pose estimation, the mechanism of spatial atten-

tion is explained. For notational simplicity, we skip the layer index l and the stage

index k as the mechanism is applied to all layers and all stages similarly. The inputs

of the spatial attention module are the estimation result of yj , where j denotes jth

joint in the layer, and the features maps of CNN (and input images), denoted by

Λ ∈ IRW×H .

The spatial module A, illustrated in the left figure of Fig 4.3, can be split into two

parts: the calculation of rotation T and the pixel mapping Φ. The global in-plane

rotation θ (see the right figure of Fig 4.3) is the angle between the vector of the wrist

joint (joint 00 in Fig. 4.2) to the root joint of middle finger (joint 03 in Fig. 4.2)

in Layer 0 and the vector (0, 1) representing the upright hand pose and can be

expressed as θ = T (y3, y0). For the other layers l (l > 0), the rotation is obtained

from Layer 0.
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T

θ

spatial  attention

(0,1) θ

Λ
λ

feature maps of CNN

Ground Truth

Estimated joint location

Figure 4.3: Spatial attention mechanism. Left: both the feature maps, and ground
truth in training are transformed to a new space by Φθ,yj . The locations can be

transformed back by the inverse function Φ̄θ,yj . The parameters (θ, yj) of the trans-
formation module are determined by the estimated joint locations. Right: the illus-
tration of θ and yj(the rot dot).

For the pixel mapping, displayed in the right figure of Fig 4.3, in which pixel here

means an element of the feature maps (and input images), we use (ui, vi) to denote

a pixel on the input feature map Λ and (uo, vo) on the output feature maps λ ∈

IRW ′×H′ . For the deep features for joint j, the translation parameter is the uv

coordinates of yj on the feature map(Λ) coordinate system, i.e. (tu, tv). The mapping

between (ui, vi) and (uo, vo) is

ui
vi

 =

 b · cos(θ) b · sin(θ) tu

−b · sin(θ) b · cos(θ) tv



uo

vo

1

 (4.1)

(λ, y∗′) = Φθ,yj(Λ, y∗) (4.2)

where (ui, vi) and (uo, vo) are normalized by its corresponding width and height of

the input and output feature maps. b is the ratio of the width of λ to the width

of Λ (or the height as we keep the aspect ratio). If b is 1, the transformation is
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rotation and translation. When b is less than 1, the transformation allows cropping

and the cropping size is the same as the size of the output feature maps λ. The

parameters of the transformation The setting of b is decided by the estimation from

the proceeding regressor for each joint in each frame while b stays constant, which

is manually set and Section 4.5.3 gives some guidance in the setting.

Once we get the transformation parameters, the mapping between λ and Λ are

established by interpolating the pixel values. We also apply the transformation

to the ground truth y∗ during training by Eq.4.1 (only on their uv coordinates, the

value of the d coordinate remains unchanged). All the inputs are in a new coordinate

system, or a new space. We use Φθ,yj in Eq. 4.2 to wrap the mapping function in

Eq. 4.1 for all the pixels on the feature maps Λ and also symbolize the transformation

for y. Φ̄θ,yj , denoting the inverse function of Φθ,yj , acquired by replacing θ by −θ,

(tu, tv) by −(tu, tv) and b by 1/b in Eq. 4.1, transforms the output space of CNNs

to the original one.

4.5.2 Cascaded Regression

The cascaded regression, which estimates the target in stages, with an initial stage

producing a coarse estimation and the following stages refining the initial estima-

tion by learning the residual pattern, has performed well in many computer vision

problems, such as facial landmarking, human body pose estimation, and hand pose

estimation. To mitigate the error passing to the next hierarchical layer, we adopt the

cascaded strategy in the layer but with adaptations in the transforming the input

and output space by spatial attention module between the stages.

In this part, we illustrate how the cascaded regression with spatial attention module
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Figure 4.4: Cascaded partial pose estimation with spatial attention modules for
Layer 0. f 0 provide the initial estimation while {fkj} refines it by estimating the
transformed residual for each joint in Layer 0. The feature maps Λ from the initial
stage is transformed by spatial attention module which is parameterized by the
result yk−1 form previous stage before feeding into the current stage k.

work in each layer.

Within each layer of the hierarchy, the joint locations {yj} are estimated in a cas-

caded manner, shown in Fig. 4.4. We leave out the layer subscript l as the cascaded

regression is applied to all layers. At first, an initial CNN model ({f 0
j}) regresses

the joint location {yj}. It not only provides an initial state {y0j} for the follow-

ing iterative refinements but also deep feature maps Λ for other regressors. In the

following stages, the joint locations are refined iteratively. Between the refinement

stages, the spatial attention modules Φ transform the deep feature maps Λ to a

new space based on the estimation result {yk−1j } from the previous stage to achieve

viewpoint-invariant and discriminative features for the following regressors.

For a certain joint j in stage k, the features λkj is mapped from Λ by Φθk−1,yk−1
j

, where

the yk−1j is the result of the previous stage and θk−1 is calculated by T (yk−10 , yk−13 )

(the updating of θ happens only in Layer 0, and for other layers the value of θ is

fixed after Layer 0). At the same time, the ground truth y∗j is transformed by the

module, resulting yk∗
′

j which is the transformed residual for training the k stage.

Note each yj consists of (u, v, d), the transformation is only for u and v. For d, the
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residual is the third dimension of y∗j − yk−1j .

Therefore, all the inputs for the regressor fkj in stage k of joint j are in a transformed

space. After training or testing, the output of the regressor is then transformed back

by Φ̄θ,yj . For the joint j, the process is repeated until a satisfactory result is achieved

(seen Sec. 4.8 for the choice of cascaded stages) and we use K l to denote the final

stage for Layer l. For other joints, the refinement is carried out in parallel with the

same process.

The above refinements for a single joint can be mathematically expressed as

(λkj , y
k∗′
j ) = Φθk−1,yk−1

j
(Λ, y∗j) (4.3)

ykj = Φ̄θk−1,yk−1
j

(fkj (λ
k
j )) (4.4)

where Eq. 4.3 is the spatial attention mechanism which transforms all the inputs of

stage k to a new space and Eq. 4.4 produce estimation yk
′
j for the residual by fkj (λ

k
j )

in the transformed space. When the inverse transformation Φ̄θk−1,yk−1
j

is applied to

the residual, the location for the joint is updated.

4.5.3 Hierarchical Regression

In the cascaded regression part, the refinement of the location estimation for the

joint within the layers are elaborated and in this part, we will see how the refinement

results are connected between the layers, i.e. how the input and output for the

current layers are constructed from the results from the previous layer.

For the regression in layer 0, all the joints in the initial stage are learned together
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in order to keep the kinematic constraints among them as the values of these joints

are highly correlated. The input of the initializor f 0
0 is multi-resolution images x:

the original image and the images downsampled from the original one by the factor

of 2 and 4. The output is the joint locations. In the cascaded stages of Layer 0, the

input and feature space of the regressors for different joints are updated separately

by the spatial function Φθk−1,yk−1
0j

. The regressor in the stage k refines the estimation

result yk−10j in the previous stage k − 1 by estimating the residual in a new space

which are transformed back by Φ̄θk−1,yk−1
0j

. The cascaded regression stop in stage K0.

The whole refinement stages are the same as in Section 4.5.2.

For the hierarchical estimation in layer l(l > 0), the inputs are multi-resolution

input images x, the estimation result {yKl−1

l−1,j} from the previous layer l − 1 and the

viewpoint estimation θK0 from layer 0. For notational simplicity, we denote θK0 as

θ and skip the joint index j. θ is fixed for all layers (l > 0) and the same process is

applied to all the joints separately.

The input space for the initializor f 0
l of layer l is transformed from multi-resolution

images x by the spatial attention module. The mapping is

(x′, y
Kl−1∗′
l−1 ) = Φ

θ,y
Kl−1
l−1

(x, y∗l ) (4.5)

so the input for the initializor f 0
l is patches x′ cropped from multi-resolution input

images I centred at y
Kl−1

l−1 and its corresponding coordinates in the downsampled

images, and rotated by θ. The offset labels for training f 0
l is y

Kl−1∗′
l−1 , which is the

rotated and scaled offset of ∆y∗l = y∗l − y
Kl−1

l−1 .

The ∆y∗l is equivalent to the sum of the ground truth offset y∗l − y∗l−1 and the

remaining residual of the previous layer y∗l−1 − y
Kl−1

l−1 . This implies the initializor f 0
l
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not only predicts the joint offsets of the current layer to the previous layer but also

corrects the residual errors of the previous layer.

The initializor f 0
l provides the initial offset state y0

′

l and feature maps Λ for the

refinement stages. For the refinement stages, the procedure is the same as discussed

in Sec 4.5.2. The only difference from Sec 4.5.2 is that the viewpoint is static,

whose value is the result of the final cascaded stage in Layer 0. As feature maps

Λ has already been transformed by rotation in the initial stage; thus for the stage

k, the feature space is transformed and updated by the function Φ0,yk−1
l

(no rotation

transformation) and the output space is transformed with Φθ,yk−1
l

(rotation and

translation transformation).

The parameter b in the spatial attention module needs to be set. Here we give a

reference to roughly set the scaling factor. For the initial stage (except the initial

stage of layer 0), it is set according to the offset range. The u v coordinate of

the ground truth y∗l of layer l − 1 is first transformed by Φ
θ,y

Kl−1
l−1

with b = 1.

The transformed value is denoted by utmpl , vtmpl . b is set to be two or three times

of max(mean({|utmpl |}),mean({|vtmpl |})), where {|utmpl |}, {|v
tmp
l |}) refers to all the

absolute offsets in the training set.

For the refinement stages, the method is similar. The difference is that b is set

according to the residual range of the estimation results in the initial stage.
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Figure 4.5: Pose refinement with partial PSO enforcing kinematic constraint. Given
palm spatial structure and layer 0’s location estimation by CNN, we first inference
the ϕ0 using Kabsch algorithm [Kabsch, 1976], and then find ϕ∗0 maximizing the
energy function by partial PSO. The rotation ϕ∗0 is converted to locations using
the palm structure to update the CNN estimation result. For other partial pose
ϕl(l > 0), the optimization is the same with layer 0 while the inference for the
initialization of the optimization is calculating the bone rotation and the conversion
back to locations uses the bone length.

4.6 Partial PSO with Kinematic Constraints for

Final Refinement

Due to the error accumulation in the hierarchical regression, a post sampling and

evaluation process is introduced to remove bad estimation. For each layer, based

on our discriminative part’s prediction, we explicitly introduce partial kinematic

constraints with Particle Swarm Optimization.

Particle Swarm Optimization (PSO) is a stochastic optimization algorithm introduce

by Kennedy and Eberhart [Kennedy and Eberhart, 1995] in 1995, originated in the

social behaviors’ studies of synchronous bird flocking and fish schooling. The original

PSO algorithm has been modified by several researchers to improve its convergence

properties and search capabilities. We adopt the variant of PSO with an inertia

weight parameter [Shi and Eberhart, 1998].

Our whole hand pose for PSO is defined as {ϕ0, ϕ1, ϕ2, ϕ3}, where ϕ0 ∈ IR7 and
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ϕl(l = 1, 2, 3) ∈ IR15 are our partial poses. ϕ0 consists of a 4-D unit quater-

nion [Oikonomidis et al., 2011a; Sharp et al., 2015] representing the global rotation

and a global 3-D location of the whole hand. ϕl denotes five 3D Euler angles in

layer l, each angle representing a bone rotation which is the angle between the bone

connecting the joint in layer l and the corresponding joint in layer l − 1, and the

other bone connecting the joint in layer l − 1 and the corresponding joint in layer

l − 2 (when l − 2 < 0, the corresponding joint in layer l − 2 is wrist). Fig. 4.2

demonstrates ϕ2, five angles in layer l = 2.

Energy Function

For each layer, PSO is used to estimate the final partial pose base on the inferred

partial pose. In prior work, different energy functions are proposed to evaluate the

pose hypotheses, many of which are for full poses [Sharp et al., 2015; Qian et al.,

2014b; Oikonomidis et al., 2011a]. Among the full pose energy, the golden energy

proposed in [Sharp et al., 2015] renders a hand depth image from a hypothesis and

compares it with the input image. It is effective in penalizing the incorrect poses.

However, the rendering consumes much computation power and due to high DoF,

thousands of hypotheses are required to get a good estimation. Different from the

full pose energy, Tang et al. [Tang et al., 2014, 2018] propose a silver energy to

evaluate partial pose hypotheses and remove bad hypotheses. The silver energy

takes the form

EAg =
∑
y

[B(y) +D(y)] (4.6)

where y is a estimated 3D joint location and the energies f the joint locations forming

a subset are summed up. The first term B(y) forces these locations to lie into the
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foreground area and the second term D(y) makes the predicted depth of the joint

consistent with the observed depth. The ideas of these two terms are demonstrated

in Fig. 4.6. For the details of the definitions, we refer readers to the original paper

[Tang et al., 2018].

 pointcloud Z                sensor 

 τ2       τ1 

 depth image            2D distance transform 

(a) B(x)                                                                 (b) D(x)    

 pointcloud Z                sensor 

 τ2       τ1 

 depth image            2D distance transform 

(a) B(x)                                                                 (b) D(x)    
Figure 4.6: The bckground term B(y) (left) and the depth term D(y) (right) of the
silver energy. Red dots denote the estimated wrist joint locations. Tick means the
estimation is accepted by the term and cross means otherwise. The figure is from
[Tang et al., 2015]

From the silver energy, we designed a new energy function that applied to par-

tial pose and explicitly taking into account the kinematic constraints. Our energy

function Ep for each layer is as follows:

Ep(ϕ′l) = P (ϕ′l)Q(ϕ′l), (4.7)

where the first item, P (ϕ′l) ∝ N(ϕ′l;ϕl,Σ), is the prior probability of the Gaussian

sample from mean ϕl, Σ is a diagonal covariance matrix that is manually set to

ensure that each parameter varies in valid ranges. We draw 100 samples for each

layer in our experiments. P (ϕ′0) encodes the spatial structure of the six joints on

the palm and P (ϕ′l)(l = 1, 2, 3) keeps the bone length information.

To acquire the prior probability P (ϕ′0), we first choose Kabsch algorithm [Kabsch,
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1976] to find the optimal affine transformation matrix (global translation and rota-

tion, i.e. ϕ0 )from our hand model for the six joints on the palm to the CNN results,

as shown in the top pipeline of Fig. 4.5. The hand model for the palm joints can be

seen as the palm joint locations of an upfront reference hand pose with wrist located

on the original coordinate. By generating samples from Gaussian distribution cen-

tred on ϕ0 instead of y0 from CNN which usually violates the kinematic constraint,

we get the P (ϕ′0) that keeps the spatial structure of palm joints.

For P (ϕ′l) of other layers l > 0, we first get five bone rotations ϕl by calculating

the angles which are demonstrated in the bottom pipeline of Fig. 4.5 with joint

estimation locations of CNN in current layer l and the joint estimation locations

from layer l − 1 and l − 2, and then sample from the Gaussian distribution centred

on ϕl. When converting rotations to locations for evaluations of the second term,

we enforce the constraint of the bone length.

The second item, Q(ϕ′l) ∝
∑

y′lj∈L(ϕl)
[B(y′lj) + D(y′lj)], denotes the likelihood of all

joint {y′lj} belongs to the hand, where L(ϕ′l) converts rotations ϕ′l into locations

{y′lj}. Similar to Tang et al. [Tang et al., 2015] silver function, the term B(y′lj)

forces each joint joint y′lj to lie inside the hand silhouette. The term D(y′lj) makes

sure joint y′lj lies inside the depth range of a major point cloud.

4.7 Structures of the CNN Models

To evaluate our proposed method (Hybr Hier SA) and the discriminative part Hier -

SA, we implement three baselines. The first baseline (Holi) estimates the whole hand

pose with a single CNN. The second baseline(Holi Derot) consists of two steps: one
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Figure 4.7: Structure of the CNN models in Layer 0 of our method. Left: the
CNN regressing all locations of the joints in Layer 0 in the initial stage. Right:
the CNN for a single joint in the refinement stage k. The features for the CNN are
transformed from the feature maps in the initial CNN and the transformation results
are maxpooled with pool size 4× 4, 2× 2, 2× 2 for different resolution channels.
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Figure 4.8: Structure of the CNN models in Layer l(l = 1, 2, 3) of our method. Left:
the CNN regressing a single joint in the initial stage. Right: a CNN for a single
joint in the refinement stage k.

step predicting the in-plane rotation of the hand pose by a CNN and rotating the

hand pose to upright view; the other step estimating the whole hand pose by another

CNN. The third one (Holi SA) is a holistic cascaded regression network without

hierarchy, which initializes the whole hand pose with a CNN and refines the hand

pose joint by joint via spatial attention mechanism by a set of CNNs. For fair
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Figure 4.9: Structure of the CNN model for the baseline Holi. The CNN model
estimates all the 21 joints with multi-resolution input images.
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estimates all the 21 joints with input images rotated by the classification result.

comparison, we set the size of the parameters of the methods to be roughly the

same: the parameters are stored in 32 bit float and the size of parameters is 130MB.

We present all the CNN models in our experiment section. Fig 4.7 and Fig 4.8

illustrate the CNN models used in our method. Fig 4.9 and Fig 4.10 are the CNN

models for the baseline Holi and Holi Derot. Fig 4.11 shows the overall structure
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Figure 4.11: Structure of the CNN models for the baseline Holi SA. Left: the CNN
model in the initial stage. Right: a CNN model for a single joint j refinement in
the stage k.

of the baseline Holi SA and Fig 4.11 demonstrates the CNN models used in all the

parts of Holi SA.

The structures for our CNN models are based on the one proposed in [Tompson

et al., 2014], where the number of convolutional layers/channels, the number of

fully connected layers are changed to fit the GPU memory requirement. Instead of

regressing the 2D heatmaps, we learn to regress the 3D locations directly. The loss

functions for training the CNN models are the mean square error. The parameters

are updated with the stochastic gradient descent, where the learning rate for different

networks is chosen by searching from 0.1 to 0.00001 with a decrease factor of 10.

The networks are implemented by Theano [Thies et al., 2016]. All the models are

trained and tested on a PC with Intel i7, 24GB RAM and NVIDIA GeForce GTX

750 Ti.

In Fig 4.7 and Fig 4.8, the features λklj for the CNN fklj(k > 0) is transformed from

the feature maps in the initial CNN and the transformation results are max-pooled

with pool size 4× 4, 2× 2, 2× 2 for different resolution channels. Thus, the size of
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output feature maps of the spatial attention module before maxpooling is 32 × 32,

16× 16, 8× 8.

4.8 Experiment

The evaluation of our proposed method is conducted on three publicly datasets.

ICVL [Tang et al., 2015],NYU [Tompson et al., 2014], MSHD [Sharp et al., 2015].

We compare the results of different methods by the proportion of joints within

a certain maximum error of the distance of the predicted results to the ground

truth [Sharp et al., 2015].

The number of iterations K is set on the observation of the error saturates after a

certain stage in the cascaded stages, shown in the first figure of Fig. 4.12. The palm

joint error almost saturates after one refinement while the finger joint achieves a

fine estimation in the initial stage. Though more refinement stages can help to get

lower error, in order to have a good balance between the accuracy and the memory

consumption, we set K0 for Layer 0 to 1 and K l, l > 0 to 0, which gives us . For

our partial PSO, we generates 100 samples for each layer, and iterate 5 generations.

4.8.1 Self-comparison

On all the datasets, Hier SA outperforms the baselines significantly, see Fig. 4.13.

The improvement margin is related to the range of viewpoints and the complexity

of articulations. The in-plane rotation distributions of original data, the ones after

the initial stage and the first stage are shown in Fig. 4.12. As MSHD dataset covers



4.8. Experiment 55

0 1 2 3

iteration

9.0
9.2
9.4
9.6
9.8

10.0
10.2
10.4
10.6
10.8
11.0
11.2
11.4
11.6
11.8
12.0
12.2
12.4
12.6
12.8
13.0
13.2
13.4
13.6
13.8

e
rr
o
r(
m
m
) 

Palm
Finger

−150 −100 −50 0 50 100 150

rotation bin

0.0%

1.0%

2.0%

3.0%

4.0%

5.0%

6.0%

7.0%

8.0%

stage 1
stage 0
original

−150 −100 −50 0 50 100 150

rotation bin

0.0%

1.0%

2.0%

3.0%

4.0%

5.0%

6.0%

7.0%

stage 1
stage 0
original

−150 −100 −50 0 50 100 150

rotation bin

0.0%

1.0%

2.0%

3.0%

4.0%

5.0%

6.0%

stage 1
stage 0
original

Figure 4.12: First: Errors for a joint on the palm y00 and a joint on the middle finger
y13 for 4 stages. Second, third and forth: In-plane viewpoint distribution of testing
set for different stages on ICVL, NYU, MSHD respectively. The blue, green and
red line corresponds to the in-plane rotation distribution of original ground truth,
ground truth rotated after initial stage and the first stage. The rotation estimation
error after the initial stage and the first stage is 5.9 and 4.4 for ICVL, 8.0 and 6.1
for NYU, 10.9 and 9.2 for MSHD in the unit of degree.
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Figure 4.13: Comparison of different methods on three datasets (the higher the curve
is, the better the performance is). Left:ICVL; Middle: NYU; Right: MSHD. Our
proposed method, Hybr Hier SA, achieves best performance when compared with
the baselines. Holi represents regressing all joints in a single CNN network. Holi -
Derot rotates input images to a viewpoint by estimating in-plane rotation before
being fed into Holi. Holi SA refines the results of Holi using spatial transformation.
Hier SA estimates the joint locations in a kinematic hierarchy, which is our proposed
method without partial PSO.

a full range of viewpoints and articulations, the improvement on this dataset from

the baseline Holi is the largest. For example, the percentages of frames under 20mm

on ICVL, NYU and MSHD are improved by Hier SA with margins of 5%, 18% and

30% respectively, compared to that of Holi.

The curves of Hier SA and Holi SA on three datasets illustrate the efficacy of hier-

archical strategy in conquering the articulations, while the curves of Holi SA, Holi

and Holi Derot show that spatial attention mechanism is effect in reducing the view-
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point and articulation complexity. By refining viewpoints with stages and spatially

transforming the feature space to focus on the most relevant area for a certain joint

estimation, Holi SA achieves better results than Holi and Holi Derot. Note that

the curve of Holi Derot is under that of Holi on ICVL dataset, which implies that

the error of estimating the rotation by a separate network may deteriorate the later

estimation when the variations of the viewpoint in training set is small.

Hybr Hier SA further improves the result of Hier SA by a large margin consistently

on all the datasets, which verifies that the kinematic constraints by the partial PSO

is effective.

4.8.2 Comparison with Prior Works

We compare our work with 4 state-of-the-arts methods: Hierarchical Sampling

Optimization(HSO) [Tang et al., 2015], Sharp et al. [Sharp et al., 2015], Hands-

Deep [Oberweger et al., 2015a], FeedLoop [Oberweger et al., 2015b] on three datasets,

see Fig. 4.14. The former two are hybrid methods and the the latter two are re-

finement method based on CNN. The results are obtained either from the authors

for HSO [Tang et al., 2015] or from the reported accuracies [Sharp et al., 2015;

Oberweger et al., 2015a,b]. On ICVL and NYU dataset, many methods report the

number of frames whose mean errors are below certain threshold while on MSHD

dataset, the compared methods use the number of joints whose errors are below cer-

tain threshold. The former metric is slightly stricter than the latter one but they are

highly correlated. The examples of the estimation results of HandsDeep, FeedLoop,

HSO and our method are shown in Fig. 4.15.

On ICVL dataset, we compare HSO with parameters set as N = 100,M = 150. Our
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Figure 4.14: Comparison of prior work on three datasets. Left:ICVL; Middle: NYU;
Right: MSHD

method is better by 26% of joints within D = 10mm. On NYU dataset, we compare

our method with HandsDeep and FeedLoop which are all based on CNN. As the

hand model of these methods are different, we evaluate the result by comparing the

error of the subset of 11 joint locations(removing the palm joints except the root

joint of thumb). Our estimation result is better than HandsDeep by a large margin,

for example, an improvement of 10 % within D = 30mm, and achieves roughly the

same accuracy with FeedLoop.

We finally test our method with HSO and Sharp et al. on MSHD dataset. The

dataset is more challenging than the above two as it covers a wider range of view-

points and articulations. The curves demonstrate the superiority of our method

under large variations. For example, the proportion of joints (when D = 30mm) of

our method is 35% and 50% more than those of HSO and Sharp et al. respectively.

Note that our estimation is even better than the results of HSO and Sharp et al.

using ground truth rotation [Tang et al., 2015].

4.9 Summary

To apply the hierarchy strategy to the input and feature space and enforce the hand

kinematic constraints to the hand pose estimation, we present a hybrid method
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by applying the kinematic hierarchy to both the input and feature space of the

discriminative method and the optimization of the generative method. For the

integration of hierarchical input and feature space of the discriminative, a spatial

attention mechanism is introduced to spatially transform the input(and feature)

and output space interactively, leading to new spaces with lesser viewpoint and

articulation complexity and gradually refining th estimation results. In addition,

the partial PSO is incorporated between the layers of the hierarchy to enforce the

kinematic constraints to the estimation results of the discriminative part. This helps

reduce the error from previous layer to accumulate. Our method demonstrates good

performance on three datasets, especially on the dataset under large variations.

In this Chapter, we explore the estimation of partial poses in the kinematic hierar-

chy using CNN and how to achieve the best performance using the spatial attention.

Beyond this, we raise a question about different existing methods under the hierar-

chical strategy: can we integrate and compare them in one framework?
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Chapter 5

Integration of Hierarchical Regression

5.1 Motivation

In 3D hand pose regression, [Sun et al., 2015; Tang et al., 2015] also have hierarchical

kinematic structures and decompose the problem into sub-problems which can be

tackled independently. The hierarchical regression in the previous chapter and these

two methods differs regarding to how the hierarchy is constructed, which method

is used to prevent error accumulation, whether a full pose energy is used to get the

best hypothesis.

In this chapter, we integrate all these hierarchical regression into a probabilistic

framework to discuss and analyse the variants, give an insight into them and explore

the applications under different requirements.

60
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5.2 Overview

Under all the hierarchical regression, the full pose y is arranged in a standard kine-

matic tree defined by the skeletal structure of the hand, giving the complete set of

partial poses as: y = {yl}Ll=1.

The framework is illustrated as follows. In the testing, each layer l first estimates

a conditional probabilistic distribution P (yl|y∗l−1, ..., y∗1, Z), conditioned on the best

partial poses produced by the previous layers. From the distribution, a set of hy-

potheses for the partial pose yl are drawn and the best one y∗l is chosen by a energy

for partial poses, for example the energies explained in Section 4.6. We use the term

silver energy referring this local energy. Therefore, for each layer l, the process can

be expressed as

y∗l = argmin
yl∈Yl

EAg(yl) (5.1)

where Yl = {yml }Mm=0 and yml ∼ P (yl|y∗l−1, ..., y∗l , x). Temporal information can

optionally be incorporated by additionally evaluating hypotheses from the previous

frame. After layer L, a full pose hypothesis y is returned by concatenating all the

best partial poses, i.e. y = {y∗l }.

We then repeat the process from layer 1 to layer L multiple times to get a set of full

pose hypotheses {yn}Nn=1 and the final best full pose y∗ is chosen by EAu, which is

expressed as

y∗ = argmin
y∈{yn}Nn=1

EAu(y) (5.2)
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Note that under the hierarchical structure, the estimation error in each layer will

accumulate in the layers, which is an inherent problem of all hierarchical methods.

The error accumulation can be alleviated by per-joint optimization (5.1) and full-

pose optimization (5.2). In per-joint optimization (5.1), distributions are produced

and by sampling from the distributions and evaluating the samples using EAg, we can

prune hypotheses with large errors, reducing the error accumulation. In contrast,

deterministic prediction provides only one hypothesis for the partial pose: when the

hypothesis fails, the following estimations all fail. The technique of multiple outputs

with selection has been proven in the past to be effective in reducing error [Guzman-

Rivera et al., 2014]. It is embedded into each level of the hierarchy in order to reduce

the accumulated error. Further, the repetition sampling and evaluation from layer 1

to layer L provides a pool of full pose hypotheses and these hypotheses are evaluated

by the stricter full pose energy in (5.2). We refer this full pose energy as golden

energy EAu. borrowing the terminology from [Sharp et al., 2015].

5.3 Variants

Depending on the sampling and optimization used, the hierarchical regression dis-

cussed in this chapter has four variations which are listed in Table 5.1, where we

follow the term HSO used in [Tang et al., 2015]. H stands for hierarchical, S for

sampling, and O for optimization. The third column indicates whether the methods

listed in the first column decompose the output pose space or not. The fourth to

the final column represent the regressor used to provide the estimation for the sam-

pling, whether multiple hypotheses are sampled, and which optimization method

is used. To demonstrated the effect of each components of HSO, the baselines are
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also provided in Table 5.1, holistic regression or hierarchical regression without a

post-process to alleviate error accumulation.

Among the variants listed in Table 5.1, there are two kinds of the regressors: random

forest and CNN. Please refer to [Tang et al., 2015] for the implementations of the

random forest and Chapter 4 for the implementations of CNNs. For the energy, we

use the silver energy defined in [Tang et al., 2015] for the partial pose optimisation

and the golden energy defined in [Sharp et al., 2015] for the whole pose optimisation,

which is briefly introduced in Chapter 4. For the optimization methods, we give a

brief explanation in the following section.

Under this framework, HSCOP is the method we proposed in the previous chapter,

using the CNN to get the distribution, sampling multiple hypotheses and searching

the best hypothesis by PSO. HSCON differs from HSCOP in the searching method,

using the direct brutal-force searching. HierCNN is one baseline from previous

chapter, hierarchical regression using CNN without PSO optimisation.

Sun et al. [Sun et al., 2015] use cascaded random forests to get the best hypothesis

without providing the conditional distribution explicitly, sampling and evaluation

of the hypotheses. The hypothesis is aggregated by all the votes in the leaf nodes,

which can be represented by HierForest in Table 5.1.

Tang et al. [Tang et al., 2015] use the random forests to produce the conditional

distribution and do a brutal-force optimisation, which is HSFON. HSFOP replaces

the brutal-force optimisation with PSO.
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Table 5.1: Baselines and variants of HSO

Methods Decomp. Regressor Sam. Opt.

Baseline

HolisticForest Holistic Random forest No No
HierForest Hierarchical Random forest No No
HolisticCNN Holistic CNN No No
HierCNN Hierarchical CNN No No

HSO

HSFON Hierarchical Random forest Yes Naive
HSFOP Hierarchical Random forest Yes PSO
HSCON Hierarchical CNN Yes Naive
HSCOP Hierarchical CNN Yes PSO

5.3.1 Optimizing Energy

Given the samples drawn from conditional distribution P (yl|y∗l−1, ..., y∗l , Z), to find

the pose y∗l with silver energy EAg, we adopt two strategies: naive optimization and

Particle Swarm Optimization.

Naive Optimization The naive approach is a brute-force comparison: all M sam-

ples from the distributions produced by the regressors are evaluated by the silver

energy and the one y∗l which has the lowest energy is selected.

Particle Swarm Optimization Instead of selecting the best pose among the M

samples all at once, our second strategy uses the samples to initialize the search

process of the optimization. The best pose found in this way is not necessary among

the samples drawn from the distribution.

Particle Swarm Optimization has been widely used for hand pose tracking [Oikono-

midis et al., 2011b, 2012; Qian et al., 2014b] and we use it to do per-joint optimiza-

tion. Different from the optimization on the whole hand pose, the PSO is performed

on vector with no more than three DoF(the full pose has 26 DoF), which is very



5.3. Variants 65

Algorithm 1 Per-joint optimization by PSO

Initial a swarm of particles {yi}i=1,..,S

for iter = 1, ..., nIter do
for each particle i = 1, ..., S do

update particle by (5.3) (5.4)
if EAg(y

i) < EAg(y
i
pbest) then

yipbest ← yi

if EAg(y
i
pbest) < EAg(ygbest) then

ygbest ← yipbest

efficient. A swarm of particles {yil}
S

i=1 of the PSO is initialized with S samples and

then the particles are updated in nIter generations. In every iteration, each particle

is updated by two ”best” values in (5.3) and (5.4) which is evaluated by the silver

energy EAg: ypbest is the best value the particle has achieved so far and ygbest is the

best value that have been obtained by all the particles in the swarm; therefore, the

new ’sampled’ values are generated by the goodness of the samples in the previous

iterations, where the value of a particle is treated as a sample. For other symbols, v

is the particle velocity, U is a random number between (0,1) and c1, c2 are learning

factors. The algorithm is shown in Algorithm 1.

vi ← vi + c1 ∗ U ∗ (yipbest − yil) + c2 ∗ U ∗ (ygbest − yil) (5.3)

yil ← yil + vi (5.4)

Compared with the result selected from M samples in the naive optimization, the

final solution of PSO can be considered as a weighted combination of the M samples.
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5.4 Comparisons

In the following sections, we conduct extensive comparisons between the variants

and the baselines both in accuracy and efficiency in three aspects: the hierarchical

structure, the silver energy and the optimization methods.The comparisons can

provide some guidance on the selection of regressors and optimization methods under

certain requirements when using the hierarchical framework.

For CNN based sampling, the architectures and the training is the same with Chap-

ter 4. For decision forest based sampling, we follow the setting in [Tang et al.,

2015] where each forest consists of 3 trees and maximum depth of each tree is 15.

On MSHD, due to the diversity of the pose space, very deep trees are required to

achieve a satisfactory performance, the authors quantize the viewpoints into 128

clusters and for each cluster, train a HSO.

5.4.1 Hierarchy

To evaluate the impact of using the kinematic hierarchy against the conventional

black box methods, we propose two types of baselines. The first is a holistic regres-

sion method estimating the full pose, denoted with the prefix Holistic. The second

one, denoted with the prefix Hier, estimates the partial poses in layers determin-

istically (without sampling)–essentially a degraded HSO with N = 1 and M = 1.

These baselines are listed in Table 5.1.

For CNN-based methods, the parameters of HolisticCNN is the same (if possible)

with that of HierCNN to have a fair comparison, as in Section 4.7. We use Theano

[Team et al., 2016] in implementation. Models are trained with SGD. The best
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(a) ICVL dataset
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(b) NYU dataset
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Figure 5.1: Self-comparisons for HSO based on CNN sampling by the proportion of
joints under a certain error threshold. HSCOP, i.e. the variant using CNN for sam-
pling and PSO for optimisation, outperforms the baseline, HolisticCNN, regressing
all the joint locations by a single CNN and the baseline, HierCNN, regressing the
joint locations in a hierarchy but without sampling and evaluation of the samples
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Figure 5.2: Self-comparisons for HSO based on CNN sampling by the mean joint
errors of partial poses in layers.
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(b) NYU dataset
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Figure 5.3: Self-comparisons for HSO based on decision forest sampling by the
proportion of joints under a certain error threshold.HSFOP and HSFON, i.e. the
variants using decision forest for sampling and silver energy for evaluation of the
samples, outperform the baseline, HierForest, that regresses the joint locations in a
hierarchy but without sampling and evaluation of the samples significantly.
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Figure 5.4: Self-comparisons for HSO based on random forest sampling by the mean
joint errors of partial poses in layers.

learning rate is empirically determined for different models. The experiments are

conducted with a Nvidia GTX 750.

For evaluation, we adopt as a metric the proportion of joints under a maximum

error threshold [Sharp et al., 2015]. Fig. 5.1 demonstrates that the curves of Hier-

CNN are all above those of HolisticCNN on the ICVL, NYU and MSHD dataset

by a considerable margin. Further, to observe the performance of different methods

within each layer, we show the errors of estimated partial poses in different layers

in Fig. 5.2. HierCNN has lower errors than that of HolisticCNN in all layers. Es-

pecially in layer 1, the errors are significantly reduced from that of HolisticCNN

on all datasets. After decomposition, the output space for CNN in layer 1 is much

smaller than that of HolisticCNN, resulting in an easier learning problem and the

estimation in layer 1 has no error accumulation which occurs in the following layers.

The NYU training set only contains one subject while the testing set includes this

same subject but also includes a new subject with a rather different shape of hand.

To evaluate the generalization ability, Fig. 5.6 breaks down the errors of the two

subjects. HierCNN and HolisticCNN achieve similar accuracy for the subject ap-

peared in the training set. For the unseen person, however, HierCNN has better

performance, which indicates it has better generalization ability. This is because
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Figure 5.5: HSCOP and HSFOP refines the estimation of HierForest and HierCNN
by the silver energy respectively on MSHD dataset(zoom out to get better visual-
ization).

HierCNN is essentially a part-based method that trained on local appearance. On

the other hand, we observe that in layer 4, the error of the seen subject produced

by HierCNN is larger than that of HolisticCNN, reflecting the error accumulation

problem of hierarchical structure we mentioned in Section 5.2. The estimation of
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Figure 5.6: Compare different methods on images of the seen subject and the unseen
subject of NYU test set.

HierCNN for the index fingers of examples (c)(e) in Fig. 5.5 shows that when the

partial pose estimation fails, the following layers also fail. The error accumulation

is also observed in HierForest, such as the middle finger in examples (a)(e). The

errors of HierForest are shown in Fig. 5.3 and Fig. 5.4.

For the random forest based methods, a similar accuracy boost is also observed in

the hierarchical baseline as opposed to the holistic one [Tang et al., 2016]. Hence

the conclusion: Regardless of using a random forest or a CNN, hierarchical methods

improve the estimation performance consistently, which means that the benefit of

decomposing the high dimensional output space outweighs the disadvantage of error

accumulation in general. In the following two sections, we demonstrate how the

silver energy reduces the error accumulation and further improves the performance.



5.4. Comparisons 71

5.4.2 Silver energy

To demonstrate the efficacy of the silver energy proposed, we first compare CNN-

based HSO, i.e. HSCOP, with HierCNN. The curves of HSCOP in Fig. 5.1 on the

three datasets are produced by setting N = 100, S = 30, and nIter = 5. As shown

in Fig. 5.1, HSCOP further improves the estimation performance of HierCNN on all

datasets. Similar improvement but much more significant is observed on all three

datasets with forest-based HSO, HSFON (N = 100, M = 150) and HSFOP(N = 100,

S = 30, nIter = 5), as opposed to HierForest.

The difference in the improvement margin when applying the silver energy to Hier-

CNN and HierForest depends on two factors. One is the quality of the estimated

conditional distribution. To show the quality of a distribution, we draw an error

curve whose x-axis is the number of samples drawn from the distribution and the

y-axis is the lowest error of the samples. Fig. 5.7 lists two curves of the distributions

produced by HierCNN and HierForest for the partial poses in layer 2, i.e. MCP joints.

Results show that with the same amount of samples, the distribution estimated by

HierCNN can produce samples closer to ground-truth than that of HierForest on the

ICVL dataset. Note that the silver energy, is an approximation and a compromise

of efficiency and accuracy. Hence there is a lower bound for the error in Fig. 5.7.

In both Fig. 5.2 and Fig. 5.4, the errors of HSO are lower than that of the HierCNN

and HierForest (no sampling). Note that the larger the estimation error of HierForest

and HierCNN is in a layer, the larger the error is reduced by HSO. Due to full

coverage in viewpoints, articulations and shapes in the MSHD dataset, the errors

of HierForest and HierCNN are larger and therefore the improvement by sampling

and optimization is also larger.
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Figure 5.7: Compare samples for MCP joints drawn from the distributions produced
by random forest and CNN on ICVL dataset. With the same amount of samples,
the distribution estimated by HierCNN can produce samples closer to ground-truth
than that of HierForest.

When the estimation of HierCNN is already close to the ground truth, adding sam-

pling may worsen the accuracy. In Fig. 5.2a the estimation errors of HierCNN in the

layer 2 and layer 3 are about 7mm and 8.5mm and after the sampling and optimiza-

tion, the errors become 9.7mm, which appears that HSO worsens the estimation of

HierCNN. However, although the solutions with sampling are farther from ground

truth, they are still plausible configurations in most cases (note that the thickness

of a finger is about 15mm). The index finger tip and the thumb tip in the first row

in Fig. 5.8 is an example. The estimation of HierCNN is rather close to the ground

truth while the solution given by HSCOP is farther but is more plausible. Also, for

the joints on the ring finger in the second row, HierCNN gives results close to the

ground truth that is actually a wrong label, but HSO rectifies this wrong estimation.
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Figure 5.8: Impact of the silver energy. Left: ground truth; Middle: HierCNN;
Right: HSCOP.

The major problem of the silver energy is that the sampling may introduce some

wrong hypotheses that it is not able to prune them out due to similarity in the

local appearance of fingers. These hypotheses are, however, eventually evaluated

and filtered out with the golden energy in the final step.

Fig. 5.5 qualitatively shows the comparison between the results of hierarchical re-

gression and HSO. When there is no sampling and rejection before going into the

next layers, the hierarchical estimation suffers from error accumulation. For exam-

ple, the fingers of example (f) HSCOP rectifies the estimation of HierCNN for PIP

joints on the index finger and HSFOP rectifies the estimation of HierForest of PIP

joints on the ring and pinky fingers before moving onto the following layers. From

the estimation of the thumb of example (b), we observe that the second term in the

silver energy penalizes and forces the joint position to fall into the foreground area.
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5.4.3 Optimization

In order to compare the performance of the naive selection and PSO, we choose the

same number of evaluations for both methods: the maximum iteration nIter and the

number of the particals S of PSO to be nIter× S = M , where M is the number of

samples drawn for naive optimization. For the optimization in Fig. 5.3 and Fig. 5.4,

S = 30, nIter = 5 and M = 150. HSFOP shows considerable improvement from

HSFON in most cases on the ICVL and NYU dataset. Whilst on the MSHD dataset,

HSFOP and HSFON have similar accuracy. The improvement is because the naive

selection just chooses one best sample from the samples drawn from the distribution,

whilst PSO explores new possible solutions by re-weighting all the samples according

to their silver energy, which may result in a better configuration than the drawn

samples. However, PSO relies on good initialization to converge. HierForest on

the ICVL and NYU provides better initialization. Whereas on the MSHD dataset,

the initial samples S are farther from ground truth, resulting in the mean error on

MSHD is about 50mm and the error on ICVL and NYU is 22mm and 30mm, as

shown in Fig. 5.4. According to (5.3)(5.4), it is possible that the perturbation of

θgbest and θpbest from S samples in nIter iterations are not enough to explore the

large parameter space and thus cannot converge in only 5 iterations. However, if the

same runtime efficiency is not considered and let M = S, PSO guarantees better,

or at least the same accuracy as naive selection.

5.4.4 Accuracy, Efficiency and Parameter Analysis

The random forest based HSO, also the method proposed in [Tang et al., 2015], is

used in this comparison,i.e. HSFON. In [Tang et al., 2015], to analyse the improve-
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Figure 5.10: Analysing forest based and CNN based hierarchical sampling on the
ICVL dataset.
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ment in both accuracy and efficiency,two baselines are introduced: M = 1 (i.e. no

per-joint optimization) and M = 30 and vary N to obtain a trade-off (Fig. 5.9). As

solid lines in Fig. 5.9 shows, the average error drops more drastically when M = 30,

without increasing too much of time budget.

A parameter analysis on M and N is performed in [Tang et al., 2015]. Sample are

uniformly drawn from all trees. As in Fig. 5.10a, the error reduces with increasing

M and N .

A similar trend of reduced error when increasing M and N of CNN based HSO,

HSCON, is observed in Fig. 5.10b while there is a difference in magnitude of the

decrease. For the accuracy and efficiency analysis, for M = 1 and N = 1, the

runtime of HSCON is about 20ms while that of HSFON is less than 0.2ms. Therefore,

to obtain the same runtime with HSFON, N varies from 1 to 6. In contrast to HSFON,

the errors both M = 1 and M = 30 of HSCON drop at the same speed as shown by

the dashed lines in Fig. 5.9.

The difference in both the magnitude and gradient of the error decrease between

HSFON and HSCON is because CNN based HSO produces better distribution, which

has been discussed in Section 5.4.2.

5.5 Summary

In this chapter, we have studied two different regressors( random forest and CNN)

and optimizations methods (naive optimization and PSO) under the hierarchical

probabilistic model to show this modification and compare them regarding memory

consumption, runtime efficiency and accuracy. These comparisons provide some
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guidance on the selection of regressors and optimization methods under certain

requirements.

Generally, CNN based sampling performs better under the same runtime efficiency

than random forest based sampling. Especially, when a large dataset covering full

viewpoints and articulations is available, the memory requirement of random forest

based sampling becomes prohibitive. On the other hand, the CNN regressor is

unable to provide a distribution which can produce diverse hypotheses as random

forest. One possible solution to overcome the limitation is using the mixture density

model [Bishop, 1994] where a Gaussian mixture model is topped upon the CNN

output layer

For the per-joint optimization, PSO is a better choice than naive optimization when

good initializations are available. For the energy, although the silver energy is

extremely efficient, it only looks at a partial pose at one time, without messages from

other joint optimization, which can only acts as a filter to remove bad hypotheses

but unable to converge to an exact fixed solution. Therefore, when the hypotheses

produced by the regressors are already of good quality, like the CNN regressors used,

passing all the samples without silver energy evaluation to the final golden energy

evaluation is recommended.



Chapter 6

Occlusion Aware Pose Estimation

6.1 Motivation

In the last chapter, the hierarchical regression has proven to be effective in tackling

the large hand pose space by decomposing it into smaller one. However, the output

of the CNN is a single deterministic estimation of the joint location. To get multiple

hypotheses, we jitter around the deterministic estimation with manually set vari-

ance. Though it provides a workaround to produce a distribution, the CNN fails to

adequately handle self-occlusion problems, where occluded joints present multiple

modes.

In this chapter, we tackle the self-occlusion issue and provide a complete description

of observed poses given an input depth image by a novel method called hierarchical

mixture density networks (HMDN). The proposed method leverages the state-of-

the-art hand pose estimators based on Convolutional Neural Networks to facilitate

feature learning, while it models the multiple modes in a two-level hierarchy to

reconcile single-valued and multi-valued mapping in its output.

78
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6.2 Overview

There are generally two typical camera settings for 3D hand pose estimation: a third-

person viewpoint, where the camera is set in front of the user, and an egocentric

(or first-person) viewpoint, where the camera is mounted on the user’s head (in VR

glasses, for example), or shoulder. While both settings share challenges like the

full range of 3D global rotations, complex articulations, self-similar parts of hands,

self-occlusions are more dominant in the egocentric viewpoints. Most existing hand

benchmarks are collected in the third-person viewpoints, e.g. the two widely used

ICVL [Tang et al., 2013] and NYU [Tompson et al., 2014] have less than 9% occluded

finger joints.

Discriminative methods (cf. generative model fitting) in hand pose estimation learn

a mapping from an input image to pose parameters from a large training dataset,

and have been very successful in the settings of third-person viewpoints. However,

they fail to handle occlusions frequently encountered in egocentric viewpoints. They

treat the mapping to be single-valued, not being aware of that an input image may

have multiple pose hypotheses when occlusions occur. See Fig. 6.1 where an example

image and its multiple pose labels from the BigHand dataset [Yuan et al., 2017] are

shown.

Given a set of hand images and their pose labels i.e. 3D joint locations, discrim-

inative methods such as CNN minimize a mean squared error function, and the

minimization of such error functions typically yields the averages of joint locations

conditioned on input images. When all finger joints in the images are visible, the

mapping is single-valued and the conditional average is correct, though the average

only provides a limited description of the joint locations. However, for the occlusion
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Average

（a） （b） （c） （d）

Figure 6.1: (a) A hand depth image with the pinky finger occluded. (b) Multiple
pose labels (visible joints are in blue and occluded joints in yellow) and the predicted
pose by CNN trained using a mean squared error (in red), in a 3D rotated view to
better illustrate the problem (same for the following skeletons shown). (c) A closer
look of the multiple labels and the CNN prediction on the occluded joints. (d) The
average of two labels yields a physically implausible pose.

Visible Occluded Visible Occluded

(a) SGN (b) HMDN

Figure 6.2: Samples drawn from the distributions of SGN and HMDN for finger
tips.

cases, which happen frequently in the egocentric and hand-object interaction sce-

narios [Oikonomidis et al., 2012, 2011b; Poier et al., 2015; Garcia-Hernando et al.,

2018], the mapping is multi-valued due to occluded joints that exhibit multiple lo-

cations given the same images. The conditional average of the joint locations is not

necessarily a correct pose, as shown in Fig. 6.1b and Fig. 6.1c (The skeletons are

shown in a 3D rotated view to better illustrate the problem, same for the other

3D skeletons shown in the paper). The prediction of a CNN trained by the mean

squared error function is shown in red. It is interpretable and close to the ground

truth for the visible joints, whereas it is physically implausible and not close to any

of the given poses for the occluded joints. The example is clearer in Fig. 6.1d, where
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we are given two available poses for the same image and CNN trained with the mean

squared error function produces the pose estimation in red.

Existing discriminative methods, including the above CNN, are mostly deterministic,

i.e. their outputs are single poses, thus lacking the description of all available joint

locations. A discriminative method often serves as the initialization of a generative

model fitting in the hybrid pose estimation approaches [Tang et al., 2015; Sharp

et al., 2015]. If the discriminative method yields a probability distribution that

well fits the data, than a single deterministic output, it would allow sampling pose

hypotheses from its distribution. This, in turn, reduces the search space, helping a

faster convergence, and avoids local minima from diverse candidates in the model

fitting. Such sampling is crucial also for multi-stage pose estimation [Tang et al.,

2015] and hand tracking [Oikonomidis et al., 2011a]. Previous methods ignore the

pose space to be explored ahead and their optimization frameworks are not aware

of occlusions.

In this Chapter, hierarchical mixture density networks (HMDN) are proposed to give

a complete description of hand poses given images under occlusions. The probability

distribution of joint locations is modeled in a two-level hierarchy to consider both

single- and multi-valued mapping conditioned on the joint visibility. The first level

represents the distribution of a latent variable for the joint visibility, while the second

level the distribution of joint locations by a single Gaussian model for visible joints

or a Gaussian mixture model for occluded joints. The hierarchical mixture density

is topped upon the CNN output layer, and the whole network is trained end-to-

end with the differentiable density functions. See Fig. 6.2. The distribution of

the proposed method HMDN captures diverse joint locations in a compact manner,

compared to the network that learns a single Gaussian distribution (SGN). To the
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best of our knowledge, HMDN is the first solution that has its estimation in the

form of a conditional probability distribution with the awareness of occlusions in 3D

hand pose estimation. The experiments show that the proposed method significantly

improves several baselines and state-of-the-art methods under occlusions given the

same number of pose hypotheses.

6.3 Related Work

6.3.1 Pose estimation under occlusion

For free hand motions, methods explicitly tackling self-occlusions are rare as most

existing datasets are collected in third-person viewpoints and the proportion of oc-

cluded joints is small. Franziska et al. [Mueller et al., 2017] observed that many

existing methods fail to work under occlusions and even some commercial systems

claiming for egocentric viewpoints often fail under severe occlusions. Methods devel-

oped for hand-object interactions [Oikonomidis et al., 2011b; Tzionas et al., 2016a;

Sridhar et al., 2016], where occlusions happen frequently, model hands and objects

together to resolve the occlusion issues. Jang et al. [Jang et al., 2015] and Rogez et

al. [Rogez et al., 2014] exploit pose piors to refine the estimations. Franziska et al.

[Mueller et al., 2017] and Rogez et al. [Rogez et al., 2015] generate synthetic images

to train discriminative methods for difficult egocentric views.

In human body pose estimation and object keypoint detection, occlusions are tack-

led more explicitly [Haque et al., 2016; Charles et al., 2016; Rafi et al., 2015; Ghiasi

et al., 2014; Sigal and Black, 2006; Chen and Yuille, 2014; Hsiao and Hebert, 2012;

Navaratnam et al., 2007]. Chen et al. [Chen and Yuille, 2014] and Ghiasi et al.
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[Ghiasi et al., 2014] learn templates for occluded parts. Hsiao et al. [Hsiao and

Hebert, 2012] construct a occlusion model to score the plausibility of occluded re-

gions. Rafi et al. [Rafi et al., 2015] and Wang et al. [Wang et al., 2013] utilize

the information in backgrounds to help localize occluded keypoints. Charles et al.

[Charles et al., 2016] evaluate automatic labeling according to occlusion reasoning.

Haque et al. [Haque et al., 2016] jointly refine the prediction for visible parts and

visibility mask in stages. Navaratnam et al. [Navaratnam et al., 2007] tackle the

multi-valued mapping for 3d human body pose via marginal distributions which help

estimate the joint density.

The existing methods do not address multi-modalities nor do not model the dif-

ference in distributions of visible and occluded joints. For CNN-based hand pose

regression [Oberweger et al., 2015b; Oberweger and Lepetit, 2017; Tompson et al.,

2014; Ye et al., 2016], the loss function used is the mean squared error, bringing in

the aforementioned issues under occlusions. For random forest-based pose regression

[Tang et al., 2013; Sun et al., 2015; Sharp et al., 2015], the estimation is made from

the data in leaf nodes and it is convenient to fit a multi-modal model to the data.

However, with no information of which joints are visible or occluded, the data in

all leaf nodes is captured either by the mean-shift (a uni-modal distribution) or a

Gaussian Mixture Model [Tang et al., 2015].

6.3.2 Mixture Models

Mixture density networks (MDN) were first proposed in [Bishop, 1994] to enable

neural networks to overcome the limitation of the mean squared error function by

producing a probability distribution. Zen et al. [Zen and Senior, 2014] use MDN
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for acoustic modeling and Kinoshita et al. [Kinoshita et al., 2017] for speech feature

enhancement. Variani [Variani et al., 2015] proposes to learn the features and the

Gaussian Mixture Model model jointly. All these work apply MDN to model acoustic

signals without an adaptation of the mixture density model. In addition to applying

MDN to model the hand pose space when multiple modes exist due to occlusion, we

extend MDN by a two-level hierarchy to fit the specific mixture of single-valued and

multi-valued problems, for the application of hand pose estimation under occlusions.

To model data under noise, a similar hierarchical mixture model is proposed in

[Constantinopoulos et al., 2006] to represent “useful” data and “noise” by different

sub-components, and a Bayesian approach is used to learn the parameters of the

mixture model. Different from the work, we model a conditional distribution and

use CNN to discriminatively learn the model parameters.
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6.4 Hierarchical Mixture Density Network

6.4.1 Model Representation

The dataset to learn the model consists of {xi, Y j
i , v

j
i |i = 1, ..., I, j = 1, ..., J}, where

xi, Y
j
i , and vji denote the i-th hand depth image, the multiple pose labels i.e. 3D

locations of the j-th joint of the i-th image, and the visibility label of the j-th joint

of the i-th image, respectively. The j-th joint is associated with multiple labels

Y j
i = {yjiq}, where yjiq ∈ R3 is the m-th label i.e. 3D location. See Fig. 6.3 for

examples. Each shows different example labels overlaid on the same depth image

(in the first three columns), and all available labels in a 3D rotated view (in the last

column).Visible joints are in blue and occluded joints in other colors. The visibility

label is binary, indicating whether the j-th joint of the i-th image is visible or not.

We treat J joints independently.

Figure 6.3: Hand images under self-occlusions exhibiting multiple pose labels. Each
shows different example labels overlaid on the same depth image (in the first three
columns), and all available labels in a 3D rotated view (in the last column).Visible
joints are in blue and occluded joints in other colors.

To model hand poses under occlusions, a two-level hierarchy is considered. The top-

level takes the visibility label, and the bottom-level switches between a uni-modal

distribution and a multi-modal distribution, depending on the joint visibility.
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The binary label or variable vji follows the Bernoulli distribution,

p(vji |w
j
i ) = (wji )

vji (1− wji )(1−v
j
i ), (6.1)

where wji is the probability that the joint is visible. As existing hand benchmarks do

not provide the joint visibility labels, we use a sphere model similar to [Qian et al.,

2014a] to generate the visibility labels from the available pose labels. Please refer

Chapter 3 for the details of the labelling method. The visibility labels vji are used

for training, and they are inferred at testing.

When vji = 1, the joint is visible in the image and the location is deterministic.

Considering the label noise, yjiq is generated from a single Gaussian distribution,

p(yjiq|v
j
i = 1) = N (yjiq;µ

j
i , σ

j
i ). (6.2)

When the joint is occluded i.e. vji = 0, it has multiple labels and they are drawn

from a Gaussian Mixture Model (GMM) with J components

p(yjiq|v
j
i = 0) =

C∑
c=1

πjicN (yjiq; ε
j
ic, s

j
ic), (6.3)

where εjic and sjic represent the center and standard deviation of the j-th component.

The location yjiq is drawn from the j-th component dependent on a hidden variable

zjic, where zjic ∈ {0, 1} and
C∑
c=1

zjic = 1. The hidden variable is under the distribution

p(zjic) =
C∏
c=1

(πjic)
(zjic), where 0 ≤ πjic ≤ 1,

C∑
c=1

πjic = 1. With all components defined,
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the distribution of the joint location conditioned on the visibility is

p(yjiq|v
j
i ) =

[
N (yjiq;µ

j
i , σ

j
i )
]vji [ C∑

c=1

πjicN (yjiq; ε
j
ic, s

j
ic)

](1−vji )
(6.4)

and the joint distribution of yjiq and vji is

p(yjiq, v
j
i ) =

[
wjiN (yjiq;µ

j
i , σ

j
i )
]vji [(1− wji )

C∑
c=1

πjicN (yjiq; ε
j
ic, s

j
ic)

](1−vji )
. (6.5)

Eqn. (6.4) shows that the generation of joint locations yjiq given the input image

xi is in a two-level hierarchy: first, a sample vji is drawn from Eqn. (6.1) and

then, depending on vji , a joint location is drawn either from a uni-modal Gaussian

distribution or GMM. Thus, the proposed model switches between the two cases and

provides a full description of hand poses under occlusions. The joint distribution in

Eqn. (6.5) is used to define the loss function in Section 6.4.3.
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6.4.2 Architecture

The formulations in the previous section are presented for the j-th joint yjiq. For all

J joints of hands, the distribution is obtained by multiplying the distributions of

independent joints. The observed hand poses and the joint visibility, given xi, are

drawn from
J∏
j=1

∏
m

p(yjiq, v
j
i ).

Note that the hierarchical mixture density in Eqn. (6.4) and the joint distribution

in Eqn. (6.5) are conditioned on xi. All model parameters are in a functional form

of xi and the joint distribution in Eqn. (6.5) is differentiable. We choose to learn

these functions by a CNN and the distribution is parameterized by the output of the

CNN. As shown in Fig. 6.4, the input of the CNN is an image xi and the outputs

are the HMDN parameters: wji , µ
j
i , σ

j
i , ε

j
ic, s

j
ic, π

j
ic, for j = 1, ..., J and j = 1, ..., J .

The output parameters consist of three parts. wji is the visibility probability in Eqn.

(6.1), µji , σ
j
i for the uni-modal Gaussian in Eqn. (6.2), and εjic, s

j
ic, π

j
ic for the GMM

in Eqn. (6.3). Different activation functions are used to meet the defined ranges of

parameters. For instance, the standard deviations σji and sjic are activated by an

exponential function to remain positive and πjic by a softmax function to be in [0, 1].

The prediction of the visibility, the value of wji , is used to compute the visibility loss

over the visibility label vji . See Section 6.4.3. Depending on the visibility label vji ,

the parameters of the uni-modal Gaussian (for visible joints) or GMM (for occluded

joints) are chosen to compute the loss, as shown in blue and in orange respectively

in Fig. 6.4.
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Figure 6.4: Hierarchical Mixture Density Network. Hand joint locations y given the
input image x are modeled in a two-level hierarchy: in the first level, the visibility
is modeled by Bernoulli distribution whose parameter is w; then depending on the
visibility, the joint locations are either modeled by uni-modal Gaussian distributions
(visible joints, shown in blue) or GMMs (occluded joint, shown in orange). The CNN
outputs the parameters of HMDN, i.e. w, µ, σ, ε, s, π.

6.4.3 Training and Testing

The likelihood for the entire dataset {xi, Y j
i , v

j
i |i = 1, ..., I, j = 1, ..., J} is computed

as P =
I∏
i=1

J∏
j=1

∏
q

p(yjiq, v
j
i ), where p(yjiq, v

j
i ) in (6.5) has the model parameters depen-

dent on xi. Thus, our goal is to learn the neural networks that yield the parameters

that maximize the likelihood on the dataset. We use the negative logarithmic like-

lihood as the loss function.

L = −logP =
I∑
i=1

J∑
j=1

∑
m

{Lvis + Lsingle + Lmulti}, (6.6)

where

Lvis = −vji log(wji )− (1− vji )log(1− wji ), (6.7)

Lsingle = −vji log(N (yjiq;µ
j
i , σ

j
i )), (6.8)
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Lmulti = −(1− vji )log(
C∑
c=1

πjicN (yjiq; ε
j
ic, s

j
ic)). (6.9)

The three loss functions correspond to the three branches in Fig. 6.4. The visibility

loss Lvis is computed using the predicated value of wji . When vji = 1, Lmulti = 0

and Lsingle is calculated, and when vji = 0, vise versa.

During testing, when an image xi is fed into the network, the prediction for the j-

th joint location is diverted to different branches according to the prediction of the

visibility probability wji . If wji is larger than 0.5, the prediction (or sampling) for the

location is made by the uni-modal Gaussian distribution in Eqn. (6.2); otherwise,

the GMM in Eqn. (6.3).

However, when the prediction for the visibility is erroneous, the prediction for the

joint location will be wrong. To help the bias problem, instead of using the binary

visibility labels vji to compute the likelihood, we use the samples drawn from the

estimated distribution in Eqn. (6.1) during training. When the number of samples

is large enough, the mean of these samples becomes wji . So, the losses in Eqn. (6.8)

and (6.9) change to

Lsingle = −wji log(N (yjiq;µ
j
i , σ

j
i )), (6.10)

Lmulti = −(1− wji )log(
C∑
c=1

πjicN (yjiq; ε
j
ic, s

j
ic)). (6.11)

The modified losses in Eqn. (6.10) and (6.11) can be seen as a soft version of the

original ones Eqn. (6.8) and (6.9).
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6.4.4 Degradation into Mixture Density Network

HMDN degrades into Mixture Density Network (MDN), without the supervision for

learning the visibility variable. The other form of (6.4) is

p(yjiq|w
j
i ) = wjiN (yjiq;µ

j
i , σ

j
i ) + (1− wji )

[
C∑
c=1

πjicN (yjiq; ε
j
ic, s

j
ic)

]
(6.12)

where the visibility probability wji is learned with visibility labels. When the labels

are not available, the above equation becomes

p(yjiq) =
C+1∑
c=1

π̄jicN (yjiq; ε̄
j
ic, s̄

j
ic) (6.13)

where π̄jnJ+1 = wji , ε̄
j
nJ+1 = µji , s̄

j
nJ+1 = σji , and π̄jic = (1 − wji )π

j
ic, ε̄

j
ic = εjic, s̄

j
ic = sjic

for j = 1, ..., J . The visibility probability wji in (6.12) is absorbed into the GMM

mixing coefficients π̄jic, and the distribution becomes a GMM with J+1 components

with no dependency on the visibility.

6.5 CNN architecture

The network used for SGN, MDN and HMDN is adapted from Unet [Ronneberger

et al., 2015] by changing the last few convolutional layers, shown in Fig. 6.5. The

symbols of the convolutional layers are defined in [Ronneberger et al., 2015]. Each

blue box is a multi-channel feature map and the white one is the copied feature

map. The number of channels for the models in the paper is shown on top of the

box. Different operations are denoted by arrows. Three fully connected layers are

used and the dimension of two hidden layers is 1152.
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The size of the input image for the CNN is 640 × 480 and the output dimension is

the number of the parameters of the density function used to model the target pose.

We have 21 joint locations to be estimated and each joint location is 3 dimensional.

In order to reduce the output dimension, we make all the dimensions of each joint

location share one covariance. The CNN output dimension for SGN is 21× (3 + 1),

for MDN is 21× C × (3 + 2) and for HMDN is 21× C × (3 + 2) + 21.

To reduce the number of the parameters, all the joints can further share some

parameters, for examples, the mix-coefficients of the Gaussian Mixtures.

For the training, note that the representation of the dataset {xi, Y j
i , v

j
i |i = 1, ..., I, j =

1, ..., J} is to facilitate the explanation of HMDN. When computing the loss func-

tion, we do not need to find the associated multiple labels Y j
i for a given image xi.

We can feed current frame and its pose label, compute the likelihood for all the joint

of this frame, and multiply the likelihood of all the frames.

All the networks are trained using Adam [Kingma and Ba, 2014] and the conver-

gence times of all methods above took about 24 hours using Geforce GTX 1080Ti.

6.6 Experiments

6.6.1 Self-comparisons

The baseline of our comparison is Single Gaussian Network (SGN), which is the CNN

trained with a uni-modal Gaussian distribution. In [Bishop, 2006], it is shown that

maximization of the likelihood function under a uni-modal Gaussian distribution
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Figure 6.5: The CNN architecture Used for SGN, MDN and HMDN.

for a linear model is equivalent to minimizing the mean squared error errors. In

our experiments, we observed that the estimation error of SGN using the Gaussian

center is about the same as that of the CNN trained with the mean squared error.

For further comparisons under the probabilistic framework, we report the accuracies

of SGN.

We also report the experiments of MDN as in the previous section, we showed that

HMDN degrades to MDN when there is no visibility label available in training. To

compare MDN with HMDN fairly, the number of Gaussian components of MDN is

set C + 1 and that of GMM branch of HDMN is C.

Qualitative Analyses. See Fig. 6.6. 100 samples for each finger tip are drawn

from the distributions of the different methods. HMDN is motivated by the intrinsic

mapping difference: single-valued mapping for visible and multi-valued mapping for



94 Chapter 6. Occlusion Aware Pose Estimation

SGN MDN HMDN

Visible Occluded Visible Occluded Visible Occluded

Figure 6.6: Samples drawn from the distributions of SGN, MDN and HMDN for
finger tips, shown in comparison to a pose label.

Occluded thumb tip SGN MDN HMDNVisible index tip SGN MDN HMDN

Figure 6.7: Distributions predicted by SGN, MDN and HMDN for visible index tip
and occluded thumb tip. Each magenta sphere represents a Gaussian component
whose radius is the standard deviation and center is the mean. The degree of
transparency is in proportion to the mixture coefficients {π}.

occluded joints. Our results, shown in Fig. 6.6, demonstrate its ability of modeling

this difference by producing interpretable and diverse candidate samples accordingly.

For visible joints, SGN and HMDN produce the samples distributed in a compact

region around the ground truth location, while the samples from MDN scatter in a

larger area. For occluded joints, while the samples produced by SGN scatter in a

broad sphere range, the samples produced by HMDN and MDN form an arc-shaped

region, which indicates the movement range of finger tips within the kinematic
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constraints.

With the aid of visibility supervision, HMDN handles well the self-occlusion problem

by tailoring different density functions to the respective cases. The examples of the

distributions predicted by SGN, MDN and HMDN for visible and occluded joints

are shown in Fig. 6.7. The resulting compact distributions that fit both visible

joints and occluded joints improve the pose prediction accuracies in the following

quantitative analyses.

Such compact and interpretable distributions are also helpful for hybrid methods

[Tang et al., 2015; Sharp et al., 2015]. For the discriminative-generative pipelines, the

distribution largely reduces the space to be explored and produces diverse candidates

to avoid being stuck at local minima in the generative part. For example, the

conditional distribution for the occluded joints which confines the occlusion space

can be added as a term in energy function defined in [Taylor et al., 2014, 2016] as

it is differentiable while the deterministic output can only provide a starting point

for optimisation of the energy.

For hand tracking methods [Oikonomidis et al., 2011a], the distributions of occluded

joints can be combined with the motion information e.g. speed and direction, to

give a sharper i.e. more confident response at a certain location. The model can also

find its application in multi-view settings. This is because the distribution is able to

give a compact representation for the movement range of the occluded joints. Even

with temporal priors or other viewpoint estimation, resolving the uncertainty by a

deterministic estimation which lacks of the information of other possible locations or

a unimodal gaussian distribution which gives a broad sphere region is not straight-

forward. For example, if a joint in two images captured in different viewpoints

is occluded, the deterministic CNN may produce two different 3D locations and
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the unimodel gaussian distribution adds two variances centred on the deterministic

results. These outputs are insufficient to locate the exact locations. On other other

hand, the distribution of the HMDN models the movement range with physical

constraint of the occcuded joint and with this extra movement information, the

uncertainty can be resolved.

Modelling the uncertainty is useful in real world problems as it is common that at

certain occasions the information is limited and we need to maintain these uncer-

tainty and propagate the current information to future. In the hand shape estima-

tion, Tkach et al. [Tkach et al., 2017] point out the uncertainty in estimating the

shape parameter, for example, estimating the finger bone length from the images

whose fingers are not bent and then leverage the uncertainty to integrate per-frame

estimates over time. HMDN gives a good representation of the uncertainty of the

occluded joints and the underlying Gaussian Mixture Model of the representation is

to maintain and propagate.

(a) Occluded pinky finger tips (b) Occluded index finger tips

Figure 6.8: The space for occlusion finger tip is dependent on other visible joints.

Dependency Though we do not model the explicit dependency between occluded

and visible joints in this work, the dependency is implicitly captured from the data.

Our occluded joint distributions are conditioned on input images, and the input im-

ages are formed as a function of visible joints. See Fig. 6.8. Albeit the same occluded

finger tips, the mixture coefficients and the span of GMM components differ depend-
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ing on the input images. As we treat the joint independently, during the sampling,

the hypotheses may violate the kinematic constraints. The use of correlation priors

[Taylor et al., 2016] will help ensure the constraints during sampling.

Table 6.1: Estimation errors of different models. *see text for the evaluation metric
used.

No. of Gauss.(C) 1 10 20 30
Model SGN MDN HMDN MDN HMDN MDN HMDN

Vis. Err.(mm) 32.8 32.2 30.5 34.0 30.7 32.6 30.5
Occ. Err.(mm) 36.5 35.4 34.8 36.4 34.4 35.6 34.2
*Occ. Err.(mm) 38.9 34.8 34.6 35.1 34.2 35.0 34.5

(a) (b)

Figure 6.9: Comparison of HMDN, SGN, MDN, when C = 20.

Quantitative Analyses. To conform with the euclidean error metric, i.e. the

ground truth joint location to measure the displacement error (in mm), adopted in

the prior work, we sample hypotheses from the distributions and compare them with

the ground truth. By sampling multiple hypotheses, the error is in fact the average

of the error of one hypothesis to the ground truth weighted by its probability. This

weighted average measures the quality of the predicted distribution indirectly.

The average errors are reported for visible joints and occluded joints separately in

Table 6.1. Fig. 6.9a presents the comparisons under the commonly used metric,

the proportion of joints within a error threshold [Tang et al., 2015; Ye et al., 2016;



98 Chapter 6. Occlusion Aware Pose Estimation

Sharp et al., 2015], using C = 20 in MDN/HMDN. HMDN outperforms both MDN

and SGN for visible and occluded joints using the different numbers of Gaussian

components. For occluded joints, HMDN improves SGN by 10% in the percentage

of joints within the error 20mm (Fig. 6.9a), and by about 2mm in the mean dis-

placement error (Table 6.1). HMDN also outperforms the baselines for visible joints.

One can reason that given the limited network capacity, by specifying density func-

tions by data types, HMDN learns to take a better balance between the visible and

occluded, while maximizing the likelihood of the entire training data. As shown in

Table 6.1, the estimation errors of HMDN do not change much for C = 10, 20, 30.

Note, however, the number of model parameters linearly increases with C.

In Fig. 6.9b, we vary the number of samples drawn from the distributions, and

measure the minimum distance error. HMDN consistently achieves lower errors

than SGN at all numbers of samples. Compared to MDN, HMDN appears better at

the smaller numbers of samples. When the number of samples increases, the error

gap between the two methods becomes small.

In both Table 6.1 and Fig. 6.9, we repeated the sampling process 100 times and

reported the mean accuracies. The standard deviations were fairly small as: 0.03-

0.04 mm for occluded joints, and 0.01-0.02 mm for visible joints.

As our motivation is in modeling the distribution of joint locations, we measure

how well the predicted distribution aligns with the target distribution. As shown in

Fig. 6.3, multiple pose labels are gathered for the same image with occlusions. We

draw multiple samples from the predicted distribution and measure the minimum

distance between the set of drawn samples and the set of pose labels. As shown in

the last row of Table 6.1, the improvement is significant. Both MDN and HMDN

outperform SGN by about 4 mm, which demonstrates that the arc-shaped distribu-



6.6. Experiments 99

tions produced by MDN/HMDN align better with the target joint locations than the

sphere-shaped distribution produced by SGN, as shown in Fig. 6.6. Instead of the

minimum distance, we could use other similarity measures between distributions.

Though the improvement of HMDN over MDN is marginal, the number of parame-

ters for the density is largely reduced by the awareness of occlusion in HMDN when

joints are visible.

In the first metric, multiple samples are compared to each ground truth given a image

and the errors for all the ground truth of the image are averaged. In this setting,

the number of ground truth for each frame has little influence on the reported

error, especially for video sequences where neighbouring frames are similar. For the

second metric, as we compare the set of ground truth and the set of samples, if the

number of the ground truth for the testing image is limited and the ground truth

does not cover the space for the occluded joints, the superiority of HMDN cannot

be displayed. For the extreme case where only one ground truth is available for a

image with self-occlusions, the distance between two sets becomes random. Since the

EgoBighand dataset is the biggest hand dataset in the ego-centric viewpoint and the

configurations for the occluded joints are augmented using the articulation from the

third-person viewpoint subset of the Bighand dataset, it provides substantial number

of ground truth configurations for the occluded joints. During the augmentation,

for a occluded finger, there are at least 10 configurations for the joint locations.

Bias. In Section 6.4.3, we proposed to mitigate the exposed bias during testing, by

sampling from the visibility distribution at training. HMDN trained with the loss

functions in Eqn. (6.8) and (6.9), is denoted as HMDNhard, while the one trained

with Eqn. (6.10) and (6.11) is HMDNsoft. In Table 6.2 HMDNsoft consistently

achieves lower errors than HMDNhard for different numbers of Gaussian components.
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Table 6.2: Comparison of HMDNhard and HMDNsoft

No. of Gauss.(C) 10 20 30
Model hard soft hard soft hard soft

Vis. Err.(mm) 32.2 30.5 32.9 30.7 33.1 30.5
Occ. Err.(mm) 35.8 34.8 35.9 34.4 36.4 34.2

6.6.2 Comparison with the state-of-the-arts

To compete with state-of-the-arts, the following strategies are adopted: first, a CNN

network is trained to estimate the global rotation and translation, and conditioned

on the estimation, HMDN is then trained; data augmentation, including translation,

in-plane rotation, and scaling is used.

MSHD Dataset. MSHD has a considerable number of occluded joints both in

training and testing set. We compare HMDN with three methods: Ye et al.[Ye

et al., 2016], Tang et al.[Tang et al., 2015], Sharp et al.[Sharp et al., 2015]. For

[Sharp et al., 2015], the results of its discriminative part are used. Fig. 6.10a shows

the proportion of joints within different error thresholds for the four methods, where

a single prediction is used from HMDN.

In Fig. 6.10b and Fig. 6.10c, we further compare Ye et al. [Ye et al., 2016] and Tang

et al. [Tang et al., 2015] with HMDN, by varying the number of hypotheses i.e.

samples from the output distributions, and measuring the minimum displacement

errors. Ye et al. [Ye et al., 2016] use a deterministic CNN. To produce multiple

samples, they jitter around the CNN prediction, which can be treated as a uni-

modal Gaussian. Tang et al. [Tang et al., 2015] use decision forests (3 trees) and

the data points in the leaf nodes are modeled by GMM with 3 components. During
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testing, samples are drawn from GMMs of all trees. We used the original codes from

the authors in our experiments.
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Figure 6.10: Comparison of HMDN with prior work.

HMDN significantly outperforms both methods for visible joints. For occluded

joints, when the number of samples is 1, the errors of HMDN and Ye et al. [Ye

et al., 2016] are close. However, Ye et al. [Ye et al., 2016] are not able to produce

diverse samples to reach low errors as HMDN when the number of samples increases.

Tang et al. [Tang et al., 2015] provide diverse candidates by GMM in its leaf nodes,

but the variance of the distribution is much larger than that of Ye et al. [Ye et al.,

2016] and HMDN for both visible and occluded joints. From the results, HMDN

demonstrates its superiority for both the unimodal Gaussian model and GMM: the

compact distribution with lower bias for visible joints and the diverse samples yet

having smaller variances for occluded joints. See Fig. 6.11 for example results. The

samples from Tang et al. [Tang et al., 2015] for the finger tips spans a large region;

those from Ye et al. [Ye et al., 2016] are more compact but many deviate from the

ground truth.

NYU Dataset. The proposed method has also been evaluated on NYU dataset.

Most joints in the training set are visible while on the testing set, there are up



102 Chapter 6. Occlusion Aware Pose Estimation

HMDN Tang et al. Ye et al.HMDN Tang et al. Ye et al.
Thumb Index Middle Ring Pinky

Figure 6.11: Comparison of HMDN with Tang et al. [Tang et al., 2015] and Ye et
al. [Ye et al., 2016]. Ground truth: skeletons in gray. Predictions from the models:
skeletons in blue. For each image, samples for one tip joint from the three methods
are scattered along the skeletons. Visible joints in the left column and occluded
joints in the right column.
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Figure 6.12: Comparison with state-of-the-art approaches on NYU dataset.

to 36% occluded joints. This implies all the joints in the testing dataset will be

predicted as visible joints. Despite the ill-setting for HMDN, the method does not

fail but degrades into SGN: the performances of SGN and HMDN are similar as

shown in Fig. 6.12, and when compared with various state-of-the-arts based on
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CNN [Oberweger et al., 2015a,b; Oberweger and Lepetit, 2017; Zhou et al., 2016b;

Guo et al., 2017; Ye et al., 2016], HMDN is in the second place for visible joints

and third place for occluded joints. Note the best method [Oberweger and Lepetit,

2017] uses a 50-layer ResNet model [He et al., 2016] and 21 more CNN models to

refine the estimation.

6.7 Summary

This paper addresses the occlusion issues in 3D hand pose estimation. Existing

discriminative methods are not aware of the multiple modes of occluded joints and

thus do not adequately handle the self-occlusions frequently encountered in egocen-

tric views. The proposed HMDN models the hand pose in a two-level hierarchy to

explain visible joints and occluded joints by their uni-modal and multi-modal traits

respectively. The experimental results show that HMDN successfully captures the

distributions of visible and occluded joints, and significantly outperforms prior work

in terms of hand pose estimation accuracy. HMDN also produces interpretable and

diverse candidate samples, which is useful for hybrid pose estimation, tracking, or

multi-stage pose estimation, which require sampling.

In the Chapter, we assume the outputs are independent and do not exploit the

temporal continuity. To sample kinematically valid poses, we can consider modeling

hand structural information. One approach is to explicitly learn the dependency on

top of part regression, e.g. by deep structured models [Yang et al., 2016]. Though

the pose estimation benefits from the structural models, they usually result in highly

interconnected models and thus difficult learning, and exact inference becomes in-

tractable. The other approach exploits the dependency priors to post-process the
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part regression: e.g. a multivariate normal with correlation priors is used to con-

strain the pose samples [Taylor et al., 2016; Tan et al., 2016; Tome et al., 2017]. We

can also further incorporate the temporal dependency using offline priors or learning

it with the part regression in the LSTM framework.

Testifying HMDN on hand-object and hand-hand interaction scenarios is interesting.

Though it was tested on the datasets with self-occlusions, the generalization to

different occlusion types is promising.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

3D hand pose is challenging due to complicated variations caused by high Degree

of Freedom(articulations and multiple viewpoints), self-similar parts, severe self-

occlusions, different shapes, and sizes. The thesis first tackles the challenge of the

multiple viewpoints and complex articulations of hand pose estimation by decom-

posing and transforming the input and output space by spatial transformations

following the hand kinematic hierarchy.

The hierarchical estimation of the hand pose from images is effective in most cases

when compared with the method treating the whole hand estimation as a black box

as the reduced input and output space makes the learning of CNN easier. However,

for cases when the estimation in a certain layer is wrong, the error will propagate

to all the following layers. The iterative refinement reduces the error for each joint,

resulting in a more precise mapping function, and the post-process component which

samples from estimation from the regressors for the joints and evaluates these sam-

105
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ples is able to remove estimation far from ground truth for each frame.

Under the hierarchy, multiple variants are integrated into a probabilistic framework

and studies regarding the efficacy and efficiency to give an sight of each component.

When comparing different variants of the hierarchical framework, generally, when a

large data is available, CNN based sampling performs better under the same runtime

efficiency than decision forest based sampling.

On the other hand, as the prediction of decision forest is made in the leaf nodes,

different models, such as one deterministic estimation, a uni-Gauss model, or a

Gaussian mixture model, can be fitted to the data in the leaf nodes without retrain-

ing the trees while CNN based regressor requires re-training when the model for the

output space is changed.

For the per-joint optimization, PSO is a better choice than naive optimization when

good initializations are available.

For the energy, although the silver energy is extremely efficient, it only looks at a

partial pose at one time, without messages from other joint optimization, which can

only acts as a filter to remove bad hypotheses but unable to converge to an exact

fixed solution.

The thesis further tackles the challenge of the self-occlusions which happens fre-

quently in ego-centric viewpoint: modelling the multi-modality of the locations for

occluded hand joints by a hierarchical mixture density deep network which leverages

the state-of-the-art hand pose estimators based on Convolutional Neural Networks

to facilitate feature learning while models the multiple modes in a two-level hier-

archy to reconcile single-valued (for visible joints) and multi-valued (for occluded
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joints) mapping in its output.

CNN trained with the mean squared error gives a deterministic output and thus fails

to learn a one-to-many mapping. Instead of predicting the joint locations, HMDN

predict the parameters of distributions representing the locations and successfully

captures the distributions of visible and occluded joints. HMDN is able produces

interpretable and diverse candidate samples, which is useful for hybrid pose esti-

mation, tracking, or multi-stage pose estimation, which require sampling. Upon

the submission of the thesis, some work learning the one-to-many image translation

or many-to-many image translation with Bidirectional cyleGAN [Zhu et al., 2017;

Huang et al., 2018] is published, which is also able to model the conditional distri-

bution in the output space (and in the input space). However, these samples are

generate from normal distribution, which is not straightforward to be incorporated

as an energy term for model fitting methods.

Also, a real dataset aiming at covering all viewpoints, articulation, sever self-occlusions

and different hand shapes is collected by a tracking system with six 6D magnetic

sensors. This evenly covered dataset largely improve the performance of the hand

estimators.

7.2 Future Work

Though the methods proposed in the previous chapters have achieved state-of-the-

art performance, improvements can be made in these following aspects.
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7.2.1 Hierarchy

For the hierarchical regression, the error accumulation is due to the local regressors:

the error for the full pose is not considered when training for the partial pose regres-

sors. One way to mitigate the error accumulation is what proposed in the thesis. At

test time, the hierarchical network samples and evaluates the hypotheses to explore

multiple paths, resulting different full poses, and choose the best one by a energy

function. While it reduces the error accumulation and improves the performance, it

makes the estimation for the full pose M ×N slower, where M is the number of the

samples for the partial poses and N is the number of the full pose hypotheses.

An alternative way of improving the performance and efficiency is training networks

maximising an error over the full pose. Take CNN for example. If the CNN regressors

are deterministic, the spatial transformation can be parameterized by the output

of the regressors, i.e. the rotations and translations of the transformation matrices

directly acquired from the CNN output. Then all the regressors within the hierarchy

can be trained end-to-end with an extra full pose error. If the CNN regressors

output distributions as MDN and HMDN, sampling during training is required and

the reward for a sample is determined by the final full pose error, which is similar

to some recurrent models in [Ranzato et al., 2016; Mnih et al., 2014].

7.2.2 HMDN

For HMDN, applications in scenarios like multiple-viewpoints, tracking and hand-

object interactions are be explored and verified. With the possible pose space for

occluded joints represented accurately by the distribution, additional information

from different sources can be combined to locate the actual position easily. For
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example, in multiple-viewpoints, combining the information from all the viewpoints,

which can be done by computing the products of the densities for the distributions

estimated from images in different viewpoints, can produce a sharp response near

the actual location of the occluded joints, even in all the viewpoints, the joints

are occluded while deterministic networks find it hard to combine information from

different viewpoints.

In scenarios like tracking and hand-object interactions, where model-based methods

are usually exploited to search the pose space staring from the results of discrimina-

tive methods (and the results from the previous frames), HMDN can provide con-

fidence for the joint prediction and confine the pose space to be searched with the

variances. We want to see the performance of model-based methods with/without

the variances when using joint predictions from discriminative methods.

7.2.3 Hand Detection

At the beginning, we assume that hand is free in the air and is cropped using

ground truth or the results from some general hand detector while in fact the hand

detection is non-trivial due to that people wear different kind gloves, touch surfaces,

hold various objects etc.. Training a hand detector working on the these cases or

able to reject these hard cases before the bad detection results going to the hand

estimator is a potential topic.
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