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Abstract

Data assimilation has been widely used in the forecast of oceanic states and tropical

cyclones. In this thesis, the Ensemble Kalman Filter (EnKF) based data assimilation

algorithm is applied to two applications, a regional ocean data assimilation system

for the South Australian Sea and a coupled ocean-atmosphere tropical cyclone (TC)

forecast system.

The regional ocean data assimilation system consists of the data assimilation

algorithm provided by the NCAR Data Assimilation Research Testbed (DART) and

the Regional Ocean Modelling System (ROMS). We describe the first implementation of

a physical balance operator (temperature-salinity, hydrostatic and geostrophic balance)

to DART, to reduce the spurious waves which may be introduced during the data

assimilation process. The effect of the balance operator is validated in both an idealised

shallow water model and the ROMS model real case study. In the shallow water model,

the geostrophic balance operator eliminates spurious ageostrophic waves and produces a

better sea surface height (SSH) and velocity analysis and forecast. Its impact increases

as the sea surface height and wind stress increase. In the real case, satellite-observed

sea surface temperature (SST) and SSH are assimilated in the South Australian Sea

with 50 ensembles using the Ensemble Adjustment Kalman Filter. Assimilating SSH

and SST enhances the estimation of SSH and SST in the entire domain, respectively.

Assimilation with the balance operator produces a more realistic simulation of surface

currents and subsurface temperature profile. The best improvement is obtained when

only SSH is assimilated with the balance operator. A case study with a storm suggests



x

that the benefit of the balance operator is of particular importance under high wind

stress conditions. Implementing the balance operator could be a general benefit to

ocean data assimilation systems.

The TC forecast system consists of DART and coupled ROMS - WRF (the Weather

Research Forecast model). High-frequency (HF) radars can provide high-resolution

and frequent ocean surface currents observations during the TC landfall. We describe

the first assimilation of such potential observations using idealised Observing System

Simulation Experiments. In this system, synthetic HF radar observed coastal currents

are assimilated and the forecast performances for weak (Category 2) and strong

(Category 4) TCs are examined. Assimilating coastal surface currents improves the

24-hour forecasts of both intensity and track. For the strong case, the errors of the

maximum wind speed (Vmax) and the integrated power dissipation (IPD) forecast

reduce up to 50%. For the weak case, the improvements in Vmax and IPD forecast are

lower (20%), but the track forecast improves 30%. These improvements are similar to

the magnitude of the current operational TC forecast error, so that assimilating HF

radar observations could be a substantial benefit.
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Chapter 1

Introduction

1.1 The Data Assimilation Problem

The early civilisations began the prediction of atmospheric and oceanic states mil-

lennia ago. One of the main purposes for the study of atmospheric and oceanic

circulation is the people’s desire of forecast. In the early 1900s, Abbe and Bjerk-

nes proposed that the weather could be predicted using the laws of physics (Bauer

et al., 2015). Later, L. F. Richardson carried out the first numerical weather pre-

diction in the 1920s, although he failed due to the lack of the geostrophic bal-

ance in the initial conditions and, probably more importantly, the lack of mod-

ern computers (Lynch, 2008; Shuman, 1989, https://www.metoffice.gov.uk/research/

modelling-systems/history-of-numerical-weather-prediction).

Bjerknes defined the prediction as an initial value problem, and two conditions

must be satisfied for successful predictions (Daley, 1991): ‘1. the present state must

be characterized as accurately as possible; 2. the intrinsic laws, according to which

the subsequent states develop out of the preceding ones, must be known.’ This was

later defined as determined approach. The second condition is usually satisfied by

the development of General Circulation Models (GCMs). The first condition leads

https://www.metoffice.gov.uk/research/modelling-systems/history-of-numerical-weather-prediction
https://www.metoffice.gov.uk/research/modelling-systems/history-of-numerical-weather-prediction
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to the analysis of the observations, such that the atmospheric and oceanic variables

are produced at points with fixed spatial resolution, as the initial values. These

initial conditions were produced by interpolating the observations, later this procedure

was replaced by data assimilation based on optimal control theory (Daley, 1991).

The data assimilation technique combines the observational data with the short-term

model forecast, and the product is called analysis. Accurate analysis is crucial for the

operational forecasts.

The purpose of data assimilation is seeking a state which is the best fit between a

short-term forecast (or background estimate or prior state), and a set of observations,

given the probability distribution functions (PDFs) of the short-term forecast and

observations. The Bayesian theorem is the cornerstone of data assimilation, which

provides an objective criterion for fusing observations with numerical models to produce

an estimate of the true state (e.g. Lahoz and Schneider, 2014; Wikle and Berliner,

2007).

The Bayes inference consists of three steps (Wikle and Berliner, 2007): ‘In the first,

a ‘full probability model’ is formulated, which is a joint probability distribution of all

observable and unobservable components of interest. The next step in this process

is to find the conditional distribution of the unobservable quantities of interest given

the observed data by application of Bayes’ Theorem. Finally, as with all modelling,

one should evaluate the fit of the model and its ability to adequately characterise the

processes of interest.’

The background or prior PDF of the state, p(x), represents the distribution of

possible values of the state, given all prior modelled information, and has an expected

value xb. At some point in time, the forecast estimate is informed by a vector of

observations y, which has a PDF p(y|x), or the conditional PDF of the observations,

given the state estimate. The Bayes’ theorem states that the conditional posterior

PDF of the state, given the new observations and the prior PDF, is given by
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p(x|y) = p(y|x)p(x)
p(y) , (1.1)

p(y) is the PDF of the observation vector, which acts as a normalising factor and

guarantees that the probability of all possible states x is unity. It is given by p(y) =∫
p(y|x′)p(x′)dx′ (Anderson and Anderson, 1999).

The state which we seek, called the analysis (xa), is the most probable state of the

joint PDF (Eq. 1.1). With the assumption of Gaussian distributions, one can compute

the estimate x which minimises the mean of the square error, called the least-squares

or variance-minimising estimator. This state can be written as a linear combination of

the background state and the observation vector,

xa = Fxf +GH(xf )+Ky + c, (1.2)

where F , G and K are matrices and c is a vector; and xf is the forecast (prior) state

For the true states xt and yt (yt = H(xt)), Eq 1.2 is

xt = Fxt +GH(xt)+KH(xt)+ c. (1.3)

Because Eq. 1.3 applies for any xt and yt, we must have c = 0 and F +GH(·)+KH(·) = I.

So the analysis is xa = xf +Kd, in which K is called the gain matrix and d = y −H(xf )

is called the innovation. Under the assumption of linearity, H(x) can be written in the

linear form HX.

Substituting the expressions of xa and K into Eq. 1.2 and using Hxt = yt, the

errors can be written as
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ϵa = ϵf +K(ϵo −Hϵf )

= (I −KH)ϵb +Kϵo,
(1.4)

where ϵa, ϵf and ϵo are the errors of the analysis, the forecast and the observation,

respectively (e.g., ϵa = xa −xt, where xt is the truth). We also assume that the errors

are uncorrelated with each other.

For the multivariate problem, the error covariance of the analysis is

P a = ϵa(ϵa)T

= ((I −KH)ϵf +Kϵo)((I −KH)ϵf +Kϵo)T

= (I −KH)ϵf (ϵb)T (I −KH)T +(I −KH)ϵb(ϵo)T KT

+Kϵo(ϵf )T (IKH)T +Kϵo(ϵo)T KT .

(1.5)

Recall that the forecast and observation errors are uncorrelated, so

P a = (I −KH)ϵf (ϵf )T (I −KH)T +Kϵo(ϵo)T KT . (1.6)

To minimise the analysis error, we need the variance (i.e., the diagonal elements of

the covariance matrix) to be 0, i.e.,

∂trace(ϵa(ϵa)T )
∂K

= 0. (1.7)

Substituting Eq. 1.6 and using some linear algebra, Eq. 1.7 becomes

∂trace(ϵa(ϵa)T )
∂K

= 2K[Hϵf (ϵf )T HT + ϵo(ϵo)T ]−2ϵf (ϵf )T HT = 0. (1.8)

Solving Eq. 1.8 gives

K = P f HT (HP f HT +R)−1, (1.9)



1.1 The Data Assimilation Problem 5

where P f and R are the error covariance matrices, defined as

P f = (x−xb)(x−xb)T ,

R = (y −H(x))(y −H(x))T ,
(1.10)

and Eq. 1.2 becomes

xa = xb +K(y −Hxf ). (1.11)

where P f and R are the forecast and observation covariance matrices, respectively.

This gain matrix minimises the posterior error (x−xa)(x−xa)T , such that xa

is the best linear unbiased estimator (BLUE). The gain matrix can be interpreted

easily in the case of one-dimensional state. Assume the forecast variance is σ2
f and the

observation is a single value of the same variable (such that H = 1) with observation

error variance σ2
o , the gain matrix is the weights giving to observation and forecast,

K = σ2
f

σ2
f +σ2

o
and Eq. 1.11 is simplified as

xa = xf +
σ2

f

σ2
f +σ2

o
(y −xf ). (1.12)

When the observation is more accurate than the forecast (i.e., σ2
f > σ2

o , K → 1), more

weight is given to the observation and vice versa.

In the numerical forecasting, the forecast states xf are generated by integrating a

model forward until the time at which an observation is made. The model evolution is

as follows,

xf
k+1 = Mk(xa

k)+ qk, (1.13)

where Mk represents the forward evolution of the true state, qk represents error of

the forward evolution, xa
k represents the analysis made at time-step k, and xf

k+1 is

the forecast at time-step k +1. When an observation is made, a new analysis can be

produced using Eq. 1.11, using this forecast as the background estimate. Then this
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analysis is used as initial conditions to produce new forecasts using Eq. 1.13. This

process is repeated, to generate a series of forecasts and analyses. If the forecast

error covariance B is static in time, this algorithm is called three-dimensional data

assimilation.

If P f evolves in time, then the algorithm is four-dimensional data assimilation. To

do so, not only the model state is modelled, but also the evolution of the PDF (Eq. 1.1).

Under the Gaussian assumption, only the mean and variance need to be computed.

There are two popular data assimilation approaches: variational and sequential (Lahoz

and Schneider, 2014). The variational approach adjusts the model trajectories to fit

the observations by minimising the cost function. On the other hand, the sequential

approach updates the model state by comparing the mean and variability of both model

and data, each time when the new observation is available. These two approaches are

both based on the Bayesian theorem and can be simplified to similar algorithms under

the assumptions of Gaussianity and linearity. In this thesis we focus on the sequential

approach, the ensemble Kalman Filter (EnKF) in particular.

1.1.1 The Ensemble Kalman Filter and Square Root Filters

The ensemble Kalman Filter (EnKF) approach was initially proposed by Evensen

(1994). As indicated by its name, EnKF uses an ensemble of model states to update

the forecast error covariance matrix B, and the model ensemble evolves with time.

By doing so, EnKF preserves nonlinearity in the evolution of forecast error statistics,

though it still retains the assumption that error PDFs are characterizable by their mean

and covariance, and that the linear update (Eq. 1.11) is optimal. Another advantage of

the EnKF is that, in contrast with the Four-dimensional variation (4DVAR), a popular

variational approach, EnKF eliminates the cost of developing an adjoint model. As

pointed by (Tippett et al., 2003), EnKF belongs to the family of square root filters

(SRFs), here the derivation of SRF is given following Tippett et al. (2003).
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The n × n prior and posterior error covariance matrices (P f and P a) are both

symmetric and positive definite so they can be represented as P f = Zf ZfT and

P a = ZaZaT , where the matrices Zf and Za are matrix square roots of P f and P a,

respectively. A covariance matrix and its matrix square root have the same rank or

number of nonzero singular values. When a covariance matrix P has rank m, there is an

nxm matrix square root Z satisfying P = ZZT ; in low-rank covariance representations

the rank m is much less than the state-space dimension n. This representation is not

unique; P can also be represented as P = (ZU)(ZU)T , where the matrix U is any

m×m orthogonal transformation UUT = UT U = I. The projection |xT Z|2 = xT Px of

an arbitrary n-vector x onto the matrix square root Z is uniquely determined, as is

the subspace spanned by the columns of Z. For a m-member ensemble, the sample

covariance P a is given by P a = SST /(m−1), where the columns of the n×m matrix

S are mean-zero analysis perturbations about the analysis ensemble mean; the rank of

P a is at most (m−1). A matrix square root of the analysis error covariance matrix is

the matrix of scaled analysis perturbation ensemble members Z = (m−1)−1/2S.

The covariance matrices of Kalman filter evolve from timestep k to k +1 as

P f
k = MkP a

k−1MT
k , (1.14)

and

P a
k = (I −KkHk)P f

k (I −KkHk)T +KkRkKT
k . (1.15)

Using the square root matrices, Eq. 1.14 and 1.15 can be replaced by

Zf
k = MkZa

k−1, (1.16)

and



8 Introduction

Za
k = (I −KkHk)Zf

k +KkWk, (1.17)

where Wk is a p×m matrix whose m columns are identically distributed, mean-zero,

Gaussian random vectors of length p with covariance Rk/m.

Kalman SRFs provide a deterministic algorithm for transforming the forecast

ensemble into an analysis ensemble with consistent statistics. Eq. 1.15 is rewritten as

P a
k = Za

kZaT
k = [I −P f

k HT
k (HkP f

k HT
k +Rk)−1Hk]P f

k

= Zf
k [I −ZfT

k HT
k (HkZf

k ZfT
k HT

k +Rk)−1HkZf
k ]ZfT

k

= Zf
k (I −VkD−1

k V T
k )ZfT

k ,

(1.18)

where Vk = (HkZf
k )T and Dk = V T

k Vk +Rk. Then the analysis perturbation ensemble

is calculated from

Za
k = Zf

k XkUk, (1.19)

where XkXT
k = (I −VkD−1

k V T
k ) and Uk is an arbitrary m×m orthogonal matrix.

1.1.2 The Ensemble Adjustment Kalman Filter

In many typical earth science data assimilation applications the state-dimension n

and the number of observations p are large, and the method for computing the matrix

square root of (I − VkD−1
k V T

k ) and the updated analysis perturbation ensemble Za
k

must be chosen accordingly.

Anderson (2001) proposed the Ensemble Adjustment Kalman Filter (EAKF), a

variant of the EnKF algorithm. In EAKF the model state is computed through an

adjustment matrix so that the posterior covariance satisfies the Kalman gain exactly.

Tippett et al. (2003) pointed out that EAKF is a type of ensemble square root filter.

In EAKF, Za
k is updated using
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Za
k = AkZf

k , (1.20)

and the ensemble adjustment matrix Ak is defined as

Ak = FkGkC̃k(I +Γ̃k)−1/2G−1
k F T

k , (1.21)

where P f
k = FkG2

kF T
k is the eigenvalue decomposition of P f

k and the orthogonal matrix

C̃k is chosen such that C̃T
k GkF T

k HT
k R−1

k HkFkGkC̃k is diagonal. Choosing the orthog-

onal matrix C̃k to be C̃k = G−1
k F T

k Zf
k Ck gives that Γ̃k = Γk and that the ensemble

adjustment matrix is

Ak = Zf
k Ck(I +Γk)−1/2G−1

k F T
k . (1.22)

The EAKF analysis is therefore

Za
k = Zf

k Ck(I +Γk)−1/2G−1
k F T

k Zf
k . (1.23)

1.1.3 The Localisation and Physical Balance Problem in Data

Assimilation

With the chaotic nature of Earth’s atmosphere, initial conditions must be as close

to the truth as possible. At the same time, they must be balanced to prevent the

production of gravity waves, which propagate through the model and degrade the

forecast. As described earlier, the first numerical weather forecast by L.F. Richardson

failed largely due to the spurious waves in his initial conditions (Lynch, 2008).

In the context of variational approaches, Courtier and Talagrand (1990) showed

that, because a standard 4DVAR algorithm uses all degrees of freedom of the problem

to minimize the cost function, it generates as many gravity waves as needed in order to
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best fit the observations. Thus, a balanced analysis requires the addition of a balance

constraint to the cost function minimization (Neef et al., 2006). Many methods have

been applied over the years to handle imbalances that variational data assimilation

systems create. For NWP, the geostrophic and hydrostatic balance were prevalent in

the global models (e.g. Parrish and Derber, 1992) but as the model resolution keeps

increasing the balance breaks down (e.g. Vetra-Carvalho et al., 2012). There have been

efforts to maintain the balance in convective scales. For instance, Honda et al. (2006)

separated the error into synoptic and mesoscale components, calculating the regression

coefficients from forecasts that have had a low-pass filter applied to them. Barker et al.

(2004) added an additional term to the calculation of balanced pressure to include

cyclostrophic balance.

For the ensemble systems, the data assimilation is usually degenerated by the

spurious covariances with distant grid points. This is caused because the ensemble

size (order of 100) is usually too small compared with the model dimension (with the

typical order of magnitude of 108 to 109 for the art-of-state NWP systems, for example,

the ECMWF IFS system with the T1279L137 resolution since July 2013 (Bocquet

and Sakov, 2014)), thus the covariance matrix cannot fully represent the relationship

between distant variables. The localisation technique is often used to ‘localise’ the

impact of one observation within a certain distance. The Schur (elementwise) product

is often used in the localisation technique (e.g. Hamill et al., 2001; Houtekamer and

Mitchell, 2001),

(P f )′ = P f ·C, (1.24)

where the elements in matrix C represent some localisation function floc of distance d

between grid points i and j. In this thesis the Gaspri-Cohn algorithm (Gaspari and

Cohn, 1999) is used,
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floc = exp[−d(x,y)2

2L2 ], (1.25)

where d(x,y) is the distance between the variable x and the observation y and L is the

localisation distance used for scaling the effect of the observation.

However, localisation may cause imbalance to the dynamical system (e.g. Greybush

et al., 2011; Lorenc, 2003a), although a balanced model error covariance produces a

balanced analysis state (Cohn and Parrish, 1991). Lorenc (2003a) pointed out that

when a SSH observation at a single point is assimilated without localisation, the

increments of the SSH and ocean currents are balanced. If localisation is used, the

gradient of the SSH increases while the ocean currents reduce. Therefore spurious

ageostrophic waves are created in this process. Fig. 1.1 illustrates such spurious waves.

Mitchell et al. (2002) reported that different ensemble size, assimilating frequency or

localisation radius can cause imbalance for GCMs. Kepert (2009) suggested using

localisation of streamfunction and velocity potential instead of u and v velocities, but

this method is not easy to implement for regional ocean models. For the multivariate

problem, it is also difficult to specify the relationship among various variables. A

common practice is to use linear regression, but this can be a major source of error

(Anderson, 2007). To solve this problem, Anderson (2007) proposed to ‘localise’ the

impact of observation to model states (e.g., SST observation at one point and simulated

ocean currents at another point), but he also pointed out that it is usually difficult

to define the ‘distance’ between them, especially for high-dimensional GCMs. The

imbalance can be reduced by using the balance operators (e.g. Wu et al., 2002) under

some assumptions (e.g., the hydrostatic and geostrophic assumptions). In this thesis,

we use a multivariate balance operator proposed by Weaver et al. (2005) to solve the

imbalance problem. In this algorithm, each model variable is separated into balanced

and unbalanced components, and several balance assumptions are made to calculate

the increments. This physical constraint has been used in several variational ocean
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data assimilation systems (e.g. Balmaseda et al., 2013; Li et al., 2008; Moore et al.,

2011b).

Figure 1.1 Example showing the introduction of imbalance by localisation (after
Lorenc (2003a) and Greybush et al. (2011)). Waveforms of SSH (red) and meridional
ocean currents (blue) before (solid) and after (dashed) multiplication by a Gaussian
localisation function (cyan) (Eq. 1.24). Values on the y axis denote the size of the
analysis increment (m; ms−1) from the assimilation of an SSH observation located at
the origin. The spurious ageostrophic portion of v after localisation is in green.
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The geostrophic balance is a major constraint on large scale motion in the ocean and

atmosphere (e.g. Gill, 1982). This is a balance between the pressure and the Coriolis

force. The fluid, not initially in equilibrated state, adjusts in a rotating system and

this process is called geostrophic adjustment and the balance state is called geostrophic

balance.

For most of the ocean and atmosphere problems, as discussed in this thesis, the

horizontal scale is much larger than the vertical scale and the hydrostatic assumption

can be made. The momentum equation can be simplified as,

∂u

∂t
−fv = −g

∂η

∂x
,

∂v

∂t
+fu = −g

∂η

∂y
.

(1.26)

where f is the Coriolis parameter, g is the gravitational constant. Therefore when the

fluid is in balance, the flow follows the equations

fu = −g
∂η

∂y
,

fv = g
∂η

∂x
,

(1.27)

and has the property that the flow is along contours of constant pressure. The time

scale of the geostrophic adjustment is just (1/f , approximately 104 s in this study)

(Kuo and Polvani, 1997) thus dynamic models can restore to balance quickly, but the

idealised studies (in Chapter 4) shows that the balance in data assimilation procedure

improves the forecast.

1.1.4 The Regional Ocean Data Assimilation

The development of ocean data assimilation and prediction systems has lagged behind

the NWP for many years, mainly because, until relatively recently, observations of the

oceans have been relatively scarce compared to the data-rich atmosphere (Tonani et al.,
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2015). The development of global and regional ocean data assimilation systems began

in the 1990s. In the United States, the Naval Research Laboratory (NRL) implemented

a 1/4◦ global NRL Layered Ocean Model (NLOM) system in 1997 (Dombrowsky et al.,

2009). In Europe, the Met Office implemented the Forecasting Ocean Assimilation

Model (FOAM) system (Bell et al., 2009) in 1997 (global, 1◦), and the French Navy

implemented the Système Opérationnel d’Analyse et de Prévision (SOAP) system in

1993 in the Azores current region (12.5 km horizontal resolution), then extended it to

the northeastern Atlantic (at 1/10◦) in 1998 (Dombrowsky et al., 2009).

The development of operational ocean systems leads to the formation of the

Global Ocean Data Assimilation Experiment (GODAE) program in 1997 (succeeded

by GODAE-OceanView in 2009, https://www.godae-oceanview.org). There are now

over 10 operational global ocean data assimilation and forecast systems within the

GODAE-OceanView program (Tonani et al., 2015) but there is still a need for the

development of regional systems. The regional systems can be designed to provide

detailed information in specific areas of interest. The model parameterisation can be

selected and tuned to simulate the characteristic processes of that region including the

mesoscale eddies, fronts, air-sea interaction and biogeochemical processes. In addition,

the vertical resolution of global models are usually low, which may be unsuitable in

the coastal and shelf regions where small-scale processes and coastal dynamics are

important and need to be resolved with coastal models.

There are many challenges facing the regional ocean data assimilation systems,

including sensitivity of ocean currents to data assimilation parameters and the avail-

ability of observation. In the regions of strong currents the choice of data assimilation

parameters has a large impact of the assimilation results. As noticed by Stepanov

et al. (2012), when assimilating the RAPID data set in the North Atlantic, the use

of boundary-focused covariance has the largest impact on data assimilation results,

especially on the meridional overturning circulation (MOC) at 26◦N with strong adverse

https://www.godae-oceanview.org
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impacts on the MOC stream function at higher and lower latitudes. Additionally,

better Meridional Overturning Circulation (MOC) values are more sustained when

applying open-ocean profiling data assimilation, e.g. from Argo data, along with the

RAPID boundary data assimilation. The open-ocean assimilation reduces any negative

feedbacks and maintains better open-ocean density distributions, particularly in the

sub-polar gyre latitudes, allowing a decoupling of the 26.5◦N MOC transports from

the water formation processes further north.

There are usually fewer observations available for regional models, especially in

the coastal regions. There are several problems for the regional models to using

the global monitoring systems. For instance, the resolution of satellite altimetry is

sometimes too low to resolve small scale features in coastal regions. Profiling floats (e.g.

ARGO) are usually not available in shallow-water regions. There are several studies in

the Mediterranean Sea showing that the multi-platform observations (remote-sensing,

in-situ observation, gliders, etc.) are able to provide information of mesoscale and

sub-mesoscale eddies (Pascual et al., 2013; Tintoré et al., 2013). Recently developed

technologies including telemetering moorings and autonomous underwater vehicles

(AUVs) could also be helpful in providing the vertical structure which is critical in

modelling the density stratification. In this thesis, a regional ocean data assimilation

system is developed and applied to the South Australian Sea.

1.1.5 Coupled Data Assimilation and the Forecast of Tropical

Cyclones

The Coupled General Circulation Models (CGCMs) have been developed for the

atmosphere-ocean interaction study. Studies of the coupled models have shown ad-

vantages over uncoupled ones in both climate (e.g. Wang et al., 2005) and weather

(e.g. Warner et al., 2010) forecast and have been used operationally (e.g. Saha et al.,

2010). Data assimilation for the coupled systems is therefore needed. The coupled
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data assimilation systems are divided into two categories: weakly-coupled and strongly-

coupled. The weakly-coupled data assimilation updates the states of different domains

(here, ocean and atmosphere) separately during the assimilation stage and integrates

the numerical forecast model to exchange the information. On the other hand, the

strong-coupled data assimilation updates the states of both domains together in the

assimilation stage through the cross-domain covariance. It has been shown that the

strongly-coupled data assimilation is superior, using either variational data assimilation

(e.g. Smith et al., 2015) or ensemble approaches (e.g. Sluka et al., 2016). In this thesis

a strongly-coupled data assimilation system is developed and used for tropical cyclone

(TC) forecast.

A tropical cyclone is a warm-centred low-pressure system which is non-frontal,

conceived over warm tropical and sometimes subtropical waters, and characterized by

strong vertical convection and a closed low-level wind circulation. It is the near surface

maximum sustained wind speed alone which determines the category of a TC. During

its life a TC may grow from a tropical depression to a tropical storm or, if it strengthens

enough, to a hurricane or typhoon. A TC is called hurricane if it has the near surface

maximum sustained wind speed in excess of 33 ms−1 over the Atlantic Ocean and the

East Pacific Ocean, and typhoon over the Western North Pacific Ocean. The maximum

1-min sustained wind speed is used by the National Hurricane Center (NHC) for the

TC definition in the Atlantic Ocean and the East Pacific Ocean, whereas the maximum

10-min sustained wind speed is applied by the Joint Typhoon Warning Center (JTWC)

in the Western North Pacific Ocean, North Indian Ocean, and Southern Hemisphere.

Traditionally TCs are considered as an intense yet small feature phenomenon, with

little effect on the large scale climate system. However, recent evidence has suggested

that hurricanes could play a much more significant role in global climate. TCs mix

the warmer surface waters with the cooler subsurface waters, exciting cold wakes that

last over a period of weeks (e.g. Wang et al., 2016). The restoration of cold wakes to
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normal conditions is associated with net, vertically integrated heating of ocean columns,

which in statistical equilibrium must be balanced by oceanic heat transport out of the

regions affected by the storms (e.g. Emanuel, 2001; Hu and Meehl, 2009; Scoccimarro

et al., 2011). The ocean heat transport is largely carried by the meridional overturning

circulation (MOC) which is partially driven by the mixing of warmer water into the

colder water in depth (Munk and Wunsch, 1998).

TCs affect the populous coastal regions frequently, causing casualties as well as

economic and societal losses (e.g. Emanuel, 2005). Both theory and numerical models

indicate that the destructiveness of TCs tends to increase in a warming climate (e.g.

Emanuel, 2005, 1986, 1987; Jones et al., 2017; Knutson et al., 2010; Mendelsohn et al.,

2012; Webster, 2005). Therefore the forecasts of TC intensity and tracks are of great

importance. During the past decades the forecast of TC tracks have been improved

rapidly but errors in TC intensity forecasts have not been significantly reduced. For

instance, the 24-hour Atlantic Hurricane track forecast error at National Hurricane

Center (NHC) reduced from 100 n mi (185 km) in 1990 to 36.5 n mi (67 km) in

2016. However, the 24-hour intensity forecast error remained around 10 kt (5.1 m/s)

(Cangialosi and Franklin, 2017). Thus many efforts have been made to improve the

TC forecast, especially the intensity forecast.

Under favoured atmospheric conditions, the intensification and weakening of TCs

are linked to upper ocean properties. The upper oceanic heat content is one of the

variables that determine the TC intensity (e.g. Mainelli et al., 2008). In the continental

shelf region, the ocean stratification also plays an important role (Seroka et al., 2016).

The responses of the upper ocean to TCs have been studied intensively (e.g. Price, 1981,

1983; Price et al., 1994), and the response can be long before the arrival of TC centre.

For example, Seroka et al. (2016) and Glenn et al. (2016) reported there was significant

ahead-of-eye-centre cooling during Hurricane Irene (2011) in the Mid-Atlantic Bight.

Glenn et al. (2016) and Bruneau et al. (2018) also reported significant change of surface
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ocean currents ahead-of-eye-centre during Hurricane Irene (2011). Therefore both

in-situ and remote-sensing ocean observations have been assimilated to improve the

forecast of TCs. Sea surface temperature (SST) (e.g. Wada and Kunii, 2017), sea

surface height (SSH) and Argo observed subsurface temperature and salinity (Halliwell

et al., 2017a), glider observed subsurface temperature and salinity (e.g. Dong et al.,

2017) have been assimilated in different systems. Goni et al. (2017) summarised the

application of the autonomous and Lagrangian ocean observations used in the Atlantic

hurricane forecast.

However, the spatial coverage of subsurface gliders and Argo floats is quite limited,

especially in the coastal regions. The satellite observations can be infrequent, impacted

by the clouds and of coarse resolution. The use of high-frequency (HF) radar systems

in coastal areas has rapidly increased (Paduan and Washburn, 2013). The HF radars

remotely measure ocean surface currents by exploiting a Bragg resonant backscatter

phenomenon. Electromagnetic waves in the HF band(3–30MHz) have wavelengths that

are commensurate with wind-driven gravity waves on the ocean surface; the ocean

waves whose wavelengths are exactly half as long as those of the broadcast radio

waves are responsible for the resonant backscatter. The HF radar systems are capable

of mapping surface currents hourly to ranges approaching 200 km with a horizontal

resolution of a few kilometres. The spatial and temporal resolution of HF radars makes

them well suited for observing coastal ocean currents. Such observations have been

assimilated into ocean circulation models (e.g. Paduan and Washburn, 2013). It has

also been shown that HF radars produce reliable observations as tropical cyclones

approach (e.g. Glenn et al., 2016; Li et al., 2017). In this thesis the synthetic HF

radar observations are assimilated in an idealised case and the forecast skill of tropical

cyclones is analysed.
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1.2 Thesis Layout

In the following chapters, I first describe the data assimilation package (Data Assim-

ilation Research Testbed, DART), numerical models and data used in this thesis in

Chapter 2. A regional ocean data assimilation system for the South Australian Sea

is developed in Chapter 3. The system consists of DART and the Regional Ocean

Modelling System (ROMS) and satellite observations are assimilated using this system.

The physical balance problem in this system is discussed in Chapter 4. A physical

balance operator is added to reduce the imbalance and the effect is tested in both an

idealised shallow water model and the South Australian Sea system. Chapter 5 applies

DART to a ROMS-WRF (the Weather Research and Forecasting atmospheric model)

coupled model and the synthetic ocean currents potentially observed by HF radar are

assimilated to improve the forecast skills of tropical cyclones.





Chapter 2

Methods and Data

2.1 Methods

2.1.1 Numerical Models

COAWST Coupled Model

The Coupled Ocean–Atmosphere–Wave–Sediment Transport (COAWST, svn 797)

Modelling System (Warner et al., 2010) has been used in this study as a platform

where the atmosphere model WRF (the Weather Research and Forecasting model) and

the ocean model ROMS (the Regional Ocean Modelling System) are set up. COAWST

is developed by the Woods Hole Science Coastal and Marine Science Center and is

designed to couple several key circulation models to study their interdependence and

coupled effects. The component modules within COAWST include WRF, ROMS, the

wave model Simulating WAves Nearshore (SWAN) (Booij et al., 1999) and the sediment

capabilities of the Community Sediment Transport Model (CSTM) (Warner et al.,

2008). In this study, only WRF and ROMS are used. However, COAWST can serve as

a suitable platform for fully coupled simulations in the future.
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COAWST uses the Spherical Coordinate Remapping Interpolation Package (SCRIP)

(Jones, 1998) computed weights to interpolate between different grids used by the

different models (Warner et al., 2010). The Model Coupling Toolkit (MCT, Larson

et al., 2005) is used to transmit and transform distributed data between the component

models within COAWST. MCT is a program written in Fortran90 and works with the

MPI (Message Passing Interface) communication protocol. It is compiled as a set of

libraries, which are linked during the compilation. During model initialisation each

model decomposes its own domain into sections (or segments) that are distributed to

processors assigned for that component. Each grid section on each processor is initialised

into MCT, and the coupler compiles a global map to determine the distribution of

model segments. Each segment also initialises an attribute vector that contains the

fields to be exchanged and establishes a router to provide an exchange pathway between

model components. During the run phase of the simulation the models will reach a

predetermined synchronization point, fill the attribute vectors with data, and use MCT

to send and receive commands to exchange fields (Warner et al., 2010, 2008).

ROMS Ocean Model

ROMS is a free-surface, hydrostatic, primitive equations ocean model with a stretched,

terrain-following coordinate system (Haidvogel et al., 2008; Shchepetkin and McWilliams,

2005, 2009). Jointly developed by Rutgers University and the University of California

at Los Angeles, ROMS has been widely used for a diverse range of applications (e.g.

Haidvogel et al., 2000; White and Toumi, 2014; Wilkin et al., 2005). In addition,

ROMS is one of the few community ocean models which support 4D-VAR (e.g. Moore

et al., 2011a,b,c; Song et al., 2012).

The horizontal equations of motions are shown here in Cartesian coordinates,
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∂u

∂t
+−→v ·∇·u−fv = −∂ϕ

∂x
− ∂

∂z
(u′w′ −ν

∂u

∂z
)+Fu +Du,

∂v

∂t
+−→v ·∇·v +fu = −∂ϕ

∂y
− ∂

∂z
(v′w′ −ν

∂v

∂z
)+Fv +Dv,

(2.1)

where t is time, (x,y) are the horizontal coordinates, z is the vertical coordinate, (u, v,

w) are the (x,y,z) components of vector velocity −→v , f is the Coriolis parameter, ν is

the molecular viscosity, ϕ is the dynamic pressure, Fu, Fv are the forcing terms and

Du, Dv are the diffusive terms. The overbar represents a time average and the prime

represents a fluctuation about the mean.

The time evolution of the scalar concentration field C(x,y,z, t) (such as the salinity

and nutrients) is governed by the advective-diffusive equation,

∂C

∂t
+−→v ·∇·C = − ∂

∂z
(C ′w′ −vθ

∂C

∂z
)+FC +DC , (2.2)

where vθ is the molecular viscosity, FC and DC are the forcing and diffusive terms.

These equations are closed by parameterising the Reynolds stresses and turbulent

tracer fluxes as,

u′w′ = −Km
∂u

∂z
,

v′w′ = −Km
∂v

∂z
,

C ′w′ = −KC
∂C

∂z
,

(2.3)

where Km and KC are the mass and scalar concentration vertical eddy viscosities.

The equation of state, which correlates the density regarding the temperature,

salinity and pressure is given by,

ρ = ρ(T,S,P ), (2.4)
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where T is the potential temperature, S is the salinity and P is the pressure.

In the Boussinesq approximation, the density variations are neglected in the mo-

mentum equations except in their contribution to the buoyancy force in the vertical

momentum equation. Under the hydrostatic approximation, it is further assumed that

the vertical pressure gradient balances the buoyancy force,

∂ϕ

∂z
= −ρg

ρ0
, (2.5)

where the dynamic pressure ϕ = (P/ρ0), g is the gravitational acceleration and ρ0 is

the reference density.

Assuming incompressibility, the continuity equation is written as,

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0. (2.6)

By discretizing the continuity equation using a finite volume approach and integrating

vertically, we obtain the free-surface relationship as follows,

ηn+1
i,j = ηn

i,j − ∆t

∆Ai,j
[Ui+ 1

2 ,j −Ui− 1
2 ,j +Vi,j+ 1

2
−Vi,j− 1

2
]. (2.7)

Where η is the free surface, ∆Ai,j is the horizontal area of the grid box (i, j), U and

V are the barotropic volume fluxes. In a time-splitting, free surface model such as

ROMS, the free-surface Equation (Eq. 2.7) and the vertically integrated momentum

equations are advanced using a smaller time step compared to the tracer equations.

The 3D momentum components (Eq. 2.1) are computed during the baroclinic time step

and vertically integrated to provide forcing terms for the barotropic mode. During the

barotropic time stepping, the free surface and the barotropic velocities are averaged

over the barotropic time steps and fed back into the 3D momentum equations.

Horizontally, the state variables are staggered using an Arakawa C-grid (Fig. 2.1).

The free surface, density and tracers are located in the centre of the cells (ρ points).
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Figure 2.1 Arakawa-C grid staggering of the ROMS grid showing the horizontal velocity
points (u and v) and density (ρ). From the ROMS website (https://www.myroms.org/
wiki/Numerical_Solution_Technique).

There are 3 tracer types: the active tracers (potential temperature and salinity), the

inert tracers (dyes and pollutants) and passive tracers (sediment and biological). The

horizontal velocities (u and v) are located at the west-east and north-south cell edges.

Overall, the ρ-point quantities are evaluated between the points where currents are

evaluated.

In the vertical direction, the governing equations are discretized over the topography

using a stretched, terrain-following sigma (σ) coordinate (Fig. 2.2). Hence, each cell

may have different thickness (HZ) and volume. The state variables are staggered

vertically such that the density (ρ), horizontal velocities (u and v) and tracers are

located at the centre of the grid cell. The vertical velocity (w) is located at the top

and bottom faces of the cell.

https://www.myroms.org/wiki/Numerical_Solution_Technique
https://www.myroms.org/wiki/Numerical_Solution_Technique
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Figure 2.2 Vertical coordinate system of the ROMS grid showing the horizontal velocity
points (u and v), vertical velocity points (w) and density points (ρ). From the ROMS
website (https://www.myroms.org/wiki/Numerical_Solution_Technique).

In this thesis, the ROMS model is configured as follows. In the South Australian

Sea system described in Chapters 3 and 4, the vertical coordinate is set to a minimum

depth of 5 m and a maximum depth of 5000 m, with 35 layers. In the coupled system

in Chapter 5, the maximum depth is set to 1500 m and the model has 27 vertical layers.

The 4th-order centred vertical advection and 3rd-order upstream horizontal advection

schemes are used for tracer advection. The horizontal advection of momentum is

calculated using a 3rd-order upstream split scheme with the Smagorinsky-like viscosity

https://www.myroms.org/wiki/Numerical_Solution_Technique
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applied, and the vertical advection of momentum is calculated using a splines scheme.

Such configurations have been used in several other studies (e.g. Newinger and Toumi,

2015; White and Toumi, 2014).

WRF Atmosphere Model

The WRF model is a next-generation mesoscale numerical weather prediction (NWP)

system designed for both atmospheric research and operational forecasting applications

(e.g. Powers et al., 2017). The model is jointly created by the National Center for

Atmospheric Research (NCAR), the National Oceanic and Atmospheric Administration

(NOAA), the Air Force Weather Agency (AFWA), the Naval Research Laboratory

(NRL), the University of Oklahoma, and the Federal Aviation Administration (FAA).

The model is developed and supported for both research and operational applications

across a range of physical scales from tens of meters to thousands of kilometres.

Applications of WRF include real-time forecasting, regional climate modelling, idealised

simulations, and data assimilation. WRF is currently in use operationally by NCEP,

AFWA, and several other centres.

The WRF system contains two dynamical solvers, referred to as the ARW (Advanced

Research WRF) core and the NMM (Nonhydrostatic Mesoscale Model) core. The

ARW has been developed in large part and is maintained by NCAR’s Mesoscale

and Microscale Meteorology Laboratory, while the NMM core was developed by the

National Centers for Environmental Prediction and is currently used in their HWRF

(Hurricane WRF) system. The ARW-WRF (version 3.7.1) is used in this study. It is

fully compressible, Euler nonhydrostatic with a run-time hydrostatic option available.

It uses terrain-following, dry hydrostatic-pressure vertical coordinates, with vertical

grid stretching permitted. The top of the model is a constant pressure surface. The

Arakawa C-grid is used for the grid staggering in the horizontal directions (Fig. 2.3).

The coordinating is similar with ROMS, but ROMS has an additional row of V and
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ρ points at the start and end of the grid along the x direction and an additional row

of U and ρ points at the start and end of the grid along the y direction. Therefore

the ROMS grid is larger than WRF with the same domain size and resolution. This is

important in the coupled model and the WRF grid has to be at least two grid cells

larger than the ROMS grid to ensure that the ocean variables in all the ocean grid

cells are provided with a corresponding atmosphere variable.

Figure 2.3 Arakawa C-grid staggering in WRF, showing the horizontal velocity points
(U and V ) and temperature (θ). A portion of a nested grid with 1:3 grid size ratio is
shown with the solid lines denoting coarse-grid cell boundaries and the dashed lines
denoting fine-grid cell boundaries. Extracted from the WRF technical description
(Skamarock et al., 2008).
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Several parameterisation configurations are supported by WRF, and the selection

is important for the success of the TC simulation. First, a cumulus parameterisation

scheme is essential to represent the vertical motions that cannot be resolved at certain

horizontal resolutions, (e.g., coarser than 10 km). The microphysics processes in the

rainbands are also important for the TC evolution regarding the diabatic heating. The

microphysics module in ARW offers several schemes to explicitly resolve water vapour,

cloud and precipitation processes. A TC feeds on the moisture and heat supplied by

the boundary layer processes, so the surface layer scheme and the planetary boundary

scheme are also essential parts of TC simulations. A surface layer scheme is required so

that the surface fluxes and friction effect can be simulated. A planetary boundary layer

(PBL) scheme is responsible for the turbulence modeling above the surface layer. The

radiation schemes determine the radiative heating/cooling processes. Both short-wave

and long-wave radiation parameterisations are one-dimensional schemes in the vertical.

The following set-up is used in this thesis (Table 2.1). No cumulus parameterisation

scheme is used since the resolution (5 km) is high. The microphysical process are treated

with the WRF Single Moment 6-class (WSM6) scheme of microphysical processes (Hong

and Lim, 2006). The Rapid Radiative Transfer Model scheme (Mlawer et al., 1997)

and Dudhia (1989) scheme are used to estimate the effects of long-wave and short-wave

radiation. The Unified Noah Land Surface Model (Tewari et al., 2004) is used to

calculate the heat and moisture fluxes over the land. The planetary boundary layer

processes are parameterised using the Mellor-Yamada-Janjic scheme (Janjić, 1994) and

the surface layer uses an Eta similarity scheme (Monin and Obukhov, 1954). Such

combinations have been tested in a series of sensitivity tests and used in several studies

(Bruneau et al., 2018; Corsaro and Toumi, 2017; Wang et al., 2015).
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Option Value Meaning
mp_physics 6 Micro Physics Option (WRF Single–moment 6 scheme)

ra_lw_physics 1 Long-wave Radiation Option (RRTM scheme)
ra_sw_physics 1 Short-wave Radiation Option (Dudhia scheme)

sf_sfclay_physics 2 Surface Layer Option (Eta Similarity Scheme)
sf_surface_physics 2 Land Surface Option (Unified Noah Land Surface Model)

bl_pbl_physics 2 PBL Physics Option (MYJ)
cu_physics 0 Cumulus Parameterization Option (None)

Table 2.1 WRF parameterisation configurations

2.1.2 DART

The data assimilation algorithms provided by the Data Assimilation Research Testbed

(DART) are used in all experiments in this thesis. DART is ‘an open-sourced community

facility that provides software tools for data assimilation research, development and

education’ (Anderson, 2009). DART employs several ensemble based Kalman Filters.

It is developed at the National Center of Atmospheric Research (NCAR) and has been

used for both ocean and atmosphere problems (e.g Hoteit et al., 2013; Karspeck et al.,

2013; Torn and Hakim, 2008).

As described in Chapter 1, the ensemble-based approach is relatively simple to

implement, which only requires a prediction model and an observation operator (the

H operator). The DART framework is designed ‘so that incorporating new models and

new observation types requires minimal coding of a limited set of interface routines, and

does not require modification of the existing model code’ (Anderson et al., 2009). In

this thesis we use the DART framework to develop the interfaces (model_to_dart and

dart_to_model) between the data assimilation algorithms and ROMS/COAWST. The

interfaces are created independently of the ROMS/COAWST model. Other algorithms,

including data assimilation, localisation and inflation are provided by DART. The
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localisation technique, as described in Section 1.1.3, reduces the spurious impact of

observations from sampling error caused by the small ensemble size, and inflation

ensures the variance of the ensemble is consistent with the estimates derived from

the comparison of the forecasts with new data. The configurations of localisation and

inflation are described in the following chapters.

The work-flow of the system is illustrated in Fig. 2.4. The whole data assimilation

procedure is controlled by a Fortran namelist. At the beginning (top of the figure), the

first data assimilation cycle assimilates the observations and the initial ensembles. The

dart_to_model interface converts the state vector in DART form to ROMS/COAWST

form which serves as the initial conditions. Then the model is advanced to the required

time. The model outputs are converted to the state vector by the model_to_dart

interface and the process repeats. When there are no more observations or the control

information is met, a set of restart files and a set of diagnostic files are written.

DART has been used for both ocean and atmosphere problems. For instance, Hoteit

et al. (2013) developed a regional ocean data assimilation system using DART and

the Massachusetts Institute of Technology ocean general circulation model (MITgcm).

This system was applied to the Gulf of Mexico with 0.1◦ resolution and showed a

high forecast skill, with estimated ensemble spread mainly concentrated around the

front of the loop current. It was also demonstrated that the ensemble assimilation

accurately reproduces the observed features without imposing a negative impact on

the dynamical balance of the system. Liu et al. (2012) investigated the impact of

radio occultation (RO) refractivity observations on the forecast of Hurricane Ernesto’s

genesis (2006) using WRF and DART and found that assimilating the RO refractivity

data in addition to traditional observations leads to a stronger initial vortex of the

storm and improved forecasts of the storm’s intensification.
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Figure 2.4 A schematic illustration of the DART assimilation system, extracted from
Hoteit et al. (2013).

2.2 Data

Both direct and indirect datasets are used in Chapters 3 and 4 for the South Australian

Sea system. The along-track satellite observations are assimilated, and gridded products,

ocean surface drifters and ARGO floats are used for the evaluation. The along-track

sea surface height (SSH) data is provided by AVISO (Archiving, Validation and

Interpretation of Satellite Oceanographic data, https://www.aviso.altimetry.fr). AVISO

merges observations from different satellites but only Jason-1, Geosat and Envisat

were operating during our data assimilation period (01/01/2007 to 01/07/2007). TMI

(TRMM Microwave Imager) is one of the 5 instruments carried by TRMM (the Tropical

Rainfall Measuring Mission), which launched on 27 November 1997. TMI measures

https://www.aviso.altimetry.fr
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sea surface temperature (SST) in addition to rainfall, sea surface wind speed, column

water vapour and cloud liquid water.

The comparison with gridded products, including AVISO 1/4◦ gridded daily dynamic

topography and OISST (Optimum Interpolation Sea Surface Temperature) version

2 daily SST data, illustrates the effects over the whole domain. The OISST data is

developed and distributed by the National Oceanic and Atmospheric Administration

(NOAA, https://www.ncdc.noaa.gov/oisst), it composites observations from different

platforms (satellites, ships, buoys) on a 1/4◦ global grid and the gaps are filled by

interpolation (Reynolds et al., 2007). There are two kinds of daily OISST, AVHRR-

Only and AVHRR+AMSR, named after the relevant satellite SST sensors. In this

thesis the AVHRR+AMSR data is used. This dataset combines the observations by

the Advanced Very High Resolution Radiometer (AVHRR) and Advanced Microwave

Scanning Radiometer on the Earth Observing System (AMSR-E). AVHRR has the

longest record (from late 1981 to the present) of SST measurements from a single

sensor design. AMSR-E data is available from 2002 to 2011. Infrared instruments, like

AVHRR, can make observations at relatively high resolution but cannot see through

clouds. Microwave instruments like AMSR-E can measure SSTs in most weather

conditions (except heavy rain) but not adjacent to land. Thus, in AVHRR+AMSR,

observations near land come from AVHRR, while AMSR-E has superior spatial coverage

over the open ocean. The combined use of infrared and microwave in cloud-free regions

reduces systematic biases due to the independent error characteristics of the two sensors.

After AMSR-E lost its full functionality in Oct 2011, AVHRR+AMSR production

ended.

Apart from the gridded SSH and SST data products, the gridded and directly

observed ocean currents data and the Argo floats data are also used to evaluate the

effect of data assimilation. The comparison with the Ocean Surface Current Analysis

Real-time (OSCAR; Bonjean and Lagerloef, 2002) currents, illustrates the effects over

https://www.ncdc.noaa.gov/oisst
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the whole domain. The OSCAR data provides 1/3◦ 5-day mean near real-time global

ocean currents products of the top 30 m calculated from satellite altimetry and wind

fields. Although the more complex physical process is missing, OSCAR provides ‘as

close to a direct satellite measurement of surface currents on a fixed global grid at regular

intervals as possible’ (Dohan and Maximenko, 2010). Ocean surface currents from 7

drifters (2791 data points) (http://www.aoml.noaa.gov/phod/dac/gdp_drifter.php;

Lumpkin and Pazos, 2007) and subsurface temperature and salinity observed by 8

Argo floats (198 profiles) are also used to provide independent validation. The ARGO

floats were located around 120◦E, 25.5◦S and the drifters were distributed in the south

part of the domain (Fig. 3.6).

http://www.aoml.noaa.gov/phod/dac/gdp_drifter.php


Chapter 3

The South Australian Sea system

In this chapter, an EnKF based regional ocean data assimilation system has been

developed and applied to the South Australian Sea. This system consists of ROMS

and the data assimilation algorithms provided by DART. The DART/ROMS system

supports a wide range of state of the art ensemble data assimilation algorithms and the

assimilation of a wide range of ocean observations. The South Australian Sea system is

implemented on a 10 km horizontal grid with 35 vertical layers and all data assimilation

experiments are performed over a 6 month period. Sea surface temperature (SST) and

sea surface height (SSH) are assimilated separately and together. The results show

that the system improves the simulations of both SST and SSH. SSH assimilation also

reduces the error of the modelled ocean currents.

3.1 Introduction

The South Australian Sea (31.5◦S to 39.5◦S, 117◦E to 140◦E) is studied in this chapter.

This region hosts the world’s longest zonal, mid-latitude shelf (about 2500km) between

Cape Leeuwin and Portland (Middleton and Bye, 2007) and the longest northern

boundary current (Fig. 3.1). The Leeuwin Current, flowing southward from the tropics

near the west coast of Australia, enters the South Australian Sea around Cape Leeuwin
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and extends to Tasmania. The coastal currents show strong seasonality (e.g. Middleton

and Bye, 2007). In winter, the Leeuwin Current and local winds act to drive eastward

currents that average up to 20–30 cm/s. The currents associated with the intense

coastal-trapped wave-field (6–12 day band) are of order 25–30 cm/s and can peak at

80–90 cm/s. During summer, the winds lead to weak average coastal currents (<10

cm/s) that flow to the north-west (e.g. Middleton and Bye, 2007, in their Fig. 2).

In addition, this region is of high ecological and economic importance. It has

been recognised as one of the 64 Large Marine Ecosystems (LMEs) by NOAA (http:

//www.lme.noaa.gov/). However, there is huge uncertainty in the estimates of the

primary production, which vary from < 100 mg C m-2 day-1 to > 500 mg C m-2 day-1,

partially due to the uncertainties in the observation and modelling of ocean currents

(e.g., the upwelling of the coastal waters) (van Ruth et al., 2010).

The oil/gas exploration and tourism ventures have been emerging in this area since

the late 1960s. There have been recent plans to further explore the Great Australian

Bight by a number of companies, including BP/Statoil and Chevron. The proposal

to explore in the bight has been the focus of community opposition and modelling

commissioned by the Wilderness Society showed that a worst-case scenario leak of

oil could have a catastrophic effect on the southern coastline of Australia (Milman,

2015). The simulation and predictability of the ocean circulation, temperature and

other oceanic variables are therefore important.

While global systems provide analyses and prediction for this region, regional

systems are still in need for higher resolution forecast, assimilation of particular

observations and emergency alerts (e.g. Hoteit et al., 2013; Phillipson and Toumi, 2017).

Such a system based on the Ensemble Kalman Filter (EnKF) algorithm is developed in

this chapter. Here we present the first implementation of DART (Anderson et al., 2009)

to ROMS, to provide several state-of-the-art algorithms with localisation, inflation

techniques. Another advantage of this regional system over the global DA systems

http://www.lme.noaa.gov/
http://www.lme.noaa.gov/


3.1 Introduction 37

Figure 3.1 Upper panel: A schematic of some key circulation features for winter,
including the Leeuwin Current (LC), Leeuwin Undercurrent (LUC), Flinders Current
(FC) and shelf-edge South Australian Current (SA Current). Water is downwelled
throughout and as a dense salty outflow from the Gulfs. Lower panel: Summertime
circulation and upwelling occurs off Kangaroo Island and the Bonney Coast. Shelf-edge
downwelling may occur in the western Bight. From Middleton and Bye (2007).

available (e.g., the Copernicus MyOcean dataset (http://www.copernicus.eu/projects/

http://www.copernicus.eu/projects/myocean
http://www.copernicus.eu/projects/myocean
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myocean), the U.S. navy HYCOM dataset (https://hycom.org/)) is that the tidal

currents are simulated in this study.

The following sections describe the implementation of data assimilation algorithm

in the regional ocean model, the results of the climatology run and the DA experiments,

and the discussion.

3.2 Methods

3.2.1 The Configurations of DART

In this study, the data assimilation algorithms provided by DART are used, including

the EAKF, the localisation and the inflation techniques. A major challenge for

ensemble methods with small ensemble size is the spurious long-distance correlations

(Houtekamer and Mitchell, 1998). The localisation technique is usually used to suppress

the influence of distant observations (e.g. Mitchell et al., 2002). The optimum choice

of the localisation scale depends on several factors, such as the sampling correlation

(e.g. Emerick and Reynolds, 2011). The Gaspari-Cohn localisation algorithm (Eq. 1.24)

(Gaspari and Cohn, 1999) is used here, as recommended by DART. The localisation

radius halfwidth is set to 0.03 arc in the ROMS case, which is about 110 km in the

region. This value is selected after comparing a series of assimilation experiments

(details are shown in the following section) with different localisation configurations

(0.02 arc, 0.03 arc, 0.04 arc and 0.05 arc). Generally, a larger scale produces a better

result for SSH while a smaller one produces better SST. The results with the scale of

0.03 arc are overall the best for both variables.

Assimilation of each observation adds information to the dynamic system and thus

the spread of the ensemble decreases. This reduction of ensemble spread could be

problematic due to the model and observation error and bias. The problem is addressed

in DART by inflating the spread periodically (Anderson and Anderson, 1999). For an

http://www.copernicus.eu/projects/myocean
http://www.copernicus.eu/projects/myocean
https://hycom.org/
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ensemble with N members and the model size is M , the model forecast ensemble is

adjusted by,

xinf
m,n =

√
λ(xm,n −xm)+xm,m = 1,2, . . . ,M ;n = 1,2, . . . ,N. (3.1)

λ is called the inflation factor. Studies have shown that the inflation could improve

the performance of the regional ocean data assimilation systems (e.g. Hoteit et al.,

2013). A more favourable method is to vary the inflation spatially and temporally,

instead of using a fixed number. DART employs a hierarchical Bayesian filter (HBF)

adaptive inflation algorithm (Anderson and Collins, 2007) to produce varying inflation.

The inflation factor, λ, is viewed as a one-dimensional state vector for this model of

variance error, and observations in conjunction with Bayes theorem can be used to

improve the estimate of λ. If the observation is further from the ensemble mean than

expected, HBF uses more inflation and vice versa. In this chapter, we use the adaptive

inflation for the prior state and the inflation is assigned with initial value of 1.02, the

lowerbound of 1.0, the inflation damping of 0.9 and evolves with the standard deviation

of 0.6. In most of the experiments, the actual inflation coefficient is 1 to 6, which is a

reasonable value.

The initial state ensemble is essential for the success of data assimilation as it

provides information about the variability and uncertainty of the system. An appropri-

ate initial ensemble should include ‘information about the main physical quantities

that govern the evolution of the state’ thus it could speed up convergence toward the

‘true’ ocean state (Hoteit et al., 2008). Following Hoteit et al. (2013), a second-order

sampling scheme (Pham, 2001) is used to generate the initial ensemble. Firstly, we

create a set of model states using the results of the control run (in this study, a 7 year

control run, as described in the following section) in winter since the South Australian

Sea is dominated by strong seasonality (Middleton and Bye, 2007). Secondly, an

Empirical Orthogonal Function (EOF) analysis is applied to extract the dominant
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variability from this long model trajectory. Then the initial states are generated using

the following equation,

xi
0 = x̄+

√
NL0ωT

i , (3.2)

where N is the ensemble size, L0 is the matrix whose N −1 columns are the EOFs, x̄

is the mean of the long-term trajectory and ωi is the ith row of a N × (N −1) random

orthogonal matrix Ω with zero column sums. The ensemble size is determined according

to the limitation of computation resource and model variance, in this study the ensemble

size is 50. This ensemble size is selected after a set of sensitivity tests (details are

shown in the following section) and the size of 50 performs similarly with 100 while the

computational cost is significantly lower. The ensemble members are thus generated

with mean x̄ and covariance matrix L0LT
0 which is an optimum approximation of the

original states (Hoteit et al., 2013). The ensemble is then used to initialise DART.

3.2.2 Experiment Design

The ROMS model is implemented in the South Australian Sea on a 10 km horizontal

grid with 35 vertical layers. The model domain extends from 39.5◦S to 31.5◦S and

117◦E to 140◦E. The bathymetry (Fig. 3.2) is obtained from the Scripps Institute of

Oceanography global seafloor topography (Smith, 1997). Tidal sea level and horizontal

velocity are extracted from Oregon State University TPXO7.2 global inverse tidal model

at 1/12◦ resolution (http://volkov.oce.orst.edu/tides/global.html). The initial and

lateral boundary conditions for temperature, salinity, three-dimensional velocity fields,

and non-tidal sea level are obtained from the daily mean, 1/12◦ HYCOM re-analysis

(Metzger et al., 2014). The model is forced with the 6-hourly re-analysis atmospheric

state from the National Centers for Environmental Prediction (NCEP) Climate Forecast

System Re-analysis (CFSR) project (Saha et al., 2010). The atmospheric forcing

variables include downward longwave radiation, downward shortwave radiation, sea level

http://volkov.oce.orst.edu/tides/global.html
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pressure, 2m specific humidity, 2 m air temperature, 10 m winds, and total precipitation.

Climatological river discharge is obtained from RivDIS database (Vorosmarty et al.,

1998) provided by KNMI (http://climexp.knmi.nl/) to calculate the flow rate of the

major river (River Murray) in this region.

Figure 3.2 The bathymetry used in the South Australian Sea system. The units are m
below the sea surface. The bathymetry is set to a minimum depth of 5 m below the
sea surface and a maximum depth of 5000 m.

The control simulation runs for 8 years from 2005 to 2012. The first year is discarded

as the spin-up period. The data assimilation simulations all run from January 1st,

2007 to July 1st 2007. In the data assimilation experiments, the AVISO along-track

sea surface height (SSH) anomalies (http://www.aviso.altimetry.fr/en/home.html)

and TMI along-track sea surface temperature (SST) dataset (http://www.remss.com/

missions/tmi) are assimilated every five days. Here all observations within ± 2.5 days

of the assimilation time are binned as if they were available at the middle of this

assimilation window. This window length is similar with previous studies (e.g. Hoteit

et al., 2013; Oke et al., 2013). The main variability from the 30 year CFSR data for

http://climexp.knmi.nl/
http://www.aviso.altimetry.fr/en/home.html
http://www.remss.com/missions/tmi
http://www.remss.com/missions/tmi
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each month are extracted using EOF analysis and the atmospheric forcing for each of

the ensemble members is created in a similar way as the initial ensembles,

xi = x+0.2∗
√

NL0ωT
i , (3.3)

where x is the forcing variables (wind field and radiation in this thesis), L0 is the EOF

matrix of the 30 year (1981-2010) data during the appropriate month of the forcing,

and ωi is the ith row of a random matrix Ω as described in Eq. 3.2. Thus the forcing

for each ensemble member is different, and the error of CFSR is assumed to be 20%.

The open boundary forcing is from HYCOM analysis and unvaried.

Three data assimilation experiments are carried out to assimilate satellite observed

along-track SST and SSH data, separately and together. The setup of all experiments

is summarised in Table 3.1. The gridded SSH and SST data and OSCAR surface

currents data are used for the model comparison. In the experiments, the assimilated

data is pre-processed. Following Moore et al. (2011c), the AVISO data is processed

before being assimilated by adding the observed sea level anomalies to the difference

between the detided ROMS mean SSH and AVISO dynamic topography for 2006-2012

to remove the offset between the model SSH and AVISO dynamic topography. Because

the AVISO SSH data is de-tided, we use the FES2012 tidal model (Lyard et al., 2006)

to add the tidal signal to the original AVISO SSH. The water levels simulated by

ROMS and FES2012 model are similar in most of the domain, but in regions where the

ocean is shallow and bathymetry is complicated, they are different. It has been shown

that the satellite observed SST data in the coastal regions are usually not reliable (e.g.

Hoteit et al., 2013; Smit et al., 2013) therefore the SST and SSH data within 100 km

distance to the coastline is discarded. As for the model evaluation, the AVISO gridded

data is processed similarly to the along track data to ensure the spatiotemporal mean

of AVISO and model SSH are equal.
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Experiment Assimilated Variables
ExpA (control run) None

ExpB SSH
ExpC SST
ExpD SSH and SST

Table 3.1 Experiment design for the South Australian Sea data assimilation system

3.3 The Climatology Run

Before conducting any DA experiment for the real case, a model capable of producing

reasonable climatology is required. Here we compare the modelled SST and sea level

anomalies (SLA) with satellite product and currents with observed climatology. A

comparison between simulated daily SLA standard deviation from the 7-year control

run with AVISO gridded SSH anomalies dataset is shown in Fig. 3.3. It is clear that

the model variability is generally higher than AVISO observation, especially in the

south central part. However, the model is able to capture the main feature of the

SSH pattern, especially the higher variability in the coastal region as well as the high

variability invading from the western boundary.

EOF analyses are carried out to extract the main variability of SLA. The first 2

EOFs of the original SLA (figure not shown) in ROMS and AVISO are similar. The

first EOF is the strong seasonal cycle along the coast and it explains over 85% of the

variability. The second EOF is the seasonal cycle in the deep ocean region, especially

in the west part of the domain. In AVISO it explains about 3% of the variability

while in ROMS the variability is 2%. The first 2 EOFs of the deseasonalised SLA

from ROMS and AVISO are also similar(Fig. 3.4 and 3.5). The deseasonalised data is

calculated by extracting the daily mean of the 7-year data. The first EOF represents an

annual cycle overlapped on a low-frequency oscillation near the coastline and it explains

39% and 50% of the variability in AVISO and ROMS, respectively. ROMS shows a
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Figure 3.3 Spatial distributions of the standard deviation of daily sea level anomaly
(SLA) from A) AVISO observation and B) ROMS control run between 2006 and 2012.
The units are cm.

similar spatiotemporal pattern with AVISO. The second EOF of AVISO represents

the meso-scale eddy events in the west of the domain while for ROMS this feature is

located in the middle of the domain. The frequency of the second EOF is also annual

and it explains 15% and 31% of the variability in AVISO and ROMS, respectively. The

model reproduces the seasonal cycle and low-frequency feature, but the eddy activity

is not captured well.

Fig. 3.6 displays the comparison between the simulated SST and the OISST dataset.

The OISST data for the period 2006-2011 is AVHRR+AMSR while for the year 2012

it is AVHRR-only since AMSR-E satellite lost its function in October 2011. Both the

mean and the variability of the model results and observation are in good agreement.

The model reproduces the warm pattern with little variability along the coast, which

is a main feature of the north boundary currents in this region (e.g. Middleton and

Bye, 2007). The model also captures the high variability in the shallow water region
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Figure 3.4 Spatial distributions of the first 2 EOFs of deseasonalised (left panel) AVISO
daily SLA data and (right panel) ROMS simulated SLA between 2006 and 2012.

of the Spencer Gulf and the Gulf St Vincent. However, the model variability in the

central western part is greater than OISST, indicating a stronger meandering of the

north boundary currents than observed.

The ocean circulation is also well reproduced (Fig. 3.7). The surface ocean currents

are mainly driven by the wind forcing. In the summer, the coastal current flows

westward in the Great Australian Bight. On the other hand, in the winter, this region

is dominated by the stronger westerly wind which drives the north boundary currents

eastward, and the currents are much stronger than in summer. In the 7 year mean

of simulated surface currents, both strong eastward boundary currents in the winter

and weak westward currents in the summer are reproduced, as seen in the observed

climatology (e.g. Middleton and Bye, 2007, in their Fig. 2). The problem is that, in

the simulation, the Leeuwin Current is too strong, especially in the summer.
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Figure 3.5 Domain average of the first 2 principal components of deseasonalised (A)
AVISO daily SLA data and (B) ROMS simulated SLA during the period between 2006
and 2012.

3.4 The DA Experiments

In this section, we first select the optimal combination of filter parameters through a

series of sensitivity experiments and then a set of 6-month data assimilation tests is

carried out.

3.4.1 Sensitivity Tests

As described above, an EnKF assimilation system is sensitive to a set of filter parameters.

Here the sensitivity of the South Australian system is studied by integrating the system

with different localisation scales and ensemble sizes for 2 months. The inflation factor

is also important but we use the adaptive inflation scheme thus the factor is computed

adaptively by DART and not tested. In these sensitivity tests, the along-track SST
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Figure 3.6 Spatial distributions of ROMS simulated daily SST mean and standard
deviation compared to OISST observation during the period between 2006 and 2012.
The units are ◦C. The crosses and dots in A) and C) represent the locations of ARGO
floats and drifters (used in Chapter 4).

and SSH are assimilated separately and the results are compared with respect to the

gridded data.

Sensitivity to Ensemble Size

Large ensemble sizes are always favoured by the assimilation systems, which represent

the mean and spread of the prior distribution more accurately. For instance, Miyoshi

et al. (2014) used a 10240-member (2 orders of magnitude greater than the typical

ensemble size) EnKF system with an atmospheric general circulation model (AGCM) of
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Figure 3.7 Spatial distributions of ROMS simulated mean surface currents for the
A) summer and B) winter during the period between 2006 and 2012. The shading
indicates the speed (the units are m/s).

intermediate complexity and showed that the large ensemble size benefits the analysis

by reducing the spurious long-range correlations. In addition, the experiments were

carried out on the Japanese 10 petaflops ‘K’ supercomputer which ranked number

one in the TOP500 list in June and November 2011. However, when the filter is

implemented with more complex general circulation models (GCMs), such as ROMS,

on a less powerful computer, a large ensemble is computationally too expensive and a

limited number of ensemble members is therefore inevitable.

Here we examine the sensitivity of this system by testing 3 ensemble sizes (30, 50 and

100), with the localisation radius of 0.03 arc. The initial conditions and atmospheric

forcings for each experiment are generated using Eq. 3.2 and Eq. 3.3. It is evident, as

expected, increasing the ensemble size decreases the root mean square errors (RMSEs)

of SSH and SST (Fig. 3.8). The size of 50 and 100 are obviously superior to 30, but the

improvement of 100 over 50 is marginal although it almost doubles the computational

time and cost. Therefore the ensemble size of 50 is selected to get a balance between

an optimum performance and the computing efficiency.
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Figure 3.8 Temporal evolution of RMSEs of SSH (top) and SST (bottom) for the
posterior state (i.e., the analysis) during the period from 01/01/2007 to 01/03/2007,
with different ensemble sizes. The units are cm and ◦C, repectively.

Sensitivity to Localisation Scale

As described above, localisation is required in an ensemble system with a limited

ensemble size. Studies have shown that the performance of localisation is affected by

several parameters, such as the location (latitude) of the region in study (e.g. Hacker

and Lei, 2015), the ensemble size (Houtekamer and Mitchell, 2001; Miyoshi et al., 2014)

and the scale of the phenomenon in study (Buehner and Shlyaeva, 2015). However, the

selection of localisation radius is not still well understood and can only be obtained

via sensitivity tests.

Here 4 localisation configurations (0.02 arc, 0.03 arc, 0.04 arc and 0.05 arc) are

compared to select an optimal scale. As in all the other experiments, an ensemble

size of 50 is used in the sensitivity tests. The RMSEs (Fig. 3.9) suggest that the

system is sensitive to the localisation scales, but the effects on SSH and SST are

different. Generally, the error of SSH decreases as the localisation increases, while a

smaller localisation radius produces a better SST analysis. The reason is that, the SSH

observations are much more sparse and infrequent than the SST, larger localisation
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Figure 3.9 Temporal evolution of RMSE of SSH (top) and SST (bottom) for the
posterior state (i.e., the analysis) during the period from 01/01/2007 to 01/03/2007,
with different localisation scales. The units are ◦C.

radius makes use of the observations more and smooths the analysis. A potential

problem is that the gridded AVISO SSH data is interpolated and smoothed thus the

comparison could be unfair. Other studies (e.g. Hoteit et al., 2013) indicate that larger

radius degrades the analysis but favours the forecast. In the following experiments,

the localisation radius of 0.03 arc (about 110 km in this region) is selected, to get an

optimal overall performance of SST and SSH. This is also similar with the results of

Hoteit et al. (2013), who used 125 km in the Gulf of Mexico.

3.4.2 The Analysis and 5-day Forecast

The along-track SST and SSH are assimilated in these experiments, together and

separately, with the ensemble size of 50, the localisation radius of 0.03 arc and the

spatially adaptive inflation factor. We validate the performance of data assimilation

by comparing the domain-averaged and time-averaged RMSEs of SST and SSH for

different experiments. The results suggest that assimilating SST and SSH improves

these two variables, and assimilating SSH also produces better ocean surface currents.
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However, unlike in some other studies (e.g. Hoteit et al., 2013; Kurapov et al., 2011),

SSH assimilation does not generate a more accurate SST distribution. When both SST

and SSH are assimilated at the same time, the correction to both SST and SSH field is

very similar to that of the SST assimilation only.

Sea Surface Temperature

The error of surface and subsurface temperature is calculated against the OISST

dataset and Argo observations. Compared to the control run (ExpA), assimilating

SST alone (ExpC) reduces the SST error by 58% from 0.86◦C to 0.36◦C (Fig. 3.10(A))

and Table 3.2). The 5-day forecast (prior state) is also much better (RMSE = 0.55◦C)

than the control run (Fig. 3.10(B)). The improvements are consistent throughout the

6-month period.
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Figure 3.10 Temporal evolution of RMSE of SST for A) posterior state (i.e., the
analysis) and B) prior state (i.e., the 5-day forecast) during the period from 01/01/2007
to 01/07/2007. The units are ◦C.

The difference of the RMSE between assimilating SST with (ExpD) and without

SSH is marginal (RMSE for the posterior state is 0.37◦C), and the RMSE is quite similar

to the control run when only SSH is assimilated (ExpB), indicating that the process of
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ExpA ExpB ExpC ExpD
SSH 8.87 6.57 9.55 7.98
SST 0.86 0.85 0.36 0.37

Table 3.2 The averaged RMSE of SSH and SST from the posterior states compared with
the gridded AVISO and OISST data during the period from 01/01/2007 to 01/07/2007.
The units are cm and ◦C respectively.
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Figure 3.11 Spatial distributions of RMSE of SST for the posterior state (i.e., the
analysis) during the period from 01/01/2007 to 01/07/2007, the units are ◦C. Note:
the color scales are different.

SST adjustment is mainly determined by the assimilation of SST. The SST observations

are more numerous (˜3200/day) and have a bigger and more regular spatial coverage

than the SSH observations (˜400/day). This effect could be studied by conducting

OSSEs (Observing System Simulated Experiments) in which the observation density

and frequency could be modified. However, a finer tuning of SSH/SST combination

may improve the results.
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Figure 3.12 Spatial distributions of RMSE of SST for the prior state (i.e., the 5-day
forecast) during the period from 01/01/2007 to 01/07/2007, the units are ◦C. Note:
the color scales are different.

The spatial pattern of SST error in these experiments are shown in Fig. 3.11 (the

posterior state) and Fig. 3.12 (the prior state). Assimilating SST reduces the error

in the entire domain. In the control run, the RMSE is as high as over 0.8◦C in the

west and middle part of the region. The error in the northern boundary current is

also high and the modelled SST is higher than observations, indicating the modelled

Leeuwin current is too strong. When SSH is assimilated, the error decreases slightly in

the central part but the distribution in other part is similar. When SST is assimilated,

either alone or with SSH, the RMSE in the posterior state is reduced to 0.3◦C - 0.4◦C

in most of the domain. In the 5-day forecast (the prior state), the errors with SST

assimilation is still much lower (0.4◦C - 0.6◦C in most of the domain) than the control

run.
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Sea Surface Height

For SSH the largest improvement is achieved by assimilating SSH only (ExpB). The

error against AVISO data in posterior state reduces by 26% from 8.9 cm to 6.6 cm

(Fig. 3.13(A)). In the control run, the error is approximately 8 cm in most of the region,

but in the southern part, it is about 13 cm (Fig. 3.14(A)). When SSH is assimilated,

the error in the whole domain is low (5 cm) and uniform(Fig. 3.14(B)). In the 5-day

forecast, ExpB still produces a lower error (7.0 cm, Fig. 3.15(B)) than the control

run showing that the signal in SSH assimilation can last at least 5 days. When SST

is assimilated alone, the error in the analysis (9.6 cm) is actually higher than in the

control run, especially in the autumn and winter seasons. When both SSH and SST are

assimilated, the error in the analysis (8.0 cm) is lower than the SST alone assimilation,

but is still higher than the control run during the last 80 days. The information

contained by the SST observations is largely about the surface heat flux and mixed

layer dynamics and has little effect on SSH; this type of error tends to be at large

horizontal scales (e.g. Hoteit et al., 2013). Thus the error of SSH in ExpC is higher

than that in the control run.
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Figure 3.13 Temporal evolution of RMSE of SSH for A) posterior state (i.e., the
analysis) and B) prior state (i.e., the 5-day forecast) during the period from 01/01/2007
to 01/07/2007. The units are cm.
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Figure 3.14 Spatial distributions of RMSE of SSH for the posterior state (i.e., the
analysis) during the period from 01/01/2007 to 01/07/2007, the units are cm. Note:
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Figure 3.15 Spatial distributions of RMSE of SSH for the prior state (i.e., the 5-day
forecast) during the period from 01/01/2007 to 01/07/2007, the units are cm. Note:
the color scales are different.
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For the spatial pattern, the error is around 10 cm in most of the domain for the

control run, except in the south part where the error can be as high as 20 cm. When

the SSH observations are assimilated, the error reduces to under 10 cm in the entire

domain. However, when SST is assimilated, the area with high error (>10 cm) is

bigger, although the maximum is lower, assimilating SSH with SST does not make

much improvement.

Surface Ocean Currents

A major challenge facing ocean data assimilation and forecasting is the simulation of

currents. Here the modelled surface currents are compared against OSCAR 1/3◦ 5-day

mean ocean currents product, which provides a wide spatial and temporal coverage

(Fig. 3.16). Without data assimilation, the half-year mean RMSE of the currents

components u and v in the control run (ExpA) is 2.03 cm/s and 0.86 cm/s respectively.

The geostrophic relationship is the major constraint for surface ocean currents and

assimilating SSH produces the most realistic surface currents, the error of u and v

decreases by 32% to 1.39 cm/s and 12% to 0.76 cm/s in ExpB (SSH assimilation).

However, SST assimilation degrades the currents simulation during most of 6 months,

no mater whether SSH is assimilated or not.
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Figure 3.16 Temporal evolution of RMSE of top 30m A) zonal and B) meridional
currents compared with OSCAR during the period from 01/01/2007 to 01/07/2007.
The units are cm/s.
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3.5 Discussion and Conclusion

In this chapter we describe an EnKF based regional ocean data assimilation system and

apply it to the South Australian Sea. This system implements the Ensemble Adjustment

Kalman Filter (EAKF) in the Data Assimilation Research Testbed (DART) to the

Regional Ocean Modeling System (ROMS). This system is suitable for high-resolution

basin-wide and coastal oceanic applications.

Sensitivity tests have been conducted and the ensemble size of 50 and the localisation

radius of 0.03 arc (110 km) are selected. The ensemble size of 50 produces similar

results with 100, while only consumes half of the computational time and cost. The

localisation radius of 0.03 arc generates the best overall analysis of SST and SSH.

Along-track SST and SSH are assimilated separately in a 10 km resolution ROMS

model of the South Australian Sea, with a 5-day period, the error of SST and SSH

reduces in the analysis. However, assimilating SST deteriorates the overall estimation

of SSH, especially in the winter season. On the other hand, in the SSH assimilation

experiment, the distribution of SST is similar to the control run. The assimilation of

both SST and SSH is similar to just SST. The influence of SST assimilation is stronger

because the number of SST observations is much higher than SSH. The comparison

with OSCAR dataset shows that assimilating SSH also improve the simulation of ocean

currents by 32% and 12% for u and v. This system is capable of providing reliable

analysis for the South Australian Sea region, and could be applied to other regions

with ease.





Chapter 4

Physical Balance in EnKF

In the previous chapter, an Ensemble Kalman Filter (EnKF) based regional ocean

data assimilation system has been developed and applied to the South Australian Sea.

This system consists of the data assimilation algorithm provided by the NCAR Data

Assimilation Research Testbed (DART) and the Regional Ocean Modelling System

(ROMS). In this chapter a physical balance operator, including temperature-salinity,

hydrostatic and geostrophic balance, is implemented to DART, to reduce the spurious

waves which may be introduced during the data assimilation process. This is the first

implementation of such a balance operator in the EnKF algorithm. The effect of the

balance operator is validated in both an idealised shallow water model and the ROMS

model real case study. In the shallow water model, the geostrophic balance operator

eliminates spurious ageostrophic waves and produces a better sea surface height (SSH)

and velocity analysis and forecast. Its impact increases as the sea surface height and

wind stress increase. In the real case, assimilation with the balance operator produces

a more realistic simulation of surface currents and subsurface temperature profile. The

best improvement is obtained when only SSH is assimilated with the balance operator.

A case study with a storm suggests that the benefit of the balance operator is of
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particular importance under high wind stress conditions. Implementing this balance

operator could be a general benefit to ocean data assimilation systems.

4.1 Introduction

The importance of the physical balance in numerical modelling has been noted for a long

time. In fact, the world’s first numerical weather forecast (NWP), made by hand by L. F.

Richardson in the early 20th century (Daley, 1991; Lynch, 2008, https://www.metoffice.

gov.uk/research/modelling-systems/history-of-numerical-weather-prediction) failed,

largely because of the spurious waves, caused by the imbalance between the pressure

and wind fields, contaminated the forecast (e.g. Daley, 1991; Lynch, 2008). Data

assimilation, as the main NWP initialising technique, should reduce the spurious waves

to ensure the success of the forecast.

The initialisation problem in the real cases is very complicated. The observations

are usually sporadic and mutually incompatible, and the density is highly variable

(Daley, 1991), resulting in the posterior state that is close to the observation in some

regions while close to the model forecast in other regions. Furthermore, the data

assimilation algorithms are designed to fuse both observation and model results and

give estimates of variables at different locations and time. Data assimilation uses

the multi-dimensional probability distribution functions (PDFs), which are based on

the physical relations, to connect the variables. Under the Gaussian assumption, the

PDFs can be interpreted as error covariance matrices (which only reflect the mean and

covariance). However, the physical balance is not necessarily represented well by the

covariance matrices. For instance, Lorenc (2003a) pointed out that the balance may

not be well represented when the scales of the motions are different.

In this chapter, we first describe the balance operator and its implementation in an

idealised two-dimensional shallow water model and the South Australian Sea system in

Section 2. In Section 3 we evaluate the effect of balance operator in both the shallow

https://www.metoffice.gov.uk/research/modelling-systems/history-of-numerical-weather-prediction
https://www.metoffice.gov.uk/research/modelling-systems/history-of-numerical-weather-prediction
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water model and the ROMS model. In Section 4 we discuss and analyse the results

from Section 3. A summary concludes this chapter in Section 5.

4.2 Methods

4.2.1 Balance Operator

Recall that the Kalman Filter is written as

xa = xb +K(y −Hxb), (4.1)

where K is the Kalman Gain,

K = BHT (HBHT +R)−1. (4.2)

For an ocean model such as ROMS, there are 5 components in the state vector x:

sea surface height η; potential temperature T ; salinity S; horizontal velocities u and

v. Temperature is usually the most observed variable in the ocean so Weaver et al.

(2005) proposed to compute the relations between the variables based on T . Each

variable except T is decomposed into two components, the balanced component and

the unbalanced one. Therefore,



T

S

η

u

v


=



T
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ηB
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vB
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+
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0

SU

ηU

uU

vU


= L



T

SU

ηU

uU

vU


, (4.3)

where the variables with subscript B represent the balanced component of the variables

while those with subscript U represent the unbalanced one. The balanced part of
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Figure 4.1 A schematic description of the balanced data assimilation system.

variable x1 can be derived from other variable x2 through the linear balance operator

L. The details of L are explained later.

The model error covariance is thus converted to,

B = LBuLT , (4.4)

and Eq.4.1 is written as,

xa = xb +LBuLT HT (HLBuLT HT +R)−1[yo −H(xb)], (4.5)

where Bu is the error covariance of the unbalanced components. Here we assume

that the balanced components of the ocean state are correlated while the unbalanced

residuals are uncorrelated (Weaver et al., 2005).

An update scheme is designed based on this algorithm. This scheme starts from an

ensemble of initial model states or short-term forecast, then the balanced component

is calculated and the unbalanced component is derived. Bu is computed from the

unbalanced component, after which the model states are updated using Eq.4.5 (Fig.

4.1).
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The Linear Balance Operator and Background Error Covariance Matrix

Weaver et al. (2005) proposed to use 3 balance constraints, the temperature - salinity

balance, hydrostatic balance and geostrophic balance for ocean data assimilation, and

the variables and their increments can be decomposed as following,

δT = δT , (4.6)

δS = δSB + δSU = LST δT + δSU , (4.7)

δη = δηB + δηU = Lηρδρ+ δηU , (4.8)

δu = δuB + δuU = Lupδp+ δuU

δv = δvB + δvU = Lvpδp+ δvU

, (4.9)

where

δρ = LρT δT +LρSδS, (4.10)

δp = Lpρδρ+Lpηδη. (4.11)

The first constraint (Eq. 4.7) is the T - S relationship which regulates the property

of the water mass. It is based on the property of the prior ensemble,

δSB = r
dS

dz

dz

dT
δT , (4.12)

where r = 1−e−z/zM is defined the same as in the ROMS-4DVAR (Moore et al., 2011b)

package, z is the vertical coordinate and zM is the mixed layer depth. The mixed

layer depth is set to a constant value (200 m). In this region, the mixed layer depth is

between 50 m to 120 m but under some extreme events (e.g., storms) it can be up to

about 200 m. For a smaller actual mixed layer depth, this assumption will overweight

the balanced salinity below the mixed layer. The density (Eq. 4.10) is a function of

temperature and salinity and is calculated using a linearised version of the equation of
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state described by Jackett and Mcdougall (1995), where LρT = ρ0 ∗α and LρS = ρ0 ∗β.

The reference density ρ0 is set to 1025 kg/m3 and α and β is the thermal expansion

and saline contraction coefficients, respectively.

The second constraint is the hydrostatic balance which computes the balanced

(baroclinic) sea level from the density and, therefore, temperature and salinity. The

complete expression of the baroclinic relationship is an elliptic equation (Weaver et al.,

2005),

∇·H∇δηB = −∇·
∫ 0

z=−H

∫ 0

z
′=z

(∇δρ(z
′
)/ρ0)dz

′
dz, (4.13)

where H is the ocean depth. Eq. 4.13 excludes the influence of advection, assuming it is

not important. However, this may be problematic in the areas where the contribution

of advection is great such as the coastal region. To reduce the computational cost, a

simplified version of Eq. 4.13 is used in this thesis by assigning a ‘depth of no motion’

z0 (1000 m in this thesis),

δηB =
∫ 0

z
′=z0

(δρ(z
′
)/ρ0)dz

′
, (4.14)

and in regions where the ocean is shallower than z0 Eq. 4.14 is integrated from the

bottom.

Then the pressure at depth z is computed by integrating the hydrostatic equation

from z to the surface,

δp(z) =
∫ 0

z
′=z

(δρ(z
′
)g)dz

′
+ρ0gδη, (4.15)

The third balance operator is the geostrophic balance, which computes the incre-

ments of u and v from sea level.
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δuB(z) = − 1
ρ0f

∂δp(z)
∂y

δvB(z) = 1
ρ0f

∂δp(z)
∂x

, (4.16)

where f is the Coriolis force, x and y are the horizontal coordinates. The continuity

constraint is not explicitly implemented, but it is satisfied above the depth of no motion

because the balanced velocity is in geostrophic balance with η.

By using the above three balance constraints, the balanced component can be

computed. In addition, we assume that the unbalanced components are uncorrelated

with each other and thus the unbalanced error covariance is a block diagonal,

Bu =



BT 0 0 0 0

0 BS 0 0 0

0 0 Bη 0 0

0 0 0 Bu 0

0 0 0 0 Bv


, (4.17)

where Bx is the error covariance of the unbalance component of variable x. The linear

balance operator matrix is a lower triangular matrix

L =



I 0 0 0 0

LST I 0 0 0

LηT LηS I 0 0

LuT LuS Luη I 0

LvT LvS Luη 0 I


, (4.18)

where,

LηT = LηρLρT ,
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LηS = LηρLρS ,

LuT = LupLpρLρT ,

LuS = LupLpρLρS ,

Luη = LupLpη,

LvT = LvpLpρLρT ,

LvS = LvpLpρLρS ,

Lvη = LvpLpη.

Therefore the background error covariance matrix is,

LBU LT =



BT T BT
ST BT

ηT BT
uT BT

vT

BST BSS BT
ηS BT

uS BT
vS

BηT BηS Bηη BT
uη BT

vη

BuT BuS Buη Buu BT
vu

BvT BvS Bvη Bvu Bvv


, (4.19)

where

BT T = BT ,

BST = LST BT ,

BηT = LηT BT ,

BuT = LuT BT ,

BvT = LvT BT ,

BSS = LST BT LT
ST +BS ,

BηS = LηSBS ,
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BuT = LuT BT ,

BvT = LvT BT ,

Bηη = LηT BT LT
ηT +LηSBSLT

ηS +Bη,

Buη = LuT BT LT
ηT +LuSBSLT

ηS +LuηBη,

Bvη = LvT BT LT
ηT +LvSBSLT

ηS +LvηBη,

Buu = LuT BT LT
uT +LuSBSLT

uS +LuηBηLT
uη +Bu,

Bvu = LvT BT LT
uT +LvSBSLT

uS +LvηBηLT
uη,

Bvv = LvT BT LT
vT +LvSBSLT

vS +LvηBηLT
vη +Bv.

This background error covariance matrix is used in all the balanced data assimilation

experiments to compute the updated mean and covariance.

4.2.2 The Idealised Shallow Water Model

The prediction of ocean currents is of particular interest and satellite observed SSH

is the most widely used variable in data assimilation systems to constrain the ocean

currents (e.g. Jacobs et al., 2014). It is necessary to validate the effect of the geostrophic

balance operator on ocean currents. Here we use a two-dimensional shallow water

model to initially evaluate the effect of the balance operator. The shallow water

equations describe a rotating (with constant Coriolis parameter), inviscid fluid with

wind forcing in the x direction. Similar shallow water models have been used to study

the physical balance issue (e.g. Daley, 1991; Greybush et al., 2011; Kepert, 2009). The

model equations are,
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∂u

∂t
+u

∂u

∂x
+v

∂u

∂y
−fv + τ = −g

∂η

∂x
∂v

∂t
+u

∂v

∂x
+v

∂v

∂y
+fu = −g

∂η

∂y
∂η

∂t
+ ∂

∂x
[u(h+η)]+ ∂

∂y
[v(h+η)] = 0

, (4.20)

where η is the free surface displacement, h is the bottom topography (50 m in this

experiment), τ is the wind forcing, and f is the Coriolis parameter. We set the Coriolis

parameter to 10−4s−1, a typical value for the mid-latitudes. The model is constructed

on a 2000 by 2000 km domain with 10 km horizontal resolution in both x and y

direction and forced by periodic boundary conditions.

Each ensemble is initialised from meridional η ridges,

η(x) = η0cos(2π

L
(x−xps)), (4.21)

where L is the wavelength and in the true state L is set to 200 km, η0 is the amplitude

and xps is the wave phase shift. Each ensemble is forced by a periodic zonal wind

stress τ with a period of 48 hours,

τ(t) = τ0cos(2π

tτ
(t− tps)), (4.22)

where τ0 is the amplitude, tτ is the period (48 hours), and tps is the wave phase shift.

The initial sea surface height of each ensemble member is generated by shifting the

phase of the true initial state xps by a uniform random distribution of [20, 40] km and

the amplitude η0 by [-0.05, 0.05] m. In the initial condition of the true state and each

ensemble member, the velocities are calculated according to the geostrophic balance.

The wind forcing of each ensemble member is perturbed by randomly shifting the
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amplitude by [-10%, 10%] and the phase by [-3, 3] hr. A schematic setup of the model

is displayed in Fig. 4.2.

SSH

v v vobs track

x grid

y
gr

id

200 km

Figure 4.2 A schematic description of the shallow water model.

We first integrate the true state through a Lax-Wendroff scheme, with a time step

of 6 s, for 576000 steps, or 40 days. The observations of η are then created by adding

a Gaussian distributed white noise with 0 m mean and 0.03 m standard deviation to

the true state. The locations of the observations are selected along 4 diagonal tracks

with a 10km interval to mimic the satellite tracks. The period of the observations is

set to 24 hours, and the observation tracks move eastward at a 3000 km/day speed,

similar as the real satellite tracks. We conduct two sets of experiments by varying

the initial SSH and wind stress, as described in Table. 4.1. In both the shallow water

case and the ROMS real case, a background covariance matrix localisation technique

(Gaspari and Cohn, 1999) is used. Two localisation scales (60 km and 100 km, the

scale is the halfwidth of the Gaspari Cohn parameter in this chapter, as the default

setup in DART) are compared in the idealised case. Larger scales have been tested

but the resulting SSH and velocity fields are over-smoothed and thus not used here. In
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each experiment, the ensemble size is set to 100 and the error of the observations is

set to 0.03 m. Each experiment is integrated for 40 days by assimilating sea surface

height only with a 24-hour assimilation window and the results of the last 30 days are

analysed.

Experiment set η0 (cm) τ0 (Pa) localisation scale (km)
A (fixed τ0 amplitude) 5,10,20,30,40,50 0.1 60,100
B (fixed η0 amplitude) 10 0.05,0.1,0.2,0.3,0.4,0.5 60,100

Table 4.1 Experiment design for the shallow water model

4.2.3 The South Australian Sea System

The balance operator is also implemented in the South Australian Sea system. The

setup is the same with that in Chapter 3, but two experiments are performed in which

SSH (ExpE) and SST and SSH (ExpF) are assimilated with the balance operator.

4.3 Results

4.3.1 Idealised Shallow Water Model

Lorenc (2003a) pointed out that assimilating SSH in a shallow water model creates

spurious ageostrophic waves. Fig. 4.3 shows the increments at the 25th data assimilation

cycle with 0.2 Pa wind stress and 100 km localisation radius. The increment in the

unbalanced experiment is strongly ageostrophic (Fig. 4.3(B)) while in the balanced

experiment there is no ageostrophic current increment. The localisation reduces both

SSH and velocities proportionally but increases the SSH gradient (Fig. 1.1). In addition,

the wind forcing creates ageostrophic currents in the prior state and, in the unbalanced

experiment, this signal propagates to the increment through the multivariate regression.
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Therefore, a spurious ageostrophic shock is created in the posterior state and this

degenerates the performance of data assimilation. Theoretically, the dynamical model

is able to adjust and restore to a balanced state even it starts with spurious waves.

However, this restored state is different from the one starting from a balanced state (not

shown). In addition, this geostrophic adjustment in the dynamical model is usually not

fast enough. The ageostrophic currents in the 24 hour forecast is stronger by around 3

cm/s in the unbalanced experiment than in the balanced experiment, while it is no

more then 1 cm/s in the balanced experiment, when the wind stress is 0.2 Pa. Thus

the balance operator is needed to reduce the misfit between the truth and assimilations

in different scenarios.
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Figure 4.3 Snapshots of A) SSH (contour) and velocities (quiver) from the unbalanced
experiment, B) SSH and ageostrophic velocities from the unbalanced experiment and
C) SSH and velocities from the balanced experiment . The unit of SSH is cm.

The balance operator reduces the error of different variables in varying wind forcing

and initial SSH displacement scenarios. Here we use the Root Mean Square Error
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(RMSE) between the simulation and the true state as the metric for evaluating the

assimilation. Fig. 4.4(a) and (b) display the RMSE of SSH and v velocity as a function of

initial η amplitude (the amplitude does not change much in the integration), respectively.

It is evident that the data assimilation with the balance operator produces a lower

error for both sea surface height and velocity estimation compared to the unbalanced

approach. Although the RMSE increases as the amplitude increases, the relative

advantage of the balance operator also increases. In addition, a longer localisation

radius is better than a shorter one for either method. However, the balanced method

with smaller localisation radius outperforms the original method with the larger radius.

When both use a larger radius (100 km), the balanced data assimilation produces a 17%

lower average RMSE than the unbalanced approach (5.2 cm and 6.2 cm respectively)

for the SSH and 11% for the v velocity (16 cm/s and 18 cm/s respectively).
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Figure 4.4 RMSE of SSH (A and C) and meridional velocity v (B and D) with varying
initial η amplitude (upper panel) and wind forcing (lower panel) in the idealised case.
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When forced by varying wind stress, the balance operator also improves the data

assimilation performance although the error in both experiments is higher than that

with fixed wind forcing, because of the noisy forcing (Fig. 4.4(c) and (d)). With a

100 km localisation radius, the average error of SSH decreases 12% from 4.2 to 3.7cm

and the error of v reduces 9% from 22cm/s to 20cm/s. In the ocean, the typical

value of SSH is around 10 to 20 cm while the wind stress is around 0.1 Pa. In those

conditions, the balance operator reduces the RMSE of SSH and velocity by 12% (from

2.3cm to 2.0cm) and 7% (from 13cm/s to 12cm/s), respectively. The effect of the

balance operator is more significant when the wind stress is larger. This is because the

ageostrophic component in the prior ensembles increases as the wind stress increases,

thus the increments of ageostrophic current in the unbalanced experiment get stronger.

For example, when the wind stress is as large as 0.3 Pa the error increases significantly

and the advantage of the balance operator is 17% and 11% for η and v respectively.

4.3.2 The South Australian Sea System

The effect of the balance operator in the South Australian model is tested by assimilating

SSH alone (ExpE) and with SST (ExpF).

SST and SSH

When only SSH is assimilated, the major constraint is the geostrophic balance. If SST

is also assimilated, the hydrostatic balance also provides some correction. Compared

with the original algorithm, the balance operator improves the SSH and temperature

estimation. As shown in Fig 4.5 and 4.6, the RMSE of both SST and SSH in ExpE (SSH

assimilation with the balance operator) is lower during most of the period. Although

the difference of average error is marginal in ExpB and ExpE (6.57 and 6.50 cm for

SSH; 0.85 and 0.81 ◦C for SST, respectively), the improvement is more significant

during some periods and can be as high as 0.2 ◦C and 1 cm. Particularly, the SSH
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forecast error with the balance operator is smaller by 1-3 cm than the unbalanced

approach, suggesting that a posterior state with compatible SSH and velocity field is

necessary for a better SSH forecast. On the other hand, if SST is assimilated, even with

the balance operator (ExpF), the SSH error is higher than ExpE. This is consistent

with the results in Chapter 3, indicating that assimilating SST in this region could

deteriorate the model performance.

0  30 60 90 120 150
time (days after 1 Jan 2007)

0

0.5

1

R
M

S
E

 o
f 
S

S
T

 (
°C

)

B) Prior state

0  30 60 90 120 150
time (days after 1 Jan 2007)

0

0.5

1

R
M

S
E

 o
f 
S

S
T

 (
°C

)

A) Posterior state

ExpA ExpB ExpC ExpD ExpE ExpF

Figure 4.5 RMSE of SST for A) posterior state (i.e., the analysis) and B) prior state
(i.e., the 5-day forecast). The units are ◦C.
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Figure 4.6 RMSE of SSH for A) posterior state (i.e., the analysis) and B) prior state
(i.e., the 5-day forecast). The units are cm.



78 Physical Balance in EnKF

Subsurface Temperature and Salinity

The comparison with Argo temperature and salinity profiles shows that, assimilating

surface observations using the original approach affects the simulation, although the

subsurface variables are not assimilated (Fig. 4.7, Table 4.2). For instance, assimilating

SSH alone reduces the RMSE of temperature and salinity by 12% (0.14◦C) and 10%

(0.02 PSU), respectively, in the upper 300 m. Assimilating SSH also reduces the error of

temperature and salinity in the deeper ocean. On the other hand, in ExpC (assimilating

SST alone), the error of temperature reduces by 10% (0.12◦C) in the upper 300 m but

increases by 7% (0.07◦C) in 300-700 m, indicating the simulation of ocean circulation

is degenerated. ExpD also shows that assimilating SST increases the error under 300

m. When the balance operator is used the results are better and assimilating SSH with

the balance operator is an optimal way to improve the subsurface temperature and

salinity profiles. For example, compared to ExpB, the improvement of temperature in

ExpE is as high as 0.12 ◦C (12%) for the upper 300 m. The error of salinity shows a

similar trend.

Surface Ocean Currents

A major challenge facing ocean data assimilation and forecast is the simulation of

currents. The results demonstrate the benefit from the geostrophic balance. As in

Chapter 3, the modelled surface currents are compared against OSCAR 1/3◦ 5-day

mean ocean currents product (Fig. 4.8). The geostrophic balance is the major constraint

on ocean currents. When SSH is assimilated with the balance operator, the half-year

averaged RMSE of the currents components u and v reduces by 27% to 1.02 cm/s

and 23% to 0.59 cm/s, respectively, compared with ExpB (SSH assimilation using

the original EAKF). When SST is also assimilated, even with the balance operator,

the results are not as good as SSH assimilation only (figure not shown), in line with

the results in Chapter 3. The performance of the balanced EAKF is thus the best
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Figure 4.7 RMSE of subsurface temperature vertical profile.

among all three experiments and reduces the error by 40% to 50% compared to the

control run (2.03 cm/s and 0.86 cm/s for u and v, respectively). The comparison with

OSCAR data may be unfair since the OSCAR currents are mainly geostrophic, but a

comparison with the drifter derived surface currents gives similar results (Table. 4.2),

although the error is much higher than that compared with the OSCAR data.

The spatial pattern of surface currents (Fig. 4.9) also demonstrates the advantage

of the balance operator for the currents simulation. In the control run the model is able

to capture the eastward coastal currents but the currents are too strong and reach the

east coast of the Great Australian Bight. In addition, an anticyclonic eddy is observed

in the middle of the domain (127◦E˜130◦E, 34◦S˜37◦S) in the OSCAR dataset. The

control run does not produce this eddy and the speed error is around 4cm/s in this

region. When SSH is assimilated, even when the balance operator is not used, the

over strong north boundary currents is weaker and more realistic. The assimilation
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Figure 4.8 RMSE of top 30m A) zonal and B) meridional currents compared with
OSCAR. The units are cm/s.

ExpA ExpB ExpC ExpD ExpE ExpF
SSH 8.87 6.57 9.55 7.98 6.50 7.28
SST 0.86 0.85 0.36 0.37 0.81 0.33

u 25.80 20.73 23.79 23.81 19.52 21.40
v 21.32 19.23 23.13 22.35 18.19 20.73

t (100-300m) 1.18 1.04 1.06 0.94 0.92 0.99
t (300-700m) 1.15 1.13 1.22 1.14 1.06 1.12
t (700-1500m) 0.69 0.51 0.61 0.61 0.59 0.57
s (100-300m) 0.20 0.18 0.21 0.19 0.18 0.21
s (300-700m) 0.09 0.07 0.10 0.05 0.06 0.08
s (700-1500m) 0.13 0.12 0.14 0.12 0.12 0.13

Table 4.2 The RMSE of SSH, SST, surface currents and subsurface temperature and
salinity compared with AVISO, OISST, drifter and ARGO data. The units are cm, ◦C,
cm/s, ◦C and PSU respectively.
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also reproduces the anticyclonic eddy, and the assimilation with the balance operator

(speed error ˜2 cm/s) is more realistic than without(speed error ˜2.5 cm/s).
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Figure 4.9 A comparison of top 30m currents of A) OSCAR dataset, B) ROMS control
run, C) SSH assimilation without the balance operator and D) SSH assimilation with
the balance operator.

A Case Study with Strong Wind Forcing

From 26 March 2007 to 27 March 2007, a storm passed the region, with a mean wind

stress of 0.22 Pa and a maximum of 0.31 Pa. This process is of particular importance

because a data assimilation cycle starts on 27 March 2007. Therefore the prior state

is strongly unbalanced because the storm creates strong ageostrophic currents and

the posterior state is also unbalanced. Fig. 4.10 depicts the ageostrophic currents in

SSH assimilations with and without balance operator in a sub-domain significantly

impacted by this storm (126◦E˜132◦E, 34◦S˜37◦S). The ageostrophic currents are

stronger without balance operator (25.1 cm/s and 20.8 cm/s in ExpB and ExpE

respectively). In the prior state (5-day forecast) on 01 April 2007, the ageostrophic

currents reduce in both experiments but remain stronger in the unbalanced experiment
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(13.7 cm/s and 10.3 cm/s). The comparison between simulated SSH and the AVISO

observation also shows that the balanced experiment is more realistic (Fig. 4.11).
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Figure 4.10 Snapshots of surface ageostrophic currents of the posterior state on
27/03/2007 and the prior state on 01/04/2007 in SSH assimilation without (ExpB)
and with (ExpE) the balance operator.

When compared with the OSCAR dataset, the domain-averaged error of the 5-day

mean surface currents during this period with the balance operator (1.4 cm/s and 0.7

cm/s for u and v respectively) is much smaller than that without balance operator

(2.1 cm/s and 1.1 cm/s for u and v respectively). Daily differences between these two

experiments are up to 3.2 cm/s. However, the daily observations are not available to

verify which experiment is better. This case study suggests that when the wind stress

is large (e.g., greater than 0.2 Pa) and hence the ageostrophic currents are strong, the

balance operator is essential for a better estimation of the surface currents.
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Figure 4.11 Snapshots of SLA of AVISO, the control run and the prior state on
01/04/2007 in SSH assimilation without (ExpB) and with (ExpE) the balance operator.

4.4 Discussion

In this chapter, we add a balance operator to the ensemble system and assimilate the

surface observations in both an idealised and a real cases and reduce the imbalance

caused by the data assimilation process. Numerical models are designed to be physically

balanced so the forecast of each ensemble should be equilibrated. However the combina-

tion of observation and numerical model is not balanced so data assimilation introduces

imbalance and spurious waves into the dynamical systems (e.g. Greybush et al., 2011;

Kepert, 2009; Lorenc, 2003a; Neef et al., 2006). Theoretically, the numerical model is

able to remove the imbalance within a certain period but the effect of unbalanced waves

has been shown to be important in this study and other studies (e.g. Kepert, 2009;

Neef et al., 2006). Several methods have been proposed to eliminate such waves. For

example, by using a low-order idealised model, Neef et al. (2006) have demonstrated
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that the waves can be removed by increasing the ensemble size and decreasing the

assimilation window, but it is usually difficult to do so in the high-dimensional GCMs.

Due to the small ensemble size, the covariance used in EnKFs is usually insufficient

to represent the true relationship between state variables. Estimates of the background

error covariance between substantially distant grid points are often exaggerated when

using a small ensemble size (Houtekamer and Mitchell, 1998). Therefore a localisation

procedure is necessary. However, localisation also causes spurious waves (e.g. Greybush

et al., 2011; Lorenc, 2003a) and thus is a main disadvantage of EnKFs.

Following Weaver et al. (2005), three physical balance constraints (temperature-

salinity, hydrostatic and geostrophic balance) are used in this chapter to reduce these

spurious waves. We use an idealised shallow water model to reveal how the geostrophic

balance operator enhances the data assimilation by removing the initial spurious

ageostrophic waves. In this idealised model, the increment is strongly unbalanced

(Fig. 4.3) without the balance operator and the spurious waves persist more than 24

hours. The unrealistic ageostrophic currents reduce the performance of data assimilation

and therefore a balance operator is needed.

In the real case, the balance operator is also valuable in the estimation of ocean

currents. Fig. 4.12 displays an example of the ensemble correlation between SST, SSH

and surface and subsurface zonal ocean currents from a prior ensemble in the SSH only

assimilation (ExpB). The correlation of surface variables with ocean currents is defined

as,

CHUV =
√

1
2(Corr(SSH,U)2 +Corr(SSH,V )2)

CT UV =
√

1
2(Corr(SST,U)2 +Corr(SST,V )2)

. (4.23)

It is evident that in most of the region the correlation between surface observed

variables and ocean currents is noisy and weak (less than 0.5 in most of the region). For



4.4 Discussion 85

Figure 4.12 Ensemble correlations between surface variables and surface and subsurface
currents on 30 January 2007 in ExpB. A) Correlation between SST and 5m currents,
B) Correlation between SST and 200m currents, C) Correlation between SSH and 5m
current, D) A) Correlation between SSH and 200m currents.
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the deeper currents, the correlation is slightly stronger, especially in the southern part.

Further analysis (figure not shown) reveals that in the eastern part the currents are

dominated by wind stress and the southern part features with stronger SSH variability.

This could explain why EAKF and Ensemble Optimal Interpolation (EnOI) show good

results in the Gulf of Mexico (Counillon and Bertino, 2009; Hoteit et al., 2013) where

the SSH variability is dominated by the loop current and the correlation between SSH

and surface currents is high (around 0.7 - 0.8, (Counillon and Bertino, 2009)). However,

in the Southern Australian Sea, the SSH variability is not constant and shows lower

correlation with ocean currents. Thus EAKF gives worse currents result when only

SSH is assimilated. Therefore the physical constraint is particularly important in this

region.

The advantages of the balance operator have been shown in both an idealised

shallow water model and the ROMS real case, in which the error of temperature,

salinity, SSH and velocities reduces. Especially for the subsurface temperature and

salinity, when SSH is assimilated with the balance operator, the simulated error reduces

dramatically in each layer. This indicates a better subsurface ocean circulation is

produced. When SST is also assimilated, the error increases. This may be because the

SST information in this region does not reflect the mesoscale ocean dynamics, which

also seen in the unbalanced experiments. Compared with other approaches (e.g., using

the streamfunction-velocity potential covariance, Kepert, 2009), this balance operator

is straightforward and easy to compute and implement. In this work, the balanced part

of sea surface height is approximated by integrating the density from a reference level.

However, in regions where the bathymetry is complicated, that may be questionable.

Another potential challenge of implementing the balance operator is that the mixed

layer depth varies in time and space, but here we assign a constant value. Nevertheless,

we anticipate this to be a minor correction.
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4.5 Conclusion

Chapter 3 describes an EnKF based regional ocean data assimilation system. Like

all other ensemble-based data assimilation systems, this system is deteriorated by

spurious waves generated in the data assimilation process, due to the small ensemble

size and localisation. In this chapter, we add a physical balance operator to eliminate

these spurious waves. The effect of the balance operator is first demonstrated in a two

dimensional shallow water model for different localisation scale. A larger localisation

shows advantages over the smaller one. For both localisation scales, the balance

operator decreases the error of sea surface height and velocities. It is also shown that

the benefit of balance operator increases as the amplitude of SSH and wind stress

increase.

Then the balance operator is tested in the South Australian Sea data assimilation

system, with the SSH only and SSH and SST assimilation experiments. The estimations

of both SSH and temperature are improved, especially for the forecast, indicating

a balanced posterior state is important. The balance operator is important in the

estimation of ocean currents, assimilating SSH with the balance operator produces

ocean currents the most comparable with OSCAR dataset. The error of u and v is

reduced by 27% and 23% compared with the original data assimilation, and 40% to 50%

compared with the control run. The comparison with drifter derived surface currents

shows similar results. The error of temperature and salinity profiles against Argo data

suggests assimilating SSH with balance operator produces the most realistic subsurface

temperature and salinity. A case study with a storm affecting this region shows

that under high wind forcing condition the balance operator reduces the ageostrophic

currents significantly in both analysis and forecast. The results in all experiments

performed in this study suggest that the balance operator described here may be useful

to implement generally in ocean data assimilation systems.





Chapter 5

Improved TC forecast by

assimilating coastal currents

In this chapter, an ocean-atmosphere coupled model is developed to assimilate coastal

surface currents in a tropical cyclone (TC) forecast model. High-frequency (HF) radars

can provide high-resolution and frequent ocean surface currents observations during

the TC landfall. We describe the first assimilation of such potential observations using

idealized Observing System Simulation Experiments. The data assimilation system

consists of the Ensemble Adjustment Kalman Filter (EAKF) and a coupled ocean-

atmosphere model. In this system, synthetic HF radar observed coastal currents are

assimilated and the forecast performances for weak (Category 2) and strong (Category

4) TCs are examined. Assimilating coastal surface currents improves the 24-hour

forecasts of both intensity and track. For the strong case, the errors of the maximum

wind speed (Vmax) and the integrated power dissipation (IPD) forecast reduce up

to 50%. For the weak case, the improvements in Vmax and IPD forecast are lower

(20%), but the track forecast improves 30%. These improvements are similar to the

magnitude of the current operational TC forecast error, so that assimilating HF radar

observations could be a substantial benefit.
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5.1 Introduction

Tropical cyclones (TCs) affect the populous coastal regions frequently, causing casualties

as well as economic and societal losses so the predictions of TC intensity and track are of

great importance. Many observations have been assimilated to improve the short-term

prediction of TCs, including both oceanic and atmospheric variables (e.g. Dong et al.,

2017; Zhang et al., 2009). However, the errors in the TC intensity forecasts have

not decreased significantly during the past decades (e.g. Goni et al., 2017). Recently

coupled systems have been used widely in weather centres, especially for the forecast of

intensively air-sea interaction phenomena, including TCs (e.g. Ito et al., 2015). Coupled

data assimilation is thus needed for the initialisation. The coupled data assimilation

systems are divided into two categories: weakly-coupled and strongly-coupled. The

strongly-coupled data assimilation is used in this chapter to provide initial conditions

in an idealised coupled TC forecast model. When using the ensemble approaches, as in

this chapter, the strongly-coupled data assimilation is superior (e.g. Sluka et al., 2016).

Here we assimilate synthetic surface currents potentially observed by HF radar in

an idealised model using the strongly-coupled data assimilation. The data assimilation

algorithm is the Ensemble Adjustment Kalman Filter (EAKF) algorithm (Anderson,

2001) provided by the data assimilation research testbed (DART) package (Anderson

et al., 2009).

5.2 Methods and Data

5.2.1 Model Description

The strongly-coupled data assimilation system (Fig. 5.1) consists of an atmosphere-

ocean coupled model and an ensemble-based data assimilation algorithm. The coupled

model is a ROMS (Regional Ocean Modelling System) and WRF (Weather Research and
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Forecasting model) coupled model within the COAWST (Coupled-Ocean-Atmosphere-

Wave-Sediment Transport modeling system, Warner et al. (2010)) framework. The

domain is a 2500 km (in x direction) × 2000 km (in y direction) rectangle. The

horizontal resolutions are set to 5 km for both ROMS and WRF. There are 31 and

27 vertical layers in WRF and ROMS, respectively. A constant Coriolis parameter of

5×10−5 s−1 is used.

Prior State

1-hour integration

Posterior State

Initial State

Figure 5.1 Schematic illustration of the strong-coupled DA system. At the beginning
of the first cycle, the system starts from the top (blue rectangle) in which the initial
state (including both oceanic (horizontal currents, temperature, salinity and sea surface
height) and atmospheric variables (horizontal wind speeds, geopotential height, temper-
ature, surface pressure and humidity)) and observed surface currents are assimilated.
The posterior is used as initial condition for the 1-hour integration, whose output (prior
state, red rectangle) is assimilated in the next cycle. This process repeats for 3 cycles.

Both strong and weak TC scenarios are tested in this chapter. The initial conditions

for WRF are specified using the λ model proposed by Wang et al. (2015). In the λ

model, the wind speed is defined as following,

V =
√

2(Penv −Pmin)
ρ

×
√

2λ2

r2 (1− e
− r2

2λ2 )− e
− r2

2λ2 − 1
2fr. (5.1)
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Where V is the tangential wind speed near the surface, r the radius from the cyclone

center, ρ the air density set as 1.1 kg m-3, Penv the pressure in the ambient environment

set as 1013 hPa, f the Coriolis parameter. λ represents the width of the Gaussian

distribution of moist entropy in the boundary layer.

Based on the air-sea interaction theory by Emanuel (1986), Wang et al. (2015)

gives the analytical solution of λ as,

λ = Rth(fRth +2Vth)
4

√
ρ

Penv −Pmin
. (5.2)

where Vth is a threshold wind speed and Rth the radius of Vth. When the wind speed

in Eq. 5.1 reaches the maximum value (Vmax), the numerical solution for Rmax can be

written as

λ = 1
1.89Rmax, (5.3)

and Vmax is

Vmax = 0.77
√

2(Penv −Pmin)
ρ

− 1
2fRmax. (5.4)

Therefore Eq. 5.1 can be written as

V =
√

2Vmax +fRmax

0.77 ×
√

2(Rmax

1.89r
)2(1− e− 1

2 ( 1.89r
Rmax

)2 − e− 1
2 ( 1.89r

Rmax
)2 − 1

2fr. (5.5)
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In practice, one needs to specify Vmax and Rmax to obtain the near-surface wind distri-

bution. The vertical structure of the wind field is obtained by decaying the horizontal

wind field linearly with height (Rotunno and Emanuel, 1987). The environmental

sounding profile is obtained from the mean tropical sounding during the tropical cyclone

season from July to October (Jordan, 1958). The parameterisation configurations are

important for the success of the TC simulation, the set-up described in Chapter 2 is

used here.

In the weak TC case, the initial condition is set with sea surface temperature (SST )

of 28.5◦C, the radius of maximum wind speed of 50km and the maximum wind speed

of 30m/s in the centre of the domain and steering flow of 5.5m/s. Then the model

is integrated for 3 days to create the model ‘truth’. The ‘truth’ of the strong TC is

created in the same manner, but the initial vortex (SST = 33◦C, Rmax = 80km, Vmax

= 50m/s) needs a 3-day spin-up in an uncoupled WRF model without any steering

flow, before the WRF model is coupled with ROMS with a steering flow (6.0 m/s)

added. Then the coupled model is integrated for 3 days. We take these 2 runs as the

synthetic observations and calculate the errors against them. These initial conditions

and initialisation approaches are selected to develop TCs of Category 2 and 4 intensities,

the sensitivities in WRF and COAWST models have been tested in previous studies

(Bruneau et al., 2018).

In ROMS the depth is set to 1500 m and the land is located in the west of the

domain with is 250km (50 grids) width (Fig. 5.2). The subsurface temperature and

salinity profiles are from the World Ocean Atlas (WOA) climatological dataset in the

topical western Pacific (with SST of 28.5◦C). In the strong TC case, the temperature

profile is artificially increased in the top 100 m such that the SST is 33 ◦C and T100m

is 32 ◦C, so that the intensity of the TC is maintained. The parametrisation schemes

of ROMS are the same in Chapters 3 and 4.
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Figure 5.2 Snapshots of surface wind speed and surface ocean currents speed at Hour
24 (i.e., 28 hours before landfall) in the strong TC case.

5.2.2 Data Assimilation

Observing System Simulation Experiments (OSSEs) are often used to estimate the

value of potential observations or the benefit of data assimilation (e.g. Halliwell et al.,

2017b; Sluka et al., 2016). OSSEs are based on twin experiments where synthetic

observations are assimilated in different ways. Here we design the twin experiments

that one assimilates the synthetic ocean currents (hereafter DA) and the other does

not (hereafter NoDA).

The initial ensembles play an important role in the success of a data assimilation

system. In this study we generate the ensembles by perturbing the model ‘truth’.

For both strong and weak TC, the coupled models are perturbed at Hour 12 for the

24-hour forecast and Hour 24 for the 12-hour forecast, using the cv3 background error

covariance option (Barker et al., 2004) in the WRF three-dimensional variational

data assimilation (3DVAR) package. The perturbed variables include horizontal wind
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components, potential temperature, and mixing ratio for water vapour. In the weak

case, the perturbation standard deviations thus generated are approximately 1.3 m/s

for horizontal wind components (u and v), 1.0K for temperature (T ), 1.0 hPa for

pressure perturbation (P ), and 0.8 g/kg for the water vapour mixing ratio (q). In the

strong case, the standard deviations are approximately 1.7 m/s for u and v, 1.5K for

T , 1.0 hPa for P , and 1.7 g /kg for q.

In both strong and weak TC cases, the observations are created from the correspond-

ing model ‘truth’ by extracting the top layer (about 28 cm) ocean currents located

5km to 200km (1 to 40 grids) away from the coastline with 5 km spatial resolution and

hourly temporal resolution, similar to what HF radar systems can achieve. The data

within 600 km from the south and north boundaries are discarded.We assume that the

observations have independent, Gaussian random errors of 0 mean and variance of 10

cm/s (Paduan and Washburn, 2013). Sensitivity tests (shown later) confirm that 10

cm/s is an optimal value, as smaller values inhibit TC model simulation and larger

values make little difference. The observations are assimilated using EAKF provided

by DART, which supports many geophysical models including ROMS (Li and Toumi,

2017) and WRF (Anderson et al., 2009). In the strongly-coupled data assimilation

system, the error covariance matrix is calculated using the variables of both models. 40

ensemble members are used in this study. The localisation technique is needed in the

ensemble data assimilation with limited ensemble size to reduce the spurious covariance

between distant points (e.g. Houtekamer and Mitchell, 2001; Miyoshi et al., 2014).

The Gaspari-Cohn localisation algorithm (Gaspari and Cohn, 1999) is used in this

study with the half-width radius of 700 km. Vertically, the localisation is 5 layers for

WRF and no vertical localisation is used for ROMS. The horizontal localisation scale

is selected after several sensitivity experiments. The correlations between atmospheric

vertical profiles (temperature, humidity and wind) with the local surface ocean currents

are computed and the correlations are high below 940 hPa (the bottom 5 layers), thus
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the vertical localisation scale of 5 is chosen (Fowler and Lawless, 2016; Smith et al.,

2017). In this study, we perform 24- and 12-hour forecast experiments for both strong

and weak cases. The 24-hour forecast starts at 28 hours before the landfall (i.e., Hour

24) and the 12-hour forecast starts 12 hours later. In each of the experiments, 3 cycles

of assimilation with 1-hour window are performed and then the forecasts are made.

5.2.3 Forecast Evaluation

Conventionally, the maximum wind speed (Vmax) is used to estimate the destructiveness

of TCs. However, Vmax does not directly reflect the size and structure of TCs and

therefore can be misleading for some large cyclones. For example, Hurricane Sandy

(2012) caused great damage in the Caribbean islands and the U.S. although its peak

V max was just 100 kt (51 m/s, Category 3). Thus other metrics are needed to

approximate the damage potential. The integrated power dissipation (IPD, Emanuel

(2005)) has been developed recently and studies have shown that IPD is superior to

Vmax in describing the damage potential (e.g. Wang and Toumi, 2016). IPD is defined

as the integration of the power dissipation of the surface wind field,

IPD =
∫

V
ρCDU3dV , (5.6)

where ρ is the air density (1.1 kgm−3), CD the drag coefficient (Large and Yeager,

2009), V the integral area with the wind speed of at least gale force (18 m/s) and U

the 10 m wind speed. In this study, Vmax, Pmin and IPD are used as metrics of TC

intensity. The metrics of each ensemble member are calculated separately and the

error is the difference between the ‘truth’ and the ensemble mean.
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5.3 Results

5.3.1 The ‘Truth’

One advantage of the OSSE is that the ‘truth’ is available and the observation can

also be extracted. Here we describe the ‘true state’ of both the weak and strong cases.

In an extreme event such as TC, the ocean is strongly influenced by the wind forcing.

The surface ocean currents respond to the TC forcing even when the centre is still

far away (e.g. Glenn et al., 2016). This feature can also be observed in this idealised

modelling. For instance, in the strong case, when the TC is 28 hours before landfall,

the coastal surface currents are as high as 0.5 m/s (Fig. 5.2). This is a substantial

change compared with the background ocean currents (0 m/s).

The Weak TC Case

In the weak case, the TC is initialised from an initial vortex (SST = 28.5◦C, Rmax =

50km, Vmax = 30m/s) in the middle of the domain (x = 250, y = 200). The ocean is

initialised from a steady state and the temperature and salinity profiles (Fig. 5.3) are

extracted from the World Ocean Atlas (WOA) climatological dataset in the topical

western Pacific (with SST of 28.5◦C). The initial easterly background flow is set to 5.5

m/s and the actual average translation speed is 5.3 m/s. The TC develops (Fig. 5.4)

as it moves towards the coastline. It reaches Category 3 stage with the maximum wind

speed of 53 m/s, 15 hours after the initialisation and makes the landfall at Hour 52.

The minimum pressure (946 hPa) occurs 18 hours after the initialisation then it starts

to increase. We use the second day (Hour 24 to 48, i.e., 28 to 4 hours before landfall,

illustrated by the vertical dashed line in Fig. 5.4) as the period of forecast, because

some of the ensemble members make landfall earlier due to different translation speeds.

During the period of forecast, the maximum wind speed in the ‘true state’ is around

45 m/s (Category 2) the size (radius of 18 m/s wind, R18) is approximately 80 km.
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Figure 5.3 The vertical profiles of initial ocean temperature and salinity in the initial
condition of the weak case.

The Strong TC Case

In the strong TC case, the TC is simulated in two phases. First, in a WRF-only model,

the TC starts from a stronger and bigger initial vortex (SST = 33◦C, Rmax = 80km,

Vmax = 50m/s) located in the middle of the domain (x = 250, y =200). There is no

background steering flow so the TC roughly maintains the initial location. It reaches

Category 5 stage (Vmax = 75m/s, Pmin = 890hPa) in 3 days.

Then the WRF model is coupled with a ROMS model with a warmer temperature

profile (Fig. 5.5) and an easterly steering flow of 6 m/s is added. The temperature

is based on the WOA dataset but is increased in the top 100 m such that SST is 33
◦C and T100m is 32 ◦C. The changes between the ocean surface and 100m are linearly

interpolated. The TC starts to move westward (with an average translation speed of

5.3 m/s) towards the coastline and makes landfall at Hour 52. The evolution is shown

in Fig. 5.4. After the coupling, the TC starts to decline. Same as in the weak case,
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Figure 5.4 The time evolution from the initial condition (T=0) of IPD, Pmin, Vmax

and R18 in the ‘truth’ of the weak and strong cases. The vertical dashed lines indicate
the second day which is studied.

the period of Hour 24 to Hour 48 is studied. The maximum wind speed during this

period is approximately 60 m/s (Category 4) and IPD is about 12 TW. The size of

the strong TC is much larger than the weak one and maintains around 210 km during

the second day.

5.3.2 The NoDA Run

The Ensemble Spread

It is important to have a reasonable spread in the initial ensembles for the data

assimilation and forecast. As described above, the true atmospheric state was perturbed

using the WRF-3DVAR package (Zhang et al., 2006, 2009) at Hour 12 after the

initialisation and the perturbed state coupled with the ROMS model for 9 hours to

generate the initial ensembles. The standard deviations of the ROMS and WRF model
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Figure 5.5 The vertical profiles of ocean temperature and salinity in the initial condition
of the strong case.
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Figure 5.6 The standard deviation of surface u (left) and v (right) currents at Hour 24
(i.e., 28 hours before landfall) in the strong TC case.

states in the strong case are shown in Fig. 5.6 and Fig. 5.7. The maximum spread

occurs near the centre of the cyclone, and is around 2.5 m/s for surface currents, 30

m/s for horizontal wind components and 20 hPa for surface pressure. In the weak TC

case, the pattern is similar (figure not shown) but the values are smaller. The spread
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Figure 5.7 Same with Fig. 5.6, but for the surface pressure and 10 m wind speed.

is approximately 1.5 m/s for surface currents, 20 m/s for horizontal wind components

and 15 hPa for surface pressure.

The Correlation

Forced by the strong wind stress of a tropical cyclone, the surface coastal currents

change significantly ahead of the TC centre (e.g. Glenn et al., 2016) (Fig. 5.2). In the

idealised swimming pool model in this study, the surface coastal currents and the TC

location and intensity (IPD) are highly correlated (Fig. 5.8). When the TC centre is

26-hour (approximately 400 km) away from the coastline, the correlation between the

currents and TC location is about 0.5 while that of the currents and IKE is about 0.3.

As the cyclone moves toward the coastline, the correlation increases and the coefficients

are as high as 0.5 for surface currents and IKE, and 0.7 for surface currents and TC

location. The correlation in the weak case shows a similar pattern, but the value is

lower (Fig. 5.9).
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Figure 5.8 The spatial distribution of the Pearson correlation coefficients of the coastal
currents in ROMS with IPD and longitude and latitude of the TC centre in the
NoDA ensemble of the strong case at different times (h). The TC is moving to the
left (westward). The x-axis is the from 5 to 200 km from the coast. The y-axis is the
distance (km) in the y-direction.
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Figure 5.9 The same as Fig. 5.8, but for the weak TC case.
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5.3.3 Vertical Localisation

The vertical localisation radius is usually determined by computing the error correlations

between the variables in two domains(e.g. Smith et al., 2017). Here we take TC3

as an example, the correlation between the surface ocean currents and the vertical

atmosphere temperature and wind profiles in the coastal region (Fig. 5.10) is high in

the bottom. The correlation between ocean currents and u wind is higher (up to 0.8)

and reach Level 15 to 20 (450 to 250 hPa). The correlation between other variables

are weaker and constraint to the lower levels. For instance, the correlation between

v currents and temperature is about 0.4 and is limited within the bottom 5 levels

(940 hPa). It is also noteworthy that the correlation depends on the location and the

distance to the TC. The correlation is weaker and more constraint to the bottom levels

as the location is further to the TC. Therefore the vertical localistion scale of 5 levels

is selected.
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Figure 5.10 The error correlation coefficient between surface u (upper panel), v (lower
panel) currents and the local atmosphere u, v, temperature (t), humidity (q) profiles.
The correlation is computed at the edge of the observation region (x = 500 km, y =
1000 km). The y-axis is the vertical levels in WRF. The x-axis is time (h in the second
day).
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5.3.4 Sensitivity Test

The data assimilation systems are sensitive to several filter parameters, including

the localisation radius, inflation factor and observation error. Here we first test the

sensitivity in a set of 13-hour data assimilation experiments in the weak TC case to

choose an optimum parameter combination. Because we are mainly interested in the

effect of data assimilation on TC intensity, we evaluate the performance using IPD.

Overall, the localisation radius of 700 km and the observation error of 10 cm/s are

optimal choices, while the inflation factor makes little difference.

Localisation Radius

We first test the sensitivity of the system to the horizontal localisation radius. In this

part, 3 localisation scales (350 km, 700 km and 1050 km) are tested with no inflation

and the observation error is set to 10 cm/s. An ensemble size of 40 is used to expedite

computation. The error of IPD (Fig. 5.11) suggests that the localisation scale plays an

important role in the performance of the assimilation system. Overall, the radius of 700

km produces the best results, while the error with 350 km is the highest. The spatial

pattern (figure not shown) suggests that although a too small localisation reduces the

error close to the coast, the structures of the TCs are impaired. On the other hand,

a too large radius makes less impact on the TC simulation. Therefore 750 km is an

optimal choice.

Observation Error

In this part, 3 observation errors (5 cm/s, 10 cm/s and 20 cm/s) are tested with the

localisation radius of 700 km and no inflation. An additional value (2 cm/s) is also

tested but some of the ensemble members blow up after 2 hours integration. Smaller

error value (5 cm/s) produces better results for some of the ensemble members but

inhibits the TC structure for other members, therefore the average error is higher. On
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Figure 5.11 The time evolution of the error (difference between the ‘truth’ and the
ensemble mean) of IPD during the 13-hour sensitivity tests with the localisation scales
of 350, 700 and 1050 km. No inflation factor is used in these tests and the observation
error is 10 cm/s.
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Figure 5.12 Same with Fig. 5.11, but for the tests with observation error of 5, 10 and
20 cm/s. No inflation factor is used in these tests and the localisation radius is 700 km.

the other hand, a bigger error (20 cm/s) does not improve the simulation. The overall

performance suggests that 10 cm/s is an optimal value. This is consistent with the

typical observation error of HF radars (Paduan and Washburn, 2013).
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Inflation Factor

In this part, 4 inflation factors (1, 1.1, 2 and 5) are tested. The inflation does not

change the data assimilation results significantly (Fig. 5.13). The error with higher

inflation is larger. The problem of high inflation is similar with that of low observation

error, that the TC structure is impeded although the simulation of coastal currents is

improved (figure not shown). This feature is different with some other systems in which

the observation is not limited within a relatively small region. Using an uncoupled

WRF model, Zhang et al. (2009) proposed a different inflation technique in which the

analysis is a combination of posterior and prior states. This technique could reduce

the imbalance but limits the effect of data assimilation. In the forecast experiment of

this study no inflation is used.
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Figure 5.13 Same with Fig. 5.11, but for the tests with inflation factor of 1 (no inflation),
1.1, 2 and 5. The localisation radius is 700 km and the observation error is 10 cm/s in
these tests.

5.3.5 The Data Assimilation and Forecast Experiments

In the data assimilation and forecast experiments, we first carry out three cycles of

hourly data assimilation, then the posterior state was used as initial conditions for the

following 24- and 12-hour forecasts.
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For the 24-hour forecast (Fig. 5.14), which is important for the decision makers,

the error of intensity reduces dramatically in the strong case. For instance, the error of

Vmax reduces by over 50% (from 7.1 m/s to 3.5 m/s). For the weak case, the error also

reduces but the magnitude is smaller (20%, from 1.4 m/s to 1.1 m/s). The results are

similar for IPD and the improvement in the strong case is 50% (from 1 to 0.5 TW),

while in the weak case it improves 30% (from 0.15 to 0.1 TW). As for Pmin, the error

in the strong case reduces by about 15% (21 to 18 hPa) while in the weak case the

improvement is marginal. However, the track forecast improves more for the weak TC,

in which the error decreases 30% from 15 km to 10 km, while in the strong TC case

the track forecast does not improve. During the data assimilation stage, when the TC

is 28 hours away from the coastline, the observations are far (over 300 km) from the

TC. Therefore the assimilation mainly affects the steering flow and track for the weak

TC but can affect the structure and intensity of the strong TC.

In the 12-hour forecast (Fig. 5.15), the maximum wind speeds do not change much

even when the coastal currents are assimilated. However, the error of IPD forecast

decreases by over 50% for the strong TC, indicating the structure is much better

predicted. The reason is that, when the cyclone is 16 hours (approximately 300 km)

away from the coastline, the strong TC (with R18 of about 210 km) covers much of the

ocean currents observation region and the localisation radius. Thus the TC is highly

correlated with the coastal currents (Fig. 5.8) and assimilation has a larger impact. As

for the weak TC, since the radius is much smaller (R18 is about 65 km), the size and

intensity have a smaller effect on coastal currents (Fig. 5.8).

5.4 Discussion and Conclusion

It is well known that the coastal surface currents respond to the approaching cyclones

and this response can be monitored by HF radars (e.g. Glenn et al., 2016). However, this

potentially useful observation is not assimilated in TC forecast systems. In this study
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Figure 5.14 The temporal evolution of the error (difference between the ‘truth’ and the
ensemble mean) of Vmax, Pmin, IPD and tracks during the 24-hour forecast for DA
and NoDA experiments in the strong (St) and weak (Wk) cases.

we develop a strongly-coupled data assimilation system using the Ensemble Adjustment

Kalman Filter (EAKF) and the Coupled-Ocean-Atmosphere-Wave-Sediment Transport

modeling system (COAWST) and assimilate synthetic surface coastal currents in an

idealized Observing System Simulation Experiment (OSSE). The effects are evaluated

in both weak (Category 2) and strong (Category 4) TC cases. By performing strongly-

coupled data assimilation, the ocean observations update the atmosphere state directly

via the cross-covariance matrix and leads to substantial benefit for TC forecasts.

The improvements of the 24-hour intensity (Vmax and IPD) forecast are as high

as 50% for the strong TC, and 20-30% for the weak one. There is also benefit on the

track forecast (30%) for the weak TC, but it is noteworthy that in these idealized

experiments, the errors of TC tracks (order of 10 km) are much lower than in the

real-time forecasts (order of 50 km (e.g. Yamaguchi et al., 2017)).
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Figure 5.15 Same with Fig. 5.14, but for the 12-hour forecast.

The error of Vmax reduces by 3.6 m/s for the strong TC, which is of the same order

of the average error in real-time forecasts of around 5 m/s (e.g. Goni et al., 2017). In

addition, HF radars can produce accurate measurements during TC landfall while much

of other ocean observing systems (e.g., Argo floats and gliders) are usually unavailable

or impacted. Halliwell et al. (2017a,b) pointed out that assimilating standard ocean

observations (e.g., sea surface temperature and sea level anomaly) produced a better

ocean state and could potentially improve TC forecast but the actual benefit was not

demonstrated. In a real-case study of Hurricane Gonzalo (2014, Category 4 with Vmax

over 60 m/s), Dong et al. (2017) found that underwater glider observations had no

effect on the TC forecast. However, the potential benefit of HF radar is demonstrated

here.

The results show that the assimilation of coastal currents can improve the structure

of the strong TC and the steering flow, thus it improves the forecast of the intensity
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for the strong (and large) TCs and the tracks for the weak (and small) ones. However,

more studies are needed to estimate the influence of other factors in real settings,

including the background ocean currents, combinations of different observations, the

bathymetry and the translation speed and size of the TC.

Ensemble data assimilation can generate the cross-domain background error covari-

ance automatically and the implementation of strongly-coupled data assimilation is

feasible. In addition, unlike other observations such as airborne profilers which need to

be deployed, the typical HF radar network is already immediately available to gather

observations (e.g. Paduan and Washburn, 2013). This work suggests potential benefits

of assimilating coastal current observations in coupled forecast systems.





Chapter 6

Conclusion and Future Work

6.1 Conclusion

Data assimilation provides an objective criterion for fusing observations with numerical

models to produce an estimate of the true state, which is a crucial step in providing an

optimal initial condition for atmosphere and ocean forecasting. Using the algorithms

provided by the Data Assimilation Research Testbed (DART), two ensemble-based

data assimilation systems have been developed in this thesis, one being a regional

ocean system, the other being a coupled tropical cyclone (TC) system.

The regional ocean system consists of DART and the Regional Ocean Modeling

System (ROMS). The system is applied to the South Australian Sea with 10 km

resolution, and the sea surface temperature (SST) and the sea surface height (SSH)

are assimilated. The errors of SST and SSH both reduce in the analysis. However,

assimilating SST deteriorates the overall estimation of SSH, especially in the winter

season. On the other hand, in the SSH assimilation experiment, the distribution of

SST is similar to the control run. The assimilation of both SST and SSH is similar to

just SST. One possible reason is that the number of SST observations is much higher

than SSH.
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The spurious waves caused by data assimilation usually degenerate the performance

of the data assimilation and forecast. We add a physical balance operator, including

the temperature-salinity, hydrostatic and geostrophic balance, to this regional ocean

system, to reduce the spurious waves. The effect is studied in both an idealised shallow

water model and the South Australian Sea system. For the shallow water model, the

balance operator decreases the error of sea surface height and velocities. It is also shown

that the benefit of the balance operator increases as the amplitude of SSH and wind

stress increase. For the South Australian Sea system, the estimations of both SSH and

temperature are improved, especially for the forecast, indicating a balanced posterior

state is important. The balance operator improves the estimation of ocean currents

significantly, assimilating SSH with the balance operator produces ocean currents that

are the most comparable with OSCAR dataset. The error of u and v is reduced by 27%

and 23% compared with the original data assimilation, and 40% to 50% compared with

the control run. The comparison with drifter derived surface currents shows similar

results. The error of temperature profiles against Argo data suggests assimilating

SSH with the balance operator produces the most realistic subsurface temperature

and salinity. A case study with a storm affecting this region shows that under high

wind forcing condition the the balance operator reduces the ageostrophic currents

significantly in both analysis and forecast. The results in all experiments performed in

this thesis suggest that the balance operator may be useful to implement generally in

ensemble based regional ocean data assimilation systems.

The TC system is a strongly-coupled data assimilation system, which consists

of DART, ROMS and the Weather Research and Forecasting (WRF) model. High-

frequency (HF) radars can provide high-resolution and frequent surface ocean currents

observations during the TC landfall. The synthetic observations are assimilated using

idealised Observing System Simulation Experiments, and the forecast performances for

weak (Category 2) and strong (Category 4) TCs are examined. Assimilating coastal



6.2 Future Work 115

surface currents improves the 24-hour forecasts of both intensity and track. For the

strong case, the errors of the maximum wind speed (Vmax) and the integrated power

dissipation (IPD) forecast reduce up to 50%. For the weak case, the improvements in

Vmax and IPD forecast are lower (20%), but the track forecast improves 30%. These

improvements are similar to the magnitude of the current operational TC forecast

error, so that assimilating HF radar observations could be a substantial benefit.

6.2 Future Work

This thesis uses a physical balance operator to reduce the spurious waves in a regional

ocean data assimilation system. In Chapter 5 a coupled data assimilation system is

developed, this brings up the following question, ‘is there imbalance in the coupled

system and, if so, how to reduce it?’ As shown in Chapter 4, the imbalance between

the atmospheric forcing and the ocean circulation could be amplified by the data

assimilation process and is a source of the spurious waves. Some studies have shown

that the coupled systems could also suffer from the spurious waves, since the ensemble

size is usually smaller and the model size is bigger than the uncoupled model (A.

Karspeck, personal communication). The balance between the atmosphere and the

ocean components can be studied using this coupled system. This would require the

development of a new balance operator, to include both oceanic and atmospheric

variables (such as velocity, temperature, humidity and pressure). However, the physical

relationship across the air-sea interface is not clear and statistical approaches (e.g., the

linear regression between air temperature and ocean temperature) may be needed.

For the uncoupled ocean model, as the model resolution increases, the balances

used in this thesis may breakdown (e.g. Vetra-Carvalho et al., 2012) and the balance

operator needs to be modified. Such efforts have been taken for the atmospheric

models (e.g. Honda et al., 2006) but have not been reported for the ocean models.

Future work is needed to investigate the balance for high-resolution model and design
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new approaches/balance operators. In addition, the hybrid data assimilation systems

have been developed (e.g. Wang et al., 2008a,b, 2013) recently and implemented

operationally (e.g. Clayton et al., 2013) as they combine the advantages of both

variational and sequential approaches (e.g. Hamill and Snyder, 2000; Lorenc, 2003b).

The application of the balance operator in the hybrid systems is also interesting. In

the hybrid systems, the balance operator should be applied simultaneously to the

variational and ensemble components, but the relative contributions of each component

with the balance operator are yet to be explored. A 4DVAR algorithm has already been

supported by ROMS (Moore et al., 2011a,b,c) and a ROMS hybrid data assimilation

system could be developed with which the balance issue can be studied.

The forecasts of TC intensity and tracks using an idealised case in Chapter 5. How-

ever, more studies are needed to estimate the influence of other factors in real settings,

including the background ocean currents, combinations of different observations, the

bathymetry and the translation speed and size of the TC. Future work is scheduled

to study the forecast skill using a regional coupled model for the South China Sea.

The proposed Observing System Simulated Experiments (OSSEs) include assimilation

of aircraft drop-sound real observations and synthetic ocean surface currents. New

high-Frequency radar could be deployed depending on the results of the OSSEs.
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