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Abstract

Research on ecology commonly involves the need to face datasets that contain extreme or
unusual observations. The presence of outliers during data analysis has been of concern
for researchers generating a lot of discussion on different methods and strategies on how
to deal with them and became a recurrent issue of interest in debate forums. Systematic
elimination or data transformation could lead to ignore important ecological processes and
draw wrong conclusions. The importance of coping with extreme observations during data
analysis in ecology becomes clear in the context of relevant environmental aspects such as
impact assessment, pest control, and biodiversity conservation. In those contexts, misinter-
pretation of results due to an incorrect processing of outliers may difficult decision making
or even lead to failing to adopt the best management program. In this work, I summarized
different approaches to deal with extreme observations such as outlier labeling, accom-
modation, and identification, using calculation and visualization methods, and provide a
conceptual workflow as a general overview for data analysis.
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A widespread method of inference in ecology relies on statistical hypothesis testing using
the mean and considering the standard deviation as a measure of the normal variation of
the studied processes. In this context, the likelihood of type-I and type-II error can be sig-
nificantly increased by extreme observations on the left and/or right side of the data distri-
bution altering the chances that the means to be compared have to be dissimilar, or if both
low and high deviant observations make the standard deviation increase (Cousineau and
Chartier 2010).

Data collected by or available for researchers in ecology usually contain unusual or
deviant observations that behave as extreme values, the so-called outliers. Generally speak-
ing, an outlier is an observation that differs so much from other observations as to arouse
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suspicion that it was generated by a different mechanism (Hawkins 1980). Cook (1979)
considered an observation as being influential if “important features of the analysis are
altered substantially when the observation is deleted” and those observations are candi-
dates that may cause model misspecification, biased parameter estimation, and incorrect
results (Ben-Gal 2005). In addition, a false outlier is a data point which occurs naturally in
the population but might even be identified by statistics as an outlier (Iglewicz and Hoaglin
1993; Rousseeuw and Hubert 2011).

In univariate regression analyses, outliers are commonly considered as points lying over
three standard deviations from either side of the regression line and having large residu-
als (Wiggins 2000), and multivariate outliers are cases with an unusual combination of
scores on two or more variables (Tabachnick and Fidell 1996). The main question towards
data analysis and interpretation is whether or not such points actually represent influential
observations and whether they should be dropped from the dataset or not, since although
outliers are often considered as an error or noise, they may carry relevant ecological
information. There is a huge amount of technical information on how to deal with outli-
ers among literature mostly provided by books focused on data analysis. Here, an easy-to-
follow conceptual workflow for extreme observation management during data exploration
is provided by gathering different approaches following Cleveland (1993), Iglewicz and
Hoaglin (1993), Osborne and Overbay (2004), Zuur et al. (2009, 2010), Manoj and Kannan
(2013) and Kannan et al. (2015) (Fig. 1).

In order to avoid drawing wrong interpretations and conclusions, a first data exploration
in this context should filter out any typing mistakes, identify possible outliers, and may
also provide some ideas about how to conduct subsequent data analyses (Zuur et al. 2009).

Firstly, in order to flag extreme observations, both visual and calculation methods can
be used to label potential outliers. Visual methods such as the classical boxplots (that con-
sider the interquartile range to highlight very large or very small values), as well as Cleve-
land dotplots (each dot represents a quantitative value according to a categorical variable),
allow taking a quick view on how observations deviate from the mass of dots. On the other
hand, among calculation methods, the labeling can be done using:

— The Z-score method that uses the mean and standard deviation as:

. i
Z = s

score

where X; ~N(u,6°), and s = 1/ ﬁ Y, X; — X, so that Z-scores exceeding 3 in absolute

value could represent potential outliers.

— The modified Z-scores method, using the median and the median of the absolute devia-
tion (MAD) as:

MAD = median|x; — X|,

where X is the sample median, then M; = w where E(MAD)=0.675¢ for large
normal data, and if [M;1>3.5 the observation is labeled as outlier.

— The median absolute deviation (MADe) method, using the median and median absolute
deviation as:

2MAD Method = Median + 2MAD,,
or 3MAD Method = Median + 3MAD,,
and MAD = median |x; — median(x)|, i = 1,2, ...,n,
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Fig.1 A conceptual workflow to deal with outliers during data exploration

where MAD,=1.483 X MAD is an estimator of the spread in a dataset similar to the
standard deviation for large normal data being a robust measure of central tendency.

— The Tukey’s method uses the interquartile range to filter out very large or small numbers
as follows by constructing a bulk of data that leaves out the potential outliers.

Low outliers = Q; — 1.5 Qs — Q; = Q; — 1.5 IQR,
and High outliers = Q, + 1.5 03 — 0, = 0, + 1.5I0R,

where Q, is the first quartile, Q5 is the third quartile and IQR is the interquartile
range.

Once extreme observations have been detected within a dataset and these are suspected of
being outliers, those extreme values that could move the data to an inappropriate distribu-
tional model for subsequent analysis must be identified. This can be done by testing if the
target observation behaves as an outlier in the data distribution using methods such as:

— The Grubb’s test
It is based on the following hypothesis contrast:
H,: The dataset does not contain outliers; H;: At least a single outlier is present
within the dataset.
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The Grubb’s statistic is calculated as G = max %Y1 Where Y; is the target observation,

Y is the sample mean and s is the standard deviation. According to the selected signifi-
cance (@), G is compared with the critical value of the Grubb’s test.
— The quartile method
Consist in calculating the upper quartile (Q3), the lower quartile (Q1) and the gap
between them, H=Q3 — Q1, then an observation lower than Q1 — 1.5 H and higher
than Q3+ 1.5XH can be considered a mild outlier, whereas it would be considered an
extreme outlier if it is lower than Q1 — 3 X H and higher than Q3 +3x H.
— The Dixon’s test
It can be applied for small sample sizes (n <40) under different criteria for samples
contamined with “location” or “scalar” errors (see Dixon 1950 for detailed mathemati-
cal explanation), and consist in marking an observation X, as outlier if the statistic R
exceeds the selected significance level (a).
— The Hampel’s method
Consist in calculating the median (Me) of the dataset and the deviation from the
median (r;) for each observation as r;=(x; — M,), where x; is an observation and Me the
median, then the median of r; is calculated as Me), |, and if |r;] >4.5x% Me),. | then the
observation can be considered an outlier.
— The generalized ESD (extreme Studentized deviate) test
It requires an upper bound r and is based on the hypothesis contrast: Hy: Outliers
were not found in the dataset; H,: There are up to r outliers in the dataset.
It consists in removing sequentially the observation that maximizes |x; — X| and cal-
culating R; = M until r observations have been removed from the dataset (see
details on the critical region in Manoj and Kannan 2013).

Also, the leverage (that tells how different an individual observation is compared to
the other observations of the explanatory variables) and the Cook’s distance (that in linear
regression gives information on the variation of the regression parameters if the observa-
tions were sequentially omitted one by one telling how influential an observation is on the
estimated parameters) can be used to assess whether an extreme observation is or not an
influential observation.

Finally, regarding when to drop or not extreme observations, final decisions largely
depend on the researcher and the work objective, however, removing observations must
be in any case justified (Wiggins 2000). Iglewicz and Hoaglin (1993) suggested that if the
cause of the outlier could not be identified, the observation should be included in the data
analysis. Also, if the outlier carries important ecological information it should be retained
in the dataset as well.

In these cases, different accommodation methods allow performing robust analyses
based on the mean by censoring extreme observations at both ends of the sample such as
the use of a trimmed mean, Windsorized mean, least trimmed squares and least median of
squares, or applying Windsorized regression or non-parametric analysis (see Osborne and
Overbay 2004).

Although more laborious, providing the results with and without outliers could help to
uncover the causes and consequences of the extreme observations by comparing the inter-
pretation of results in both situations (i.e. data analysis including and excluding outliers).
This approach can help unmasking ecological processes that could be involved in the gen-
eration of the atypical observations, and it is probably worth to try it if not regarding publi-
cation at least to ensure that reliable conclusions are drawn.
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Iglewicz and Hoaglin (1993) stated that one of the most common sources of outliers is
recording errors (mechanical or human). Of course, data recording and management are
intrinsically susceptible to error and entails the additional problem for subsequent users of
having no information about how the data was collected and the extent to which it could
contain errors or misinterpretations (Morgan 2004). In addition, outliers can also come
from different natural situations such as changes in the system behavior or through natural
deviation in populations (Hodge and Austin 2004).

Lintott and Mathews (2018) demonstrated that the misapplication of basic statistics
such as the mean can have important implications for assessing environmental risk due
to extreme observations, and suggested that an overinflated estimate of bat activity or
the underestimation of habitat usage could lead to unnecessary or insufficient mitigation
actions respectively within the Environmental Impact Assessments context. Another
example in which extreme observations play an important role is the pest control in
agroecosystems. Pest outbreaks are defined by the phenology of the key species and
they are strongly influenced by environmental conditions (Tonnang et al. 2017). Consid-
ering the variation of the pest population abundance along time, it is clear that extreme
observations correspond to pest outbreaks and encompass the most relevant ecological
information in order to develop phenological models towards pest outbreak prediction.
Moreover, considering research on the species’ natural history, several examples can
be regarded involving clear extreme observations such as dispersal and recolonization
events (e.g. Oberg et al. 2008) and natural occurring blooms (e.g. Smith and Daniels
2018) involving important environmental concerns.

The systematic application of a data exploration process to deal with extreme obser-
vations such as the proposed in this work prior to data analysis could help researchers to
minimize the risk of misinterpretation of results due to the presence of outliers in their
datasets and thus to maximize the accuracy on their data interpretation and conclusions.
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