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#### Abstract

The class of matrix optimization problems (MOPs) has been recognized in recent years to be a powerful tool to model many important applications involving structured low rank matrices within and beyond the optimization community. This trend can be credited to some extent to the exciting developments in emerging fields such as compressed sensing. The Löwner operator, which generates a matrix valued function via applying a single-variable function to each of the singular values of a matrix, has played an important role for a long time in solving matrix optimization problems. However, the classical theory developed for the Löwner operator has become inadequate in these recent applications. The main objective of this paper is to provide necessary theoretical foundations from the perspectives of designing efficient numerical methods for solving MOPs. We achieve this goal by introducing and conducting a thorough study on a new class of matrix valued functions, coined as spectral operators of matrices. Several fundamental properties of spectral operators, including the well-definedness, continuity, directional differentiability and Fréchet-differentiability are systematically studied.
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## 1 Introduction

In this paper, we introduce a class of matrix valued functions, to be called spectral operators of matrices. This class of matrix valued functions frequently arises in various applications such as

[^0]matrix optimization problems (MOPs). MOPs have recently been found to have many important applications involving matrix norm approximation, matrix completion, rank minimization, graph theory, machine learning, and etc. [17, 45, 46, 38, 22, 2, 3, 4, 6, 47, 10, 28, 15, 18]. A simple class of MOPs takes the form of
\[

$$
\begin{align*}
& \min f_{0}(X)+f(X) \\
& \text { s.t. } \mathscr{A} X=b, \quad X \in \mathscr{X}, \tag{1}
\end{align*}
$$
\]

where $\mathscr{X}$ is the real Euclidean vector space of real/complex matrices over the scalar field of real numbers $\mathbb{R}, f_{0}: \mathscr{X} \rightarrow \mathbb{R}$ is continuously differentiable with a Lipschitzian gradient, $f: \mathscr{X} \rightarrow$ $(-\infty, \infty]$ is a closed proper convex function, $\mathscr{A}: \mathscr{X} \rightarrow \mathbb{R}^{p}$ is a linear operator, and $b \in \mathbb{R}^{p}$. By taking $\mathscr{X}=\mathbb{S}^{m}$, the real vector subspace of $m \times m$ real symmetric or complex Hermitian matrices, $f_{0}(X)=\langle C, X\rangle:=\operatorname{Re}\left(\operatorname{trace}\left(C^{\mathbb{T}} X\right)\right)$, and $f=\delta_{\mathbb{S}_{+}^{m}}$, the convex indicator function of the positive semidefinite matrix cone $\mathbb{S}_{+}^{m}$, one recovers semidefinite programming (SDP) [44]. Here $C^{\mathbb{T}}$ is either the transpose or the conjugate transpose depending on whether $C$ is a real or complex matrix. By [39, Corollary 28.3.1] and [33], the Karush-Kuhn-Tucker (KKT) conditions of (1) are equivalent to the following Lipschitzian system of equations

$$
\left[\begin{array}{c}
\nabla f_{0}(X)-\mathscr{A}^{*} y+\Gamma \\
\mathscr{A} X-b \\
X-P_{f}(X+\Gamma)
\end{array}\right]=0
$$

where $P_{f}: \mathscr{X} \rightarrow \mathscr{X}$ is the proximal mapping of $f$ at $X$ from convex analysis [39], i.e.,

$$
\begin{equation*}
P_{f}(X):=\operatorname{argmin}_{Y \in \mathscr{X}}\left\{f(Y)+\frac{1}{2}\|Y-X\|^{2}\right\}, \quad X \in \mathscr{X} . \tag{2}
\end{equation*}
$$

The optimal value function (denoted by $\psi_{f}$ ) for the minimization problem in 2 is called the Moreau-Yosida regularization of $f$. It is continuously differentiable with the Lipschitzian gradient $\nabla \psi_{f}(X)=X-P_{f}(X)$. The proximal mappings form one of the most important classes of spectral operators of matrices, and the differential properties of $P_{f}$ plays a crucial role in the algorithmic designs of MOPs, see e.g., [51, 7, 26].

Proximal mappings of unitarily invariant proper closed convex functions belong to a class of matrix functions studied previously in two seminal papers by Lewis [21], and Lewis and Sendov [23]. In [21], Lewis defined a Hermitian matrix valued function by using the gradient mapping $g(\cdot)=\nabla \phi(\cdot): \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ of a symmetric function $\phi: \mathbb{R}^{m} \rightarrow(-\infty, \infty]$. The corresponding Hermitian matrix valued function $G: \mathbb{S}^{m} \rightarrow \mathbb{S}^{m}$ is defined by $G(Y)=\sum_{i=1}^{m} g_{i}(\lambda(Y)) p_{i} p_{i}^{\mathbb{T}}$, where $\left\{p_{1}, \ldots, p_{m}\right\}$ forms an orthonormal basis of $\mathbb{R}^{m}\left(\right.$ or $\left.\mathbb{C}^{m}\right)$ and $\lambda: \mathbb{S}^{m} \rightarrow \mathbb{R}^{m}$ is the mapping of the ordered eigenvalues of a Hermitian matrix satisfying $\lambda_{1}(Y) \geq \lambda_{2}(Y) \geq \ldots \geq \lambda_{m}(Y)$ for $Y \in \mathbb{S}^{m}$. Properties of $G$ such as conditions assuring its (continuous) differentiability are well studied in [21,23]. The (strong) semismoothness [30, 37] of $G$ is studied in [36]. Note that if the function $g$ has the form $g(y)=\left(h\left(y_{1}\right), \ldots, h\left(y_{m}\right)\right) \forall y \in \mathbb{R}^{m}$ for a given function $h: \mathbb{R} \rightarrow \mathbb{R}$, then the corresponding Hermitian matrix valued function $G$ is called Löwner's (Hermitian) operator [27] (see e.g., [8,43] for more details).

In the potentially non-Hermitian case, i.e., $\mathscr{X}=\mathbb{V}^{m \times n}$, where $\mathbb{V}^{m \times n}$ is either $\mathbb{R}^{m \times n}$ or $\mathbb{C}^{m \times n}$ with $m \leq n$, the mapping $g$ above is assumed to be the gradient mapping of an absolutely symmetric function $\phi$, that is, $\phi(x)=\phi(Q x)$ for any $x \in \mathbb{R}^{m}$ and any signed permutation matrix $Q$, i.e., an $m \times m$ matrix each of whose rows and columns has one nonzero entry which is $\pm 1$. In [20], Lewis studied the corresponding matrix valued function $G(Y)=\sum_{i=1}^{m} g_{i}(\sigma(Y)) u_{i} v_{i}^{\mathbb{T}}$ for $Y \in \mathbb{V}^{m \times n}$, where $\left\{u_{1}, \ldots, u_{m}\right\}$ and $\left\{v_{1}, \ldots, v_{m}\right\}$ are two orthonormal bases of $\mathbb{R}^{m}$ (or $\mathbb{C}^{m}$ ) and $\sigma$ is the mapping of the ordered singular values of matrices (see also [24] for more details). The related properties of Löwner's (non-Hermitian) operators are studied by Yang [50]. The
spectral operators of matrices considered here go well beyond proximal mappings, and so the theoretical results of this paper are not covered by the previously mentioned works [21, 23, 36, 50]. More general spectral operators have been used and played a pivotal role in the study of the low-rank matrix completion problems with fixed basis coefficients [29], where a non-traditional spectral operator $G$ was introduced as the rank-correction function. It is shown in [29, 24-26] that this spectral operator does not arise from either a proximal mapping or gradient mapping of an absolutely symmetric function.

Our main contributions here consist of defining a new class of matrix valued functions involving both Hermitian/symmetric and non-Hermitian/non-symmetric complex/real matrices, which we call spectral operators of matrices and providing the first extensive study of their first- and second-order properties, including the well-definedness, continuity, directional differentiability, and Fréchet-differentiability. We believe that these results are fundamental for both the computational and theoretical study of the general MOPs, based on the recent exciting progress made in solving the SDP problems [41, 43, 51, 49, 13, 40, 5, 32], in which the Löwner operator plays an essential role in the algorithmic design. Therefore, it is expected that the theoretical results for spectral operators established here will shed new light on both designing efficient numerical methods for solving large scale MOPs and conducting second-order variational analysis of the general MOPs.

The remaining parts of this paper are organized as follows. In Section2, we give the definition of spectral operators of matrices and study their well-definedness. We study the continuity, directional and Fréchet-differentiability of spectral operators defined on the single matrix space $\mathbb{V}^{m \times n}$ in Section 3. In Section 4, we extend the corresponding results to spectral operators defined on the Cartesian product of several matrix spaces. We conclude our paper in the final section. Below are some common notations and symbols to be used:

- For any $X \in \mathbb{V}^{m \times n}$, we denote by $X_{i j}$ the $(i, j)$-th entry of $X$ and $x_{j}$ the $j$-th column of $X$. Let $I \subseteq\{1, \ldots, m\}$ and $J \subseteq\{1, \ldots, n\}$ be two index sets. We use $X_{J}$ to denote the sub-matrix of $X$ obtained by removing all the columns of $X$ not in $J$ and $X_{I J}$ to denote the $|I| \times|J|$ sub-matrix of $X$ obtained by removing all the rows of $X$ not in $I$ and all the columns of $X$ not in $J$.
- For $X \in \mathbb{V}^{m \times m}, \operatorname{diag}(X)$ denotes the column vector consisting of all the diagonal entries of $X$ being arranged from the first to the last. For $x \in \mathbb{R}^{m}, \operatorname{Diag}(x)$ denotes the $m \times m$ diagonal matrix whose $i$-th diagonal entry is $x_{i}, i=1, \ldots, m$.
- We use " $\circ$ " to denote the usual Hadamard product between two matrices, i.e., for any two matrices $A$ and $B$ in $\mathbb{V}^{m \times n}$ the $(i, j)$-th entry of $Z:=A \circ B \in \mathbb{V}^{m \times n}$ is $Z_{i j}=A_{i j} B_{i j}$.
- For any given vector $y \in \mathbb{R}^{m}$, let $|y|^{\downarrow}$ be the vector of entries of $|y|=\left(|y|_{1}, \ldots,|y|_{m}\right)$ being arranged in the non-increasing order $|y|_{1}^{\downarrow} \geq \ldots \geq|y|_{m}^{\downarrow}$.
- Let $\mathbb{O}^{p}(p=m, n)$ be the set of $p \times p$ orthogonal/unitary matrices. Denote $\mathbb{P}^{p}$ and $\pm \mathbb{P}^{p}$ the sets of all $p \times p$ permutation matrices and signed permutation matrices, respectively. For any $Y \in \mathbb{S}^{m}$ and $Z \in \mathbb{V}^{m \times n}$, we use $\mathbb{O}^{m}(Y)$ to denote the set of all $m \times m$ orthogonal matrices $P$ satisfying the eigenvalue decomposition of $Y$ and use $\mathbb{O}^{m, n}(Z)$ to denote the set of orthogonal matrix pairs $(U, V)$ satisfying the singular value decomposition, respectively.


## 2 Spectral operators of matrices

In this section, we will first define the spectral operators on the Cartesian product of several real or complex matrix spaces. The study of spectral operators under this general setting is not only useful but also necessary. In fact, spectral operators defined on the Cartesian product of several matrix spaces appear naturally in the study of the differentiability of spectral operators, even if they are only defined on a single matrix space (see the discussion below). Moreover,
the spectral operators used in many applications are defined on the Cartesian product of several matrix spaces. See, e.g., [14]48] for more details.

Let $s$ be a positive integer and $0 \leq s_{0} \leq s$ be a nonnegative integer. For given positive integers $m_{1}, \ldots, m_{s}$ and $n_{s_{0}+1}, \ldots, n_{s}$, define the real vector space $\mathscr{X}$ by $\mathscr{X}:=\mathbb{S}^{m_{1}} \times \ldots \times$ $\mathbb{S}^{m_{s_{0}}} \times \mathbb{V}^{m_{s_{0}+1} \times n_{s_{0}+1}} \times \ldots \times \mathbb{V}^{m_{s} \times n_{s}}$. Without loss of generality, we assume that $m_{k} \leq n_{k}, k=$ $s_{0}+1, \ldots, s$. For any $X=\left(X_{1}, \ldots, X_{s}\right) \in \mathscr{X}$, we have for $1 \leq k \leq s_{0}, X_{k} \in \mathbb{S}^{m_{k}}$ and $s_{0}+1 \leq$ $k \leq s, X_{k} \in \mathbb{V}^{m_{k} \times n_{k}}$. Denote $\mathscr{Y}:=\mathbb{R}^{m_{1}} \times \ldots \times \mathbb{R}^{m_{s_{0}}} \times \mathbb{R}^{m_{s}} \times \ldots \times \mathbb{R}^{m_{s}}$. For any $X \in \mathscr{X}$, define $\kappa(X) \in \mathscr{Y}$ by $\kappa(X):=\left(\lambda\left(X_{1}\right), \ldots, \lambda\left(X_{s_{0}}\right), \sigma\left(X_{s_{0}+1}\right), \ldots, \sigma\left(X_{s}\right)\right)$. Define the set $\mathscr{P}$ by $\mathscr{P}:=$ $\left\{\left(Q_{1}, \ldots, Q_{s}\right) \mid Q_{k} \in \mathbb{P}^{m_{k}}, 1 \leq k \leq s_{0}\right.$ and $\left.Q_{k} \in \pm \mathbb{P}^{m_{k}}, s_{0}+1 \leq k \leq s\right\}$. Let $g: \mathscr{Y} \rightarrow \mathscr{Y}$ be a given mapping. For any $x=\left(x_{1}, \ldots, x_{s}\right) \in \mathscr{Y}$ with $x_{k} \in \mathbb{R}^{m_{k}}$, we write $g(x) \in \mathscr{Y}$ in the form $g(x)=$ $\left(g_{1}(x), \ldots, g_{s}(x)\right)$ with $g_{k}(x) \in \mathbb{R}^{m_{k}}$ for $1 \leq k \leq s$.
Definition 1 The given mapping $g: \mathscr{Y} \rightarrow \mathscr{Y}$ is said to be mixed symmetric, with respect to $\mathscr{P}$, at $x=\left(x_{1}, \ldots, x_{s}\right) \in \mathscr{Y}$ with $x_{k} \in \mathbb{R}^{m_{k}}$, if

$$
\begin{equation*}
g\left(Q_{1} x_{1}, \ldots, Q_{s} x_{s}\right)=\left(Q_{1} g_{1}(x), \ldots, Q_{s} g_{s}(x)\right) \quad \forall\left(Q_{1}, \ldots, Q_{s}\right) \in \mathscr{P} . \tag{3}
\end{equation*}
$$

The mapping $g$ is said to be mixed symmetric, with respect to $\mathscr{P}$, over a set $\mathscr{D} \subseteq \mathscr{Y}$ if (3) holds for every $x \in \mathscr{D}$. We call $g$ a mixed symmetric mapping, with respect to $\mathscr{P}$, if (3) holds for every $x \in \mathscr{Y}$.

Note that for each $k \in\{1, \ldots, s\}$, the function value $g_{k}(x) \in \mathbb{R}^{m_{k}}$ is dependent on all $x_{1}, \ldots, x_{s}$. When there is no danger of confusion, in later discussions we often drop "with respect to $\mathscr{P}$ " from Definition 1. The following result on $g$ can be checked directly from the definition.
Proposition 1 Suppose that the mapping $g: \mathscr{Y} \rightarrow \mathscr{Y}$ is mixed symmetric at $x=\left(x_{1}, \ldots, x_{s}\right) \in \mathscr{Y}$ with $x_{k} \in \mathbb{R}^{m_{k}}$. Then, for all $1 \leq k \leq s$ and any $i, j \in\left\{1, \ldots, m_{k}\right\},\left(g_{k}(x)\right)_{i}=\left(g_{k}(x)\right)_{j}$ if $\left(x_{k}\right)_{i}=$ $\left(x_{k}\right)_{j}$ and for all $s_{0}+1 \leq k \leq s$ and any $i \in\left\{1, \ldots, m_{k}\right\},\left(g_{k}(x)\right)_{i}=0$ if $\left(x_{k}\right)_{i}=0$.

Let $\mathscr{N}$ be a given nonempty set in $\mathscr{X}$. Define $\kappa_{\mathcal{N}}:=\{\kappa(X) \in \mathscr{Y} \mid X \in \mathscr{N}\}$.
Definition 2 Suppose that $g: \mathscr{Y} \rightarrow \mathscr{Y}$ is mixed symmetric on $\kappa_{\mathcal{N}}$. The spectral operator $G$ : $\mathscr{N} \rightarrow \mathscr{X}$ with respect to $g$ is defined by $G(X):=\left(G_{1}(X), \ldots, G_{s}(X)\right), \quad X=\left(X_{1}, \ldots, X_{s}\right) \in \mathscr{N}$ with

$$
G_{k}(X):=\left\{\begin{array}{ll}
P_{k} \operatorname{Diag}\left(g_{k}(\kappa(X))\right) P_{k}^{\mathbb{T}} & \text { if } 1 \leq k \leq s_{0}, \\
U_{k}\left[\operatorname{Diag}\left(g_{k}(\kappa(X))\right)^{2}\right. & 0] V_{k}^{\mathbb{T}}
\end{array} \text { if } s_{0}+1 \leq k \leq s, ~ \$\right.
$$

where $P_{k} \in \mathbb{O}^{m_{k}}\left(X_{k}\right), 1 \leq k \leq s_{0},\left(U_{k}, V_{k}\right) \in \mathbb{O}^{m_{k}, n_{k}}\left(X_{k}\right), s_{0}+1 \leq k \leq s$.
Before showing that spectral operators are well-defined, it is worth mentioning that for the case that $\mathscr{X} \equiv \mathbb{S}^{m}\left(\right.$ or $\mathbb{V}^{m \times n}$ ) if $g$ has the form $g(y)=\left(h\left(y_{1}\right), \ldots, h\left(y_{m}\right)\right) \in \mathbb{R}^{m}$ with $y_{i} \in \mathbb{R}$ for some given scalar valued functional $h: \mathbb{R} \rightarrow \mathbb{R}$, then the corresponding spectral operator $G$ is called the Löwner operator [43] in recognition of Löwner's original contribution on this topic in [27] (or the Löwner non-Hermitian operator [50] if $h(0)=0$ ).

Let $\bar{Y} \in \mathbb{S}^{m}$ be given. Let $\bar{\mu}_{1}>\bar{\mu}_{2}>\ldots>\bar{\mu}_{r}$ denote the distinct eigenvalues of $\bar{Y}$. Define the index sets $\alpha_{l}:=\left\{i \mid \lambda_{i}(\bar{Y})=\bar{\mu}_{l}, 1 \leq i \leq m\right\}, l=1, \ldots, r$. Let $\Lambda(\bar{Y})$ be the $m \times m$ diagonal matrix whose $i$-th diagonal entry is $\lambda_{i}(\bar{Y})$. Then, the following elementary property on the eigenvalue decomposition of $\bar{Y}$ can be checked directly.

[^1]Proposition 2 The matrix $Q \in \mathbb{O}^{m}$ satisfies $Q \Lambda(\bar{Y})=\Lambda(\bar{Y}) Q$ if and only if there exist $Q_{l} \in$ $\mathbb{( O}^{\left|\alpha_{l}\right|}, l=1, \ldots, r$ such that $Q$ is a block diagonal matrix whose $l$-th diagonal block is $Q_{l}$, i.e., $Q=\operatorname{Diag}\left(Q_{1}, Q_{2}, \ldots, Q_{r}\right)$.

Let $\bar{Z} \in \mathbb{V}^{m \times n}$ be given. We use $\bar{v}_{1}>\bar{v}_{2}>\ldots>\bar{v}_{r}>0$ to denote the nonzero distinct singular values of $\bar{Z}$. Let $a_{l}, l=1, \ldots, r, a, b$ and $c$ be the index sets defined by

$$
\begin{align*}
& a_{l}:=\left\{i \mid \sigma_{i}(\bar{Z})=\bar{v}_{l}, 1 \leq i \leq m\right\}, \quad l=1, \ldots, r, \quad a:=\left\{i \mid \sigma_{i}(\bar{Z})>0,1 \leq i \leq m\right\} \\
& b:=\left\{i \mid \sigma_{i}(\bar{Z})=0,1 \leq i \leq m\right\} \quad \text { and } \quad c:=\{m+1, \ldots, n\} \tag{4}
\end{align*}
$$

By combining Propositions 1 and 2 and [14, Proposition 5] with the mixed symmetric property of $g$, one can check the following result on the well-definedness of spectral operators readily. For simplicity, we omit the detailed proofs here.

Theorem 1 Let $g: \mathscr{Y} \rightarrow \mathscr{Y}$ be mixed symmetric on $\kappa_{\mathscr{N}}$. Then the spectral operator $G: \mathscr{N} \rightarrow \mathscr{X}$ defined in Definition 2] with respect to $g$ is well-defined.

## 3 Continuity, directional and Fréchet differentiability

In this section, we will first focus on the study of spectral operators for the case that $\mathscr{X} \equiv \mathbb{V}^{m \times n}$. The corresponding extensions for the spectral operators defined on the general Cartesian product of several matrix spaces will be presented in Section 4. Let $\mathscr{N}$ be a given nonempty open set in $\mathbb{V}^{m \times n}$. Suppose that $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is mixed symmetric, with respect to $\mathscr{P} \equiv \pm \mathbb{P}^{m}$ (called absolutely symmetric in this case), on an open set $\hat{\sigma}_{\mathscr{N}}$ in $\mathbb{R}^{m}$ containing $\sigma_{\mathscr{N}}:=\{\sigma(X) \mid X \in \mathscr{N}\}$. The spectral operator $G: \mathscr{N} \rightarrow \mathbb{V}^{m \times n}$ with respect to $g$ defined in Definition 2 then takes the form of $G(X)=U[\operatorname{Diag}(g(\sigma(X))) \quad 0] V^{\mathbb{T}}, X \in \mathscr{N}$, where $(U, V) \in \mathbb{O}^{m, n}(X)$. For the given $\bar{X} \in \mathscr{N}$, consider the singular value decomposition (SVD) for $\bar{X}$, i.e.,

$$
\bar{X}=\bar{U}\left[\begin{array}{ll}
\Sigma(\bar{X}) & 0 \tag{5}
\end{array}\right] \bar{V}^{\mathbb{T}}
$$

where $\Sigma(\bar{X})$ is an $m \times m$ diagonal matrix whose $i$-th diagonal entry is $\sigma_{i}(\bar{X}), \bar{U} \in \mathbb{O}^{m}$ and $\bar{V}=$ $\left[\begin{array}{ll}\bar{V}_{1} & \bar{V}_{2}\end{array}\right] \in \mathbb{O}^{n}$ with $\bar{V}_{1} \in \mathbb{V}^{n \times m}$ and $\bar{V}_{2} \in \mathbb{V}^{n \times(n-m)}$. Let $\bar{\sigma}:=\sigma(\bar{X}) \in \mathbb{R}^{m}$. Let $a, b, c, a_{l}, l=$ $1, \ldots, r$ be the index sets defined by 4$\}$ with $\bar{Z}$ being replaced by $\bar{X}$. Denote $\bar{a}:=\{1, \ldots, n\} \backslash a$. For each $i \in\{1, \ldots, m\}$, we also define $l_{i}(\bar{X})$ to be the number of singular values which are equal to $\sigma_{i}(\bar{X})$ but are ranked before $i$ (including $i$ ), and $\tilde{l}_{i}(\bar{X})$ to be the number of singular values which are equal to $\sigma_{i}(\bar{X})$ but are ranked after $i$ (excluding $i$ ), i.e., define $l_{i}(\bar{X})$ and $\tilde{l}_{i}(\bar{X})$ such that

$$
\begin{align*}
& \sigma_{1}(\bar{X}) \geq \ldots \geq \sigma_{i-l_{i}(\bar{X})}(\bar{X})>\sigma_{i-l_{i}(\bar{X})+1}(\bar{X})=\ldots=\sigma_{i}(\bar{X})=\ldots=\sigma_{i+\tilde{l}_{i}(\bar{X})}(\bar{X}) \\
> & \sigma_{i+\tilde{l}_{i}(\bar{X})+1}(\bar{X}) \geq \ldots \geq \sigma_{m}(\bar{X}) \tag{6}
\end{align*}
$$

In later discussions, when the dependence of $l_{i}$ and $\tilde{l}_{i}$ on $\bar{X}$ is clear from the context, we often drop $\bar{X}$ from these notations for convenience. We define two linear matrix operators $S: \mathbb{V}^{p \times p} \rightarrow \mathbb{S}^{p}$, $T: \mathbb{V}^{p \times p} \rightarrow \mathbb{V} p \times p$ by

$$
\begin{equation*}
S(Y):=\frac{1}{2}\left(Y+Y^{\mathbb{T}}\right), \quad T(Y):=\frac{1}{2}\left(Y-Y^{\mathbb{T}}\right), \quad Y \in \mathbb{V}^{p \times p} \tag{7}
\end{equation*}
$$

Next, we introduce some notations which are used in later discussions. For any given $X \in \mathscr{N}$, let $\sigma=\sigma(X)$. For the mapping $g$, we define three matrices $\mathscr{E}_{1}^{0}(\sigma), \mathscr{E}_{2}^{0}(\sigma) \in \mathbb{R}^{m \times m}$ and $\mathscr{F}^{0}(\sigma) \in$ $\mathbb{R}^{m \times(n-m)}$ (depending on $X \in \mathscr{N}$ ) by

$$
\begin{align*}
\left(\mathscr{E}_{1}^{0}(\sigma)\right)_{i j} & :=\left\{\begin{array}{ll}
\left(g_{i}(\sigma)-g_{j}(\sigma)\right) /\left(\sigma_{i}-\sigma_{j}\right) & \text { if } \sigma_{i} \neq \sigma_{j}, \\
0 & \text { otherwise },
\end{array} \quad i, j \in\{1, \ldots, m\},\right.  \tag{8}\\
\left(\mathscr{E}_{2}^{0}(\sigma)\right)_{i j} & :=\left\{\begin{array}{ll}
\left(g_{i}(\sigma)+g_{j}(\sigma)\right) /\left(\sigma_{i}+\sigma_{j}\right) & \text { if } \sigma_{i}+\sigma_{j} \neq 0, \\
0 & \text { otherwise },
\end{array} \quad i, j \in\{1, \ldots, m\},\right.  \tag{9}\\
\left(\mathscr{F}^{0}(\sigma)\right)_{i j} & :=\left\{\begin{array}{ll}
g_{i}(\sigma) / \sigma_{i} & \text { if } \sigma_{i} \neq 0, \\
0 & \text { otherwise },
\end{array} \quad i \in\{1, \ldots, m\}, \quad j \in\{1, \ldots, n-m\}\right. \tag{10}
\end{align*}
$$

When the dependence of $\mathscr{E}_{1}^{0}(\sigma), \mathscr{E}_{2}^{0}(\sigma)$ and $\mathscr{F}^{0}(\sigma)$ on $\sigma$ is clear from the context, we often drop $\sigma$ from these notations. In particular, let $\overline{\mathscr{E}}_{1}^{0}, \overline{\mathscr{E}}_{2}^{0} \in \mathbb{V}^{m \times m}$ and $\overline{\mathscr{F}}^{0} \in \mathbb{V}^{m \times(n-m)}$ be the matrices defined by $(8)-10$, with respect to $\bar{\sigma}=\sigma(\bar{X})$. Since $g$ is absolutely symmetric at $\bar{\sigma}$, we know that for all $i \in a_{l}, 1 \leq l \leq r$, the function values $g_{i}(\bar{\sigma})$ are the same (denoted by $\bar{g}_{l}$ ). Therefore, for any $X \in \mathscr{N}$, define

$$
\begin{equation*}
G_{S}(X):=\sum_{l=1}^{r} \bar{g}_{l} \mathscr{U}_{l}(X) \quad \text { and } \quad G_{R}(X):=G(X)-G_{S}(X) \tag{11}
\end{equation*}
$$

where $\mathscr{U}_{l}(X):=\sum_{i \in a_{l}} u_{i} v_{i}^{\mathbb{T}}$ with $\mathbb{O}^{m, n}(X)$. The following lemma on the differentiablity of $G_{S}$ follows from the derivative formula of Löwner's Hermitian operators (see e.g., [1]). By constructing a special Löwner's non-Hermitian operator and employing the relationship between the SVD of a given $X \in \mathbb{V}^{m \times n}$ and the eigenvalue decomposition of its extended symmetric counterpart $\left[\begin{array}{cc}0 & X \\ X^{\mathbb{T}} & 0\end{array}\right] \in \mathbb{S}^{m+n}$, one can derive the corresponding derivative formula of $\mathscr{U}_{l}$, especially the three components $\mathscr{E}_{1}^{0}(\sigma), \mathscr{E}_{2}^{0}(\sigma)$ and $\mathscr{F}^{0}(\sigma)$ defined by (8)-10) (see [25] Section 5.1] for details).
Lemma 1 Let $G_{S}: \mathscr{N} \rightarrow \mathbb{V}^{m \times n}$ be defined by $(\sqrt{11)}$. Then, there exists an open neighborhood $\mathscr{B}$ of $\bar{X}$ in $\mathscr{N}$ such that $G_{S}$ is twice continuously differentiable on $\mathscr{B}$, and for any $\mathbb{V}^{m \times n} \ni H \rightarrow 0$, $G_{S}(\bar{X}+H)-G_{S}(\bar{X})=G_{S}^{\prime}(\bar{X}) H+O\left(\|H\|^{2}\right)$ with

$$
\begin{equation*}
G_{S}^{\prime}(\bar{X}) H=\bar{U}\left[\mathscr{E}_{1}^{0} \circ S\left(\bar{U}^{\mathbb{T}} H \bar{V}_{1}\right)+\overline{\mathscr{E}}_{2}^{0} \circ T\left(\bar{U}^{\mathbb{T}} H \bar{V}_{1}\right) \quad \overline{\mathscr{F}}^{0} \circ\left(\bar{U}^{\mathbb{T}} H \bar{V}_{2}\right)\right] \bar{V}^{\mathbb{T}} \tag{12}
\end{equation*}
$$

Lemma 1 says that in an open neighborhood of $\bar{X}, G$ can be decomposed into a "smooth part" $G_{S}$ plus a "nonsmooth part" $G_{R}$. As we will see in the later developments, this decomposition simplifies many of our proofs.

Next, we will first study the continuity of spectral operators. The following simple observation essentially follows from the absolutely symmetric property of $g$ on $\hat{\sigma}_{\mathcal{N}}$, directly.

Proposition 3 Let $U \in \mathbb{O}^{m}$ and $V=\left[\begin{array}{ll}V_{1} & V_{2}\end{array}\right] \in \mathbb{O}^{n}$ with $V_{1} \in \mathbb{V}^{n \times m}$ and $V_{2} \in \mathbb{V}^{n \times(n-m)}$ be given. Let $y \in \hat{\sigma}_{\mathscr{N}}$. Then, for $Y:=U[\operatorname{Diag}(y) \quad 0] V^{\mathbb{T}}$ it always holds that $G(Y)=U[\operatorname{Diag}(g(y)) 0] V^{\mathbb{T}}=$ $U \operatorname{Diag}(g(y)) V_{1}^{\mathbb{T}}$.

Proof. Let $P \in \pm \mathbb{P}^{m}$ be a signed permutation matrix such that $P y=|y|^{\downarrow}$. Then, we know that $\sigma(Y)=|y|^{\downarrow}$ and $Y$ has the following SVD

$$
Y=U\left[\begin{array}{ll}
P^{\mathbb{T}} \operatorname{Diag}\left(|y|^{\downarrow}\right) W & 0
\end{array}\right] V^{\mathbb{T}}=U P^{\mathbb{T}}\left[\begin{array}{ll}
\operatorname{Diag}\left(|y|^{\downarrow}\right) & 0
\end{array}\right]\left[\begin{array}{ll}
V_{1} W^{\mathbb{T}} & V_{2}
\end{array}\right]^{\mathbb{T}}
$$

where $W:=|P| \in \mathbb{P}^{m}$ is the $m$ by $m$ permutation matrix whose $(i, j)$-th element is the absolute value of the $(i, j)$-th element of $P$. Then, we know from Definition 2 that

$$
G(Y)=U P^{\mathbb{T}}\left[\operatorname{Diag}\left(g\left(|y|^{\downarrow}\right)\right) 0\right]\left[\begin{array}{ll}
V_{1} W^{\mathbb{T}} & V_{2}
\end{array}\right]^{\mathbb{T}}
$$

Since $g$ is absolutely symmetric at $y$, one has $\operatorname{Diag}\left(g\left(|y|^{\downarrow}\right)\right)=\operatorname{Diag}(g(P y))=\operatorname{Diag}(P g(y))=$ $P \operatorname{Diag}(g(y)) W^{\mathbb{T}}$. Thus, $G(Y)=U P^{\mathbb{T}}\left[P \operatorname{Diag}(g(y)) W^{\mathbb{T}} \quad 0\right]\left[\begin{array}{lll}V_{1} W^{\mathbb{T}} & V_{2}\end{array}\right]^{\mathbb{T}}=U[\operatorname{Diag}(g(y)) 0] V^{\mathbb{T}}$, which proves the conclusion.

By using [14, Proposition 7], we have the following result on the continuity of the spectral operator $G$.
Theorem 2 Suppose that $\bar{X} \in \mathscr{N}$ has the SVD (5). The spectral operator $G$ is continuous at $\bar{X}$ if and only if $g$ is continuous at $\sigma(\bar{X})$.

Proof. " $\Longleftarrow "$ Let $X \in \mathscr{N}$. Denote $H=X-\bar{X}$ and $\sigma=\sigma(X)$. Let $U \in \mathbb{O}^{m}$ and $V \in \mathbb{O}^{n}$ be such that $X=\bar{X}+H=U\left[\begin{array}{ll}\Sigma(X) & 0\end{array}\right] V^{\mathbb{T}}$. Then, we know from (5) that $\left[\begin{array}{cc}\Sigma(\bar{X}) & 0\end{array}\right]+\bar{U}^{\mathbb{T}} H \bar{V}=$ $\bar{U}^{\mathbb{T}} U\left[\begin{array}{ll}\Sigma(X) & 0\end{array}\right] V^{\mathbb{T}} \bar{V}$. It follows from [14, (31) in Proposition 7] that for any $X$ sufficiently close to $\bar{X}$, there exist $Q \in \mathbb{O}^{|a|}, Q^{\prime} \in \mathbb{O}^{|b|}$ and $Q^{\prime \prime} \in \mathbb{O}^{n-|a|}$ such that

$$
\bar{U}^{\mathbb{T}} U=\left[\begin{array}{cc}
Q & 0  \tag{13}\\
0 & Q^{\prime}
\end{array}\right]+O(\|H\|) \quad \text { and } \quad \bar{V}^{\mathbb{T}} V=\left[\begin{array}{cc}
Q & 0 \\
0 & Q^{\prime \prime}
\end{array}\right]+O(\|H\|)
$$

where $Q=\operatorname{Diag}\left(Q_{1}, Q_{2}, \ldots, Q_{r}\right), Q_{l} \in \mathbb{O}^{\left|a_{l}\right|}$. On the other hand, from the definition of the spectral operator $G$ one has $U^{\mathbb{T}}(G(X)-G(\bar{X})) V=[\operatorname{Diag}(g(\sigma)) \quad 0]-U^{\mathbb{T}} \bar{U}[\operatorname{Diag}(g(\bar{\sigma})) \quad 0] \bar{V}^{\mathbb{T}} V$. Thus, we obtain from (13) and Proposition 1 that for any $X$ sufficiently close to $\bar{X}, U^{\mathbb{T}}(G(X)-$ $G(\bar{X})) V=[\operatorname{Diag}(g(\sigma)-g(\bar{\sigma})) \quad 0]+O(\|H\|)$. Therefore, since $g$ is assumed to be continuous at $\bar{\sigma}$, we can conclude that the spectral operator $G$ is continuous at $\bar{X}$.
$" \Longrightarrow "$ Suppose that $G$ is continuous at $\bar{X}$. Let $(\bar{U}, \bar{V}) \in \mathbb{O}^{m \times n}(\bar{X})$ be fixed. Choose any $\sigma \in$ $\hat{\sigma}_{\mathscr{N}}$ and denote $X:=\bar{U}[\operatorname{Diag}(\sigma) \quad 0] \bar{V}^{\mathbb{T}}$. It follows from Proposition 3 that $G(X)=\bar{U} \operatorname{Diag}(g(\sigma)) \bar{V}_{1}^{\mathbb{T}}$ and $\operatorname{Diag}(g(\sigma)-g(\bar{\sigma}))=\bar{U}^{\mathbb{T}}(G(X)-G(\bar{X})) \bar{V}_{1}$. Hence, we know from the assumption that $g$ is continuous at $\bar{\sigma}$.

Secondly, we study the directional differentiability of spectral operators. Let $\mathscr{Z}$ and $\mathscr{Z}^{\prime}$ be two finite dimensional real Euclidean spaces and $\mathscr{O}$ be an open set in $\mathscr{Z}$. A function $F: \mathscr{O} \subseteq$ $\mathscr{Z} \rightarrow \mathscr{Z}^{\prime}$ is said to be Hadamard directionally differentiable at $z \in \mathscr{O}$ if the limit

$$
\begin{equation*}
\lim _{t \downarrow 0, h^{\prime} \rightarrow h} \frac{F\left(z+t h^{\prime}\right)-F(z)}{t} \quad \text { exists for any } h \in \mathscr{Z} . \tag{14}
\end{equation*}
$$

It is clear that if $F$ is Hadamard directionally differentiable at $z$, then $F$ is directionally differentiable at $z$, and the limit in (14) equals the directional derivative $F^{\prime}(z ; h)$ for any $h \in \mathscr{Z}$.

Assume that the $g$ is directionally differentiable at $\bar{\sigma}$. Then, from the definition of directional derivative and the absolutely symmetry of $g$ on the nonempty open set $\hat{\sigma}_{\mathscr{N}}$, it is easy to see that the directional derivative $g^{\prime}(\bar{\sigma} ; \cdot): \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ satisfies

$$
\begin{equation*}
g^{\prime}(\bar{\sigma} ; Q h)=Q g^{\prime}(\bar{\sigma} ; h) \quad \forall Q \in \pm \mathbb{P}_{\bar{\sigma}}^{m} \quad \text { and } \quad \forall h \in \mathbb{R}^{m} \tag{15}
\end{equation*}
$$

where $\pm \mathbb{P}_{\bar{\sigma}}^{m}$ is the subset defined with respect to $\bar{\sigma}$ by $\pm \mathbb{P}_{\bar{\sigma}}^{m}:=\left\{Q \in \pm \mathbb{P}^{m} \mid \bar{\sigma}=Q \bar{\sigma}\right\}$. Since $\bar{\sigma}_{i} \neq \bar{\sigma}_{j}>0$ if $i \in a_{l}$ and $j \in a_{l^{\prime}}$ for all $l, l^{\prime}=1, \ldots, r$ with $l \neq l^{\prime}$, we know that $Q \in \pm \mathbb{P} \overline{\bar{\sigma}}$ if and only if

$$
\begin{equation*}
Q=\operatorname{Diag}\left(Q_{1}, \ldots, Q_{r}, Q_{r+1}\right) \quad \text { with } \quad Q_{l} \in \mathbb{P}^{\left|a_{l}\right|}, \quad l=1, \ldots, r \quad \text { and } \quad Q_{r+1} \in \pm \mathbb{P}^{|b|} \tag{16}
\end{equation*}
$$

Denote $\mathscr{V}:=\mathbb{R}^{\left|a_{1}\right|} \times \ldots \times \mathbb{R}^{\left|a_{r}\right|} \times \mathbb{R}^{|b|}$. For any $h \in \mathscr{V}$, we rewrite $g^{\prime}(\bar{\sigma} ; h)$ in the following form $\phi(h):=g^{\prime}(\bar{\sigma} ; h)=\left(\phi_{1}(h), \ldots, \phi_{r}(h), \phi_{r+1}(h)\right)$ with $\phi_{l}(h) \in \mathbb{R}^{\left|a_{l}\right|}, l=1, \ldots, r$ and $\phi_{r+1}(h) \in \mathbb{R}^{|b|}$. Therefore, it follows from (15) and (16) that the function $\phi: \mathscr{V} \rightarrow \mathscr{V}$ is a mixed symmetric mapping, with respect to $\mathbb{P}^{\left|a_{1}\right|} \times \ldots \times \mathbb{P}^{\left|a_{r}\right|} \times \pm \mathbb{P}^{|b|}$. Let $\mathscr{W}:=\mathbb{S}^{\left|a_{1}\right|} \times \ldots \times \mathbb{S}^{\left|a_{r}\right|} \times \mathbb{V}^{|b| \times(n-|a|)}$. Define the spectral operator $\Phi: \mathscr{W} \rightarrow \mathscr{W}$ with respect to the mixed symmetric mapping $\phi$ as follows: for any $W=\left(W_{1}, \ldots, W_{r}, W_{r+1}\right) \in \mathscr{W}$,

$$
\begin{equation*}
\Phi(W):=\left(\Phi_{1}(W), \ldots, \Phi_{r}(W), \Phi_{r+1}(W)\right) \tag{17}
\end{equation*}
$$

with $\Phi_{l}(W)=\widetilde{P}_{l} \operatorname{Diag}\left(\phi_{l}(\kappa(W))\right) \widetilde{P}_{l}^{\mathbb{T}}$ if $1 \leq l \leq r$ and $\Phi_{l}(W)=\widetilde{M} \operatorname{Diag}\left(\phi_{l}(\kappa(W))\right) \widetilde{N}_{1}^{\mathbb{T}}$ if $l=r+1$, where $\kappa(W):=\left(\lambda\left(W_{1}\right), \ldots, \lambda\left(W_{r}\right), \sigma\left(W_{r+1}\right)\right) \in \mathbb{R}^{m} ; \widetilde{P}_{l} \in \mathbb{O}^{\left|a_{l}\right|}\left(W_{l}\right)$; and $(\widetilde{M}, \widetilde{N}) \in \mathbb{O}^{|b|, n-|a|}\left(W_{r+1}\right)$, $\widetilde{N}:=\left[\begin{array}{cc}\widetilde{N}_{1} & \widetilde{N}_{2}\end{array}\right]$ with $\widetilde{N}_{1} \in \mathbb{V}^{(n-|a|) \times|b|}, \widetilde{N}_{2} \in \mathbb{V}^{(n-|a|) \times(n-m)}$. From Theorem 1 , we know that $\Phi$ is well defined on $\mathscr{W}$.

In order to present the directional differentiability results for the spectral operator $G$, we define the following first divided directional difference $g^{[1]}(\bar{X} ; H) \in \mathbb{V}^{m \times n}$ of $g$ at $\bar{X}$ along the direction $H \in \mathbb{V}^{m \times n}$ by

$$
\begin{equation*}
g^{[1]}(\bar{X} ; H):=\left[\overline{\mathscr{E}}_{1}^{0} \circ S\left(\bar{U}^{\mathbb{T}} H \bar{V}_{1}\right)+\overline{\mathscr{E}}_{2}^{0} \circ T\left(\bar{U}^{\mathbb{T}} H \bar{V}_{1}\right) \quad \overline{\mathscr{F}}^{0} \circ \bar{U}^{\mathbb{T}} H \bar{V}_{2}\right]+\widehat{\Phi}(D(H)) \tag{18}
\end{equation*}
$$

where $\overline{\mathscr{E}}_{1}^{0}, \overline{\mathscr{E}}_{2}^{0}, \overline{\mathscr{F}}^{0}$ are defined as in (8)-10) at $\bar{\sigma}=\sigma(\bar{X})$,

$$
\begin{equation*}
D(H):=\left(S\left(\bar{U}_{a_{1}}^{\mathbb{T}} H \bar{V}_{a_{1}}\right), \ldots, S\left(\bar{U}_{a_{r}}^{\mathbb{T}} H \bar{V}_{a_{r}}\right), \bar{U}_{b}^{\mathbb{T}} H\left[\bar{V}_{b} \quad \bar{V}_{2}\right]\right) \in \mathscr{W} \tag{19}
\end{equation*}
$$

and for any $W=\left(W_{1}, \ldots, W_{r}, W_{r+1}\right) \in \mathscr{W}, \widehat{\Phi}(W) \in \mathbb{V}^{m \times n}$ is defined by

$$
\widehat{\Phi}(W):=\left[\begin{array}{cc}
\operatorname{Diag}\left(\Phi_{1}(W), \ldots, \Phi_{r}(W)\right) & 0  \tag{20}\\
0 & \Phi_{r+1}(W)
\end{array}\right]
$$

For the directional differentiability of the spectral operator $G$, we have the following result.
Theorem 3 Suppose that $\bar{X} \in \mathscr{N}$ has the SVD (5). The spectral operator $G$ is Hadamard directionally differentiable at $\bar{X}$ if and only if $g$ is Hadamard directionally differentiable at $\bar{\sigma}=\sigma(\bar{X})$. In that case, the directional derivative of $G$ at $\bar{X}$ along any direction $H \in \mathbb{V}^{m \times n}$ is given by

$$
\begin{equation*}
G^{\prime}(\bar{X} ; H)=\bar{U} g^{[1]}(\bar{X} ; H) \bar{V}^{\mathbb{T}} \tag{21}
\end{equation*}
$$

Proof. " $\Longleftarrow "$ Let $H \in \mathbb{V}^{m \times n}$ be any given direction. For any $\mathbb{V}^{m \times n} \ni H^{\prime} \rightarrow H$ and $\tau>0$, denote $X:=\bar{X}+\tau H^{\prime}$. Consider the SVD of $X$, i.e.,

$$
\begin{equation*}
X=U[\Sigma(X) \quad 0] V^{\mathbb{T}} \tag{22}
\end{equation*}
$$

Denote $\sigma=\sigma(X)$. For $\tau$ and $H^{\prime}$ sufficiently close to 0 and $H$, let $G_{S}$ and $G_{R}$ be the mappings defined in 11 . Then, by Lemma 1, we know that

$$
\begin{equation*}
\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{1}{\tau}\left(G_{S}(X)-G_{S}(\bar{X})\right)=G_{S}^{\prime}(\bar{X}) H \tag{23}
\end{equation*}
$$

where $G_{S}^{\prime}(\bar{X}) H$ is given by $(12)$. On the other hand, for $\tau$ and $H^{\prime}$ sufficiently close to 0 and $H$, we have $\mathscr{U}_{l}(X)=\sum_{i \in a_{l}} u_{i} v_{i}^{\mathbb{T}}, l=1, \ldots, r$ and

$$
\begin{equation*}
G_{R}(X)=G(X)-G_{S}(X)=\sum_{l=1}^{r} \sum_{i \in a_{l}}\left[g_{i}(\sigma)-g_{i}(\bar{\sigma})\right] u_{i} v_{i}^{\mathbb{T}}+\sum_{i \in b} g_{i}(\sigma) u_{i} v_{i}^{\mathbb{T}} \tag{24}
\end{equation*}
$$

For $\tau$ and $H^{\prime}$ sufficiently close to 0 and $H$, denote $\Delta_{l}\left(\tau, H^{\prime}\right)=\frac{1}{\tau} \sum_{i \in a_{l}}\left[g_{i}(\sigma)-g_{i}(\bar{\sigma})\right] u_{i} v_{i}^{\mathbb{T}}, l=$ $1, \ldots, r$ and $\Delta_{r+1}\left(\tau, H^{\prime}\right)=\frac{1}{\tau} \sum_{i \in b} g_{i}(\sigma) u_{i} v_{i}^{\mathbb{T}}$.

Firstly, consider the case that $\bar{X}=\left[\begin{array}{ll}\Sigma(\bar{X}) & 0\end{array}\right]$. Then, from the directional differentiability of the singular value functions (see e.g., [25, Section 5.1] or [14, Proposition 6]), we know that for any $\tau$ and $H^{\prime} \in \mathbb{V}^{m \times n}$ sufficiently close to 0 and $H$,

$$
\begin{equation*}
\sigma(X)=\sigma(\bar{X})+\tau \sigma^{\prime}\left(\bar{X} ; H^{\prime}\right)+O\left(\tau^{2}\left\|H^{\prime}\right\|^{2}\right) \tag{25}
\end{equation*}
$$

where $\left(\sigma^{\prime}\left(\bar{X} ; H^{\prime}\right)\right)_{a_{l}}=\lambda\left(S\left(H_{a_{l} a_{l}}^{\prime}\right)\right), l=1, \ldots, r$ and $\left(\sigma^{\prime}\left(\bar{X} ; H^{\prime}\right)\right)_{b}=\sigma\left(\left[\begin{array}{ll}H_{b b}^{\prime} & H_{b c}^{\prime}\end{array}\right]\right)$. Denote $h^{\prime}:=$ $\sigma^{\prime}\left(\bar{X} ; H^{\prime}\right)$ and $h:=\sigma^{\prime}(\bar{X} ; H)$. By using the fact that the singular value functions of a general matrix are globally Lipschitz continuous, we know that

$$
\begin{equation*}
\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H}\left(h^{\prime}+O\left(\tau\left\|H^{\prime}\right\|^{2}\right)\right)=h \tag{26}
\end{equation*}
$$

Since $g$ is assumed to be Hadamard directionally differentiable at $\bar{\sigma}$, we have

$$
\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{g(\sigma)-g(\bar{\sigma})}{\tau}=\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{1}{\tau}\left[g\left(\bar{\sigma}+\tau\left(h^{\prime}+O\left(\tau\left\|H^{\prime}\right\|^{2}\right)\right)\right)-g(\bar{\sigma})\right]=g^{\prime}(\bar{\sigma} ; h)=\phi(h),
$$

where $\phi \equiv g^{\prime}(\bar{\sigma} ; \cdot): \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ satisfies the condition 15 . By noting that $u_{i} v_{i}^{\mathbb{T}}, i=1, \ldots, m$ are uniformly bounded, we know that for $\tau$ and $H^{\prime}$ sufficiently close to 0 and $H, \Delta_{l}\left(\tau, H^{\prime}\right)=$ $U_{a_{l}} \operatorname{Diag}\left(\phi_{l}(h)\right) V_{a_{l}}^{\mathbb{T}}+o(1), l=1, \ldots, r$ and $\Delta_{r+1}\left(\tau, H^{\prime}\right)=U_{b} \operatorname{Diag}\left(\phi_{r+1}(h)\right) V_{b}^{\mathbb{T}}+o(1)$. By [14, (31) in Proposition 7], we obtain that there exist $Q_{l} \in \mathbb{O}^{\left|a_{l}\right|}, l=1, \ldots, r, M \in \mathbb{O}^{|b|}$ and $N=$ $\left[\begin{array}{ll}N_{1} & N_{2}\end{array}\right] \in \mathbb{O}^{n-|a|}$ with $N_{1} \in \mathbb{V}^{(n-|a|) \times|b|}$ and $N_{2} \in \mathbb{V}^{(n-|a|) \times(n-m)}$ (depending on $\tau$ and $H^{\prime}$ ) such that

$$
\begin{aligned}
& U_{a_{l}}=\left[\begin{array}{c}
O\left(\tau\left\|H^{\prime}\right\|\right) \\
Q_{l}+O\left(\tau\left\|H^{\prime}\right\|\right) \\
O\left(\tau\left\|H^{\prime}\right\|\right)
\end{array}\right], \quad V_{a_{l}}=\left[\begin{array}{c}
O\left(\tau\left\|H^{\prime}\right\|\right) \\
Q_{l}+O\left(\tau\left\|H^{\prime}\right\|\right) \\
O\left(\tau\left\|H^{\prime}\right\|\right)
\end{array}\right] l=1, \ldots, r, \\
& U_{b}=\left[\begin{array}{c}
O\left(\tau\left\|H^{\prime}\right\|\right) \\
M+O\left(\tau\left\|H^{\prime}\right\|\right)
\end{array}\right], \quad\left[\begin{array}{ll}
V_{b} & V_{c}
\end{array}\right]=\left[\begin{array}{c}
O\left(\tau\left\|H^{\prime}\right\|\right) \\
N+O\left(\tau\left\|H^{\prime}\right\|\right)
\end{array}\right] .
\end{aligned}
$$

Thus, we have

$$
\begin{align*}
\Delta_{l}\left(\tau, H^{\prime}\right) & =\left[\begin{array}{lcc}
0 & 0 & 0 \\
0 & Q_{l} \operatorname{Diag}\left(\phi_{l}(h)\right) Q_{l}^{\mathbb{T}} & 0 \\
0 & 0 & 0
\end{array}\right]+O\left(\tau\left\|H^{\prime}\right\|\right)+o(1), \quad l=1, \ldots, r,  \tag{27}\\
\Delta_{r+1}\left(\tau, H^{\prime}\right) & =\left[\begin{array}{lll}
0 & 0 & M \operatorname{Diag}\left(\phi_{r+1}(h)\right) N_{1}^{\mathbb{T}}
\end{array}\right]+O\left(\tau\left\|H^{\prime}\right\|\right)+o(1) . \tag{28}
\end{align*}
$$

We know from [14, (32) and (33) in Proposition 7] that

$$
\begin{align*}
S\left(H_{a_{l} a_{l}}^{\prime}\right) & =S\left(H_{a_{l} a_{l}}\right)+o(1)=\frac{1}{\tau} Q_{l}\left[\Sigma(X)_{a_{l} a_{l}}-\bar{v}_{l} I_{\left.\mid a_{l}\right]}\right] Q_{l}^{\mathbb{T}}+O\left(\tau\left\|H^{\prime}\right\|^{2}\right), \quad l=1, \ldots, r,  \tag{29}\\
{\left[\begin{array}{ll}
H_{b b}^{\prime} & H_{b c}^{\prime}
\end{array}\right] } & =\left[\begin{array}{ll}
H_{b b} & H_{b c}
\end{array}\right]+o(1)=\frac{1}{\tau} M\left[\Sigma(X)_{b b}-\bar{v}_{r+1} I_{\mid b}\right] N_{1}^{\mathbb{T}}+O\left(\tau\left\|H^{\prime}\right\|^{2}\right) . \tag{30}
\end{align*}
$$

Since $Q_{l}, l=1, \ldots, r, M$ and $N$ are uniformly bounded, by taking subsequences if necessary, we may assume that when $\tau \downarrow 0$ and $H^{\prime} \rightarrow H, Q_{l}, M$ and $N$ converge to $\widetilde{Q}_{l}, \widetilde{M}$ and $\widetilde{N}$, respectively. Therefore, by taking limits in 29) and 30p, we obtain from 25) and 26) that $S\left(H_{a_{l} a_{l}}\right)=$ $\widetilde{Q}_{l} \Lambda\left(S\left(H_{a_{l} a_{l}}\right)\right) \widetilde{Q}_{l}^{\mathbb{T}}, l=1, \ldots, r$ and $\left[\begin{array}{ll}H_{b b} & H_{b c}\end{array}\right]=\widetilde{M}\left[\begin{array}{lll}\Sigma\left(\left[\begin{array}{cc}H_{b b} & H_{b c}\end{array}\right]\right) & 0\end{array}\right] \widetilde{N}^{\mathbb{T}}=\widetilde{M} \Sigma\left(\left[\begin{array}{ll}H_{b b} & H_{b c}\end{array}\right]\right) \widetilde{N}_{1}^{\mathbb{T}}$. Hence, by using the notation (17), we know from (24), (27), 28) and 20) that

$$
\begin{equation*}
\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{1}{\tau} G_{R}(X)=\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \sum_{l=1}^{r+1} \Delta_{l}\left(\tau, H^{\prime}\right)=\widehat{\Phi}(D(H)) \tag{31}
\end{equation*}
$$

where $D(H)=\left(S\left(H_{a_{1} a_{1}}\right), \ldots, S\left(H_{a_{r} a_{r}}\right), H_{b \bar{a}}\right)$.
To prove the conclusion for the general case of $\bar{X}$, rewrite 22 as

$$
\left[\begin{array}{ll}
\Sigma(\bar{X}) & 0
\end{array}\right]+\bar{U}^{\mathbb{T}} H^{\prime} \bar{V}=\bar{U}^{\mathbb{T}} U[\Sigma(X) \quad 0] V^{\mathbb{T}} \bar{V}
$$

Let $\widetilde{U}:=\bar{U}^{\mathbb{T}} U, \widetilde{V}:=\bar{V}^{\mathbb{T}} V$ and $\widetilde{H}=\bar{U}^{\mathbb{T}} H \bar{V}$. Denote $\widetilde{X}:=\left[\begin{array}{ll}\Sigma(\bar{X}) & 0\end{array}\right]+\bar{U}^{\mathbb{T}} H^{\prime} \bar{V}$. Then, we obtain that $G_{R}(X)=\bar{U} G_{R}(\widetilde{X}) \bar{V}^{\mathbb{T}}$. Thus, we know from 31) that

$$
\begin{equation*}
\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{1}{\tau} G_{R}(X)=\bar{U} \widehat{\Phi}(D(\widetilde{H})) \bar{V}^{\mathbb{T}} \tag{32}
\end{equation*}
$$

Therefore, by combining 23 and 32 and noting that $G(\bar{X})=G_{S}(\bar{X})$, we obtain that for any given $H \in \mathbb{V}^{m \times n}$,

$$
\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{G(X)-G(\bar{X})}{\tau}=\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{G_{S}(X)-G_{S}(\bar{X})+G_{R}(X)}{\tau}=\bar{U} g^{[1]}(\bar{X} ; \widetilde{H}) \bar{V}^{\mathbb{T}}
$$

where $g^{[1]}(\bar{X} ; \widetilde{H})$ is given by $\sqrt[18]{ }$ ). This implies that $G$ is Hadamard directionally differentiable at $\bar{X}$ and 21) holds.
$" \Longrightarrow "$ Suppose that $G$ is Hadamard directionally differentiable at $\bar{X}$. Let $(\bar{U}, \bar{V}) \in \mathbb{O}^{m \times n}(\bar{X})$ be fixed. For any given direction $h \in \mathbb{R}^{m}$, suppose that $\mathbb{R}^{m} \ni h^{\prime} \rightarrow h$. Denote $H^{\prime}:=\bar{U}\left[\operatorname{Diag}\left(h^{\prime}\right) 0\right] \bar{V}^{\mathbb{T}}$ and $H:=\bar{U}[\operatorname{Diag}(h) \quad 0] \bar{V}^{\mathbb{T}}$. Then, we have $H^{\prime} \rightarrow H$ as $h^{\prime} \rightarrow h$. Since for all $\tau>0$ and $h^{\prime}$ sufficiently close to 0 and $h, \sigma:=\bar{\sigma}+\tau h^{\prime} \in \hat{\sigma}_{\mathscr{N}}$, we know from Proposition 3 that for all $\tau>0$ and $h^{\prime}$ sufficiently close to 0 and $h, G\left(\bar{X}+\tau H^{\prime}\right)=\bar{U} \operatorname{Diag}\left(g\left(\bar{\sigma}+\tau h^{\prime}\right)\right) \bar{V}_{1}^{\mathbb{T}}$. This implies that $\operatorname{Diag}\left(\lim _{\tau \downarrow 0, h^{\prime} \rightarrow h} \frac{g\left(\bar{\sigma}+\tau h^{\prime}\right)-g(\bar{\sigma})}{\tau}\right)=\bar{U}^{\mathbb{T}}\left(\lim _{\tau \downarrow 0, H^{\prime} \rightarrow H} \frac{G\left(\bar{X}+\tau H^{\prime}\right)-G(\bar{X})}{\tau}\right) \bar{V}_{1}$. Thus, we know from the assumption that $\lim _{\tau \downarrow 0, h^{\prime} \rightarrow h} \frac{g\left(\bar{\sigma}+\tau h^{\prime}\right)-g(\bar{\sigma})}{\tau}$ exists and that $g$ is Hadamard directionally differentiable at $\bar{\sigma}$.

Remark 1 Note that for a general spectral operator $G$, we cannot obtain the directional differentiability at $\bar{X}$ if we only assume that $g$ is directionally differentiable at $\sigma(\bar{X})$. In fact, a counterexample can be found in [21]. However, since $\mathbb{V}^{m \times n}$ is a finite dimensional Euclidean space, it is well-known that for locally Lipschitz continuous functions, the directional differentiability in the sense of Hadamard and Gâteaux are equivalent (see e.g. [34, Theorem 1.13], [11, Lemma 3.2], [16, p.259]). Therefore, if $G$ and $g$ are locally Lipschitz continuous near $\bar{X}$ and $\sigma(\bar{X})$, respectively (e.g., the proximal mapping $P_{f}$ and its vector counterpart $P_{\theta}$ ), then $G$ is directionally differentiable at $\bar{X}$ if and only if $g$ is directionally differentiable at $\sigma(\bar{X})$.

Finally, we shall study the Fréchet differentiability of spectral operators. For a given $X \in \mathscr{N}$, suppose that the given absolutely symmetric mapping $g$ is F (réchet)-differentiable at $\sigma=\sigma(X)$. The following results on the Jacobian matrix $g^{\prime}(\sigma)$ can be obtained directly from the assumed absolute symmetry of $g$ on $\hat{\sigma}_{\mathscr{N}}$ and the block structure (16) for any $Q \in \pm \mathbb{P}_{\sigma}^{m}$.

Lemma 2 For any $X \in \mathscr{N}$, suppose that $g$ is F-differentiable at $\sigma=\sigma(X)$. Then, the Jacobian matrix $g^{\prime}(\sigma)$ has the following property $g^{\prime}(\sigma)=Q^{\mathbb{T}} g^{\prime}(\sigma) Q$ for any $Q \in \pm \mathbb{P}_{\sigma}^{m}$. In particular,

$$
\begin{cases}\left(g^{\prime}(\sigma)\right)_{i i}=\left(g^{\prime}(\sigma)\right)_{i^{\prime} i^{\prime}} & \text { if } \sigma_{i}=\sigma_{i^{\prime}} \text { and } i, i^{\prime} \in\{1, \ldots, m\}, \\ \left(g^{\prime}(\sigma)\right)_{i j}=\left(g^{\prime}(\sigma)\right)_{i^{\prime} j^{\prime}} & \text { if } \sigma_{i}=\sigma_{i^{\prime}}, \sigma_{j}=\sigma_{j^{\prime}}, i \neq j, i^{\prime} \neq j^{\prime} \text { and } i, i^{\prime}, j, j^{\prime} \in\{1, \ldots, m\}, \\ \left(g^{\prime}(\sigma)\right)_{i j}=\left(g^{\prime}(\sigma)\right)_{j i}=0 \text { if } \sigma_{i}=0, i \neq j \text { and } i, j \in\{1, \ldots, m\} .\end{cases}
$$

Lemma 2 is a simple extension of [23, Lemma 2.1] for symmetric mappings. But one should note that the Jacobian matrix $g^{\prime}(\sigma)$ of $g$ at the F-differentiable point $\sigma$ may not be symmetric since here $g$ is not assumed to be the gradient mapping as in [23, Lemma 2.1]. For example, the absolutely symmetric mapping $g$ defined by [29, (26)] is differentiable at $x=(2,1)$ by taking $m=2$ and $\tau=\varepsilon=1$. However, it is easy to see that the Jacobian matrix $g^{\prime}(x)$ is not symmetric.

Let $\eta(\sigma) \in \mathbb{R}^{m}$ be the vector defined as
$(\eta(\sigma))_{i}:= \begin{cases}\left(g^{\prime}(\sigma)\right)_{i i}-\left(g^{\prime}(\sigma)\right)_{i j} & \text { if } \exists j \in\{1, \ldots, m\} \text { and } j \neq i \text { such that } \sigma_{i}=\sigma_{j}, \quad i \in\{1, \ldots, m\} . \\ \left(g^{\prime}(\sigma)\right)_{i i} & \text { otherwise },\end{cases}$
Define the corresponding divided difference matrix $\mathscr{E}_{1}(\sigma) \in \mathbb{R}^{m \times m}$, the divided addition matrix $\mathscr{E}_{2}(\sigma) \in \mathbb{R}^{m \times m}$, the division matrix $\mathscr{F}(\sigma) \in \mathbb{R}^{m \times(n-m)}$, respectively, by

$$
\begin{align*}
\left(\mathscr{E}_{1}(\sigma)\right)_{i j} & :=\left\{\begin{array}{ll}
\left(g_{i}(\sigma)-g_{j}(\sigma)\right) /\left(\sigma_{i}-\sigma_{j}\right) & \text { if } \sigma_{i} \neq \sigma_{j}, \\
(\eta(\sigma))_{i} & \text { otherwise },
\end{array} \quad i, j \in\{1, \ldots, m\},\right.  \tag{34}\\
\left(\mathscr{E}_{2}(\sigma)\right)_{i j}:= \begin{cases}\left(g_{i}(\sigma)+g_{j}(\sigma)\right) /\left(\sigma_{i}+\sigma_{j}\right) & \text { if } \sigma_{i}+\sigma_{j} \neq 0, \\
\left(g^{\prime}(\sigma)\right)_{i i} & \text { otherwise },\end{cases} & i, j \in\{1, \ldots, m\},  \tag{35}\\
(\mathscr{F}(\sigma))_{i j} & := \begin{cases}g_{i}(\sigma) / \sigma_{i} \text { if } \sigma_{i} \neq 0, \\
\left(g^{\prime}(\sigma)\right)_{i i} \text { otherwise, } & i \in\{1, \ldots, m\}, \quad j \in\{1, \ldots, n-m\}\end{cases} \tag{36}
\end{align*}
$$

Define the matrix $\mathscr{C}(\sigma) \in \mathbb{R}^{m \times m}$ to be the difference between $g^{\prime}(\sigma)$ and $\operatorname{Diag}(\eta(\sigma))$, i.e.,

$$
\begin{equation*}
\mathscr{C}(\sigma):=g^{\prime}(\sigma)-\operatorname{Diag}(\eta(\sigma)) \tag{37}
\end{equation*}
$$

When the dependence of $\eta, \mathscr{E}_{1}, \mathscr{E}_{2}, \mathscr{F}$ and $\mathscr{C}$ on $\sigma$ is clear from the context, we often drop $\sigma$ from the corresponding notations. Note that the divided difference matrix $\mathscr{E}_{1}(\sigma)$ is similar with that of [23, (3.1)] for the symmetric matrix case. Furthermore, the divided addition matrix $\mathscr{E}_{2}(\sigma)$ and the division matrix $\mathscr{F}(\sigma)$ arise naturally for general non-Hermitian matrices.

Let $\bar{X} \in \mathscr{N}$ be given and denote $\bar{\sigma}=\sigma(\bar{X})$. Denote $\bar{\eta}=\eta(\bar{\sigma}) \in \mathbb{R}^{m}$ to be the vector defined by (33). Let $\overline{\mathscr{E}}_{1}, \overline{\mathscr{E}}_{2}, \overline{\mathscr{F}}$ and $\overline{\mathscr{C}}$ be the real matrices defined in $34-37$ with respect to $\bar{\sigma}$. Now, we are ready to state the result on the F-differentiability of spectral operators. It is worth to note that the following result, when reduced to the special symmetric case, is consistent with those obtained in [23].
Theorem 4 Suppose that the given matrix $\bar{X} \in \mathscr{N}$ has the SVD (5). Then the spectral operator $G$ is $\bar{F}$-differentiable at $\bar{X}$ if and only if $g$ is $F$-differentiable at $\bar{\sigma}$. In that case, the derivative of $G$ at $\bar{X}$ is given by

$$
\begin{equation*}
G^{\prime}(\bar{X}) H=\bar{U}\left[\overline{\mathscr{E}}_{1} \circ S(A)+\operatorname{Diag}(\overline{\mathscr{C}} \operatorname{diag}(S(A)))+\overline{\mathscr{E}}_{2} \circ T(A) \quad \overline{\mathscr{F}} \circ B\right] \bar{V}^{\mathbb{T}} \quad \forall H \in \mathbb{V}^{m \times n} \tag{38}
\end{equation*}
$$

where $A:=\bar{U}^{\mathbb{T}} H \bar{V}_{1}, B:=\bar{U}^{\mathbb{T}} H \bar{V}_{2}$ and for any $X \in \mathbb{V}^{m \times m}, \operatorname{diag}(X)$ denotes the column vector consisting of all the diagonal entries of $X$ being arranged from the first to the last. Moreover, $G$ is continuously differentiable at $\bar{X}$ if and only if $g$ is continuously differentiable at $\bar{\sigma}=\sigma(\bar{X})$.
Proof. By employing the decomposition $G_{S}$ and $G_{R}$ defined in (11), Lemma 1 and the properties of the Jacobian matrix $g^{\prime}(\bar{\sigma})$ obtained in Lemma 2, one can derivate the first part easily in the similar manner to Theorem 3. For brevity, we omit the detail proofs of the first part and only focus on the second part here.
$" \Longleftarrow "$ By the assumption, we know from the first part that there exists an open neighborhood $\mathscr{B} \subseteq \mathscr{N}$ of $\bar{X}$ such that the spectral operator $G$ is differentiable on $\mathscr{B}$, and for any $X \in \mathscr{B}$, the derivative $G^{\prime}(X)$ is given by

$$
\begin{equation*}
G^{\prime}(X) H=U\left[\mathscr{E}_{1} \circ S(A)+\operatorname{Diag}(\mathscr{C} \operatorname{diag}(S(A)))+\mathscr{E}_{2} \circ T(A) \quad \mathscr{F} \circ B\right] V^{\mathbb{T}} \quad \forall H \in \mathbb{V}^{m \times n} \tag{39}
\end{equation*}
$$

where $(U, V) \in \mathbb{O}^{m, n}(X), A=U^{\mathbb{T}} H V_{1}, B=U^{\mathbb{T}} H V_{2}$ and $\eta, \mathscr{E}_{1}, \mathscr{E}_{2}, \mathscr{F}$ and $\mathscr{C}$ are defined by (33)-(37) with respect to $\sigma=\sigma(X)$, respectively. Next, we shall prove that

$$
\begin{equation*}
\lim _{X \rightarrow \bar{X}} G^{\prime}(X) H \rightarrow G^{\prime}(\bar{X}) H \quad \forall H \in \mathbb{V}^{m \times n} \tag{40}
\end{equation*}
$$

Firstly, we will show that holds for the special case that $\bar{X}=\left[\begin{array}{cc}\Sigma(\bar{X}) & 0\end{array}\right]$ and $X=$ $\left[\begin{array}{cc}\Sigma(X) & 0\end{array}\right] \rightarrow \bar{X}$. Let $\left\{F^{(i j)}\right\}$ be the standard basis of $\mathbb{V}^{m \times n}$, i.e., for each $i \in\{1, \ldots, m\}$ and $j \in\{1, \ldots, n\}, F^{(i j)} \in \mathbb{V}^{m \times n}$ is a matrix whose entries are zeros, except the $(i, j)$-th entry is 1 or $\sqrt{-1}$. Therefore, we only need to show 40 holds for all $F^{(i j)}$. Note that since $\sigma(\cdot)$ is globally Lipschitz continuous, we know that for $X$ sufficiently close to $\bar{X}, \sigma_{i} \neq \sigma_{j}$ if $\bar{\sigma}_{i} \neq \bar{\sigma}_{j}$. For each $i \in\{1, \ldots, m\}$ and $j \in\{1, \ldots, n\}$, write $F^{(i j)}$ in the following form $F^{(i j)}=\left[F_{1}^{(i j)} F_{2}^{(i j)}\right]$ with $F_{1}^{(i j)} \in \mathbb{V}^{m \times m}$ and $F_{2}^{(i j)} \in \mathbb{V}^{m \times(n-m)}$. Let us consider the following cases.

Case 1: $i, j \in\{1, \ldots, m\}$ and $i=j$. In this case, since $g^{\prime}$ is continuous at $\bar{\sigma}$, we know that if $F^{(i j)}$ is real, then $\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\lim _{X \rightarrow \bar{X}}\left[\operatorname{Diag}\left(g^{\prime}(\sigma) e_{i}\right) \quad 0\right]=\left[\operatorname{Diag}\left(g^{\prime}(\bar{\sigma}) e_{i}\right) \quad 0\right]=$ $G^{\prime}(\bar{X}) F^{(i j)}$, where $e_{i}$ is the vector whose $i$-th entry is one, and zero otherwise; if $F^{(i j)}$ is complex, then
$\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\lim _{X \rightarrow \bar{X}}\left[\frac{g_{i}(\sigma)+g_{j}(\sigma)}{\sigma_{i}+\sigma_{j}} T\left(F_{1}^{(i j)}\right) \quad 0\right]=\left[\frac{g_{i}(\bar{\sigma})+g_{j}(\bar{\sigma})}{\overline{\sigma_{i}}+\overline{\sigma_{j}}} T\left(F_{1}^{(i j)}\right) \quad 0\right]=G^{\prime}(\bar{X}) F^{(i j)}$.
Case 2: $i, j \in\{1, \ldots, m\}, i \neq j, \sigma_{i}=\sigma_{j}$ and $\bar{\sigma}_{i}=\bar{\sigma}_{j}>0$. Therefore, we know that there exists $l \in\{1, \ldots, r\}$ such that $i, j \in a_{l}$. Since $g^{\prime}$ is continuous at $\bar{\sigma}$, we know from 33) that
$\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\left[\left(\left(g^{\prime}(\bar{\sigma})\right)_{i i}-\left(g^{\prime}(\bar{\sigma})\right)_{i j}\right) S\left(F_{1}^{(i j)}\right)+\frac{g_{i}(\bar{\sigma})+g_{j}(\bar{\sigma})}{\bar{\sigma}_{i}+\bar{\sigma}_{j}} T\left(F_{1}^{(i j)}\right) \quad 0\right]=G^{\prime}(\bar{X}) F^{(i j)}$.

Case 3: $i, j \in\{1, \ldots, m\}, i \neq j, \sigma_{i} \neq \sigma_{j}$ and $\bar{\sigma}_{i}=\bar{\sigma}_{j}>0$. In this case, we know that $G^{\prime}(X) F^{(i j)}=\left[\frac{g_{i}(\sigma)-g_{j}(\sigma)}{\sigma_{i}-\sigma_{j}} S\left(F_{1}^{(i j)}\right)+\frac{g_{i}(\sigma)+g_{j}(\sigma)}{\sigma_{i}+\sigma_{j}} T\left(F_{1}^{(i j)}\right) \quad 0\right]$. Let $s, t \in \mathbb{R}^{m}$ be two vectors defined by

$$
s_{p}:=\left\{\begin{array}{l}
\sigma_{p} \text { if } p \neq i,  \tag{41}\\
\sigma_{j} \text { if } p=i
\end{array} \quad \text { and } \quad t_{p}:=\left\{\begin{array}{l}
\sigma_{p} \text { if } p \neq i, j, \\
\sigma_{j} \text { if } p=i, \\
\sigma_{i} \text { if } p=j,
\end{array} \quad p \in\{1, \ldots, m\}\right.\right.
$$

It is clear that both $s$ and $t$ converge to $\bar{\sigma}$ as $X \rightarrow \bar{X}$. By noting that $g$ is absolutely symmetric on $\hat{\sigma}_{\mathcal{N}}$, we know from (3) that $g_{j}(\sigma)=g_{i}(t)$, since the vector $t$ is obtained from $\sigma$ by swapping the $i$-th and the $j$-th components. By the mean value theorem (cf. e.g., [35, Page 68-69]), we have

$$
\begin{align*}
& \frac{g_{i}(\sigma)-g_{j}(\sigma)}{\sigma_{i}-\sigma_{j}}=\frac{g_{i}(\sigma)-g_{i}(s)+g_{i}(s)-g_{j}(\sigma)}{\sigma_{i}-\sigma_{j}}=\frac{\frac{\partial g_{i}(\xi)}{\partial \mu_{i}}\left(\sigma_{i}-\sigma_{j}\right)+g_{i}(s)-g_{j}(\sigma)}{\sigma_{i}-\sigma_{j}} \\
= & \frac{\partial g_{i}(\xi)}{\partial \mu_{i}}+\frac{\frac{\partial g_{i}(\hat{\xi})}{\partial \mu_{j}}\left(\sigma_{j}-\sigma_{i}\right)+g_{i}(t)-g_{j}(\sigma)}{\sigma_{i}-\sigma_{j}}=\frac{\partial g_{i}(\xi)}{\partial \mu_{i}}-\frac{\partial g_{i}(\hat{\xi})}{\partial \mu_{j}}, \tag{42}
\end{align*}
$$

where $\xi \in \mathbb{R}^{m}$ lies between $\sigma$ and $s$ and $\hat{\xi} \in \mathbb{R}^{m}$ is between $s$ and $t$. Consequently, we have $\xi \rightarrow \bar{\sigma}$ and $\widehat{\xi} \rightarrow \bar{\sigma}$ as $X \rightarrow \bar{X}$. By the continuity of $g^{\prime}$, we obtain that $\lim _{X \rightarrow \bar{X}} \frac{g_{i}(\sigma)-g_{j}(\sigma)}{\sigma_{i}-\sigma_{j}}=$ $\left(g^{\prime}(\bar{\sigma})\right)_{i i}-\left(g^{\prime}(\bar{\sigma})\right)_{i j}$ and $\lim _{X \rightarrow \bar{X}} \frac{g_{i}(\bar{\sigma})+g_{i}(\sigma)}{\sigma_{i}+\sigma_{j}}=\frac{g_{i}(\bar{\sigma})+g_{i}(\bar{\sigma})}{\bar{\sigma}_{i}+\bar{\sigma}_{j}}$. Therefore, we have
$\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\left[\left(\left(g^{\prime}(\bar{\sigma})\right)_{i i}-\left(g^{\prime}(\bar{\sigma})\right)_{i j}\right) S\left(F_{1}^{(i j)}\right)+\frac{g_{i}(\bar{\sigma})+g_{j}(\bar{\sigma})}{\bar{\sigma}_{i}+\bar{\sigma}_{j}} T\left(F_{1}^{(i j)}\right) \quad 0\right]=G^{\prime}(\bar{X}) F^{(i j)}$.
Case 4: $i, j \in\{1, \ldots, m\}, i \neq j, \sigma_{i}>0$ or $\sigma_{j}>0$ and $\bar{\sigma}_{i} \neq \bar{\sigma}_{j}$. Then, we have $\sigma_{i}>0$ or $\sigma_{j}>0$ and $\sigma_{i} \neq \sigma_{j}$. Since $g^{\prime}$ is continuous at $\bar{\sigma}$, we know that

$$
\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\left[\frac{g_{i}(\bar{\sigma})-g_{j}(\bar{\sigma})}{\bar{\sigma}_{i}-\bar{\sigma}_{j}} S\left(F_{1}^{(i j)}\right)+\frac{g_{i}(\bar{\sigma})+g_{j}(\bar{\sigma})}{\bar{\sigma}_{i}+\bar{\sigma}_{j}} T\left(F_{1}^{(i j)}\right) \quad 0\right]=G^{\prime}(\bar{X}) F^{(i j)}
$$

Case 5: $j \in\{m+1, \ldots, n\}$ and $\bar{\sigma}_{i}>0$. Since $g^{\prime}$ is continuous at $\bar{\sigma}$, we have $\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=$ $\lim _{X \rightarrow \bar{X}}\left[0 \quad \frac{g_{i}(\sigma)}{\sigma_{i}} F_{2}^{(i j)}\right]=\left[\begin{array}{ll}0 & \frac{g_{i}(\bar{\sigma})}{\bar{\sigma}_{i}} F_{2}^{(i j)}\end{array}\right]=G^{\prime}(\bar{X}) F^{(i j)}$.

Case 6: $i, j \in\{1, \ldots, m\}, i \neq j, \bar{\sigma}_{i}=\bar{\sigma}_{j}=0$ and $\sigma_{i}=\sigma_{j}>0$. Therefore, we know that

$$
G^{\prime}(X) F^{(i j)}=\left[\left(\left(g^{\prime}(\sigma)\right)_{i i}-\left(g^{\prime}(\sigma)\right)_{i j}\right) S\left(F_{1}^{(i j)}\right)+\frac{g_{i}(\sigma)+g_{j}(\sigma)}{\sigma_{i}+\sigma_{j}} T\left(F_{1}^{(i j)}\right) \quad 0\right] .
$$

We know from (33) and Lemma 2 that

$$
\begin{equation*}
\lim _{X \rightarrow \bar{X}}\left(g^{\prime}(\sigma)\right)_{i i}=\left(g^{\prime}(\bar{\sigma})\right)_{i i}=\bar{\eta}_{i} \quad \text { and } \quad \lim _{X \rightarrow \bar{X}}\left(g^{\prime}(\sigma)\right)_{i j}=\left(g^{\prime}(\bar{\sigma})\right)_{i j}=0 . \tag{43}
\end{equation*}
$$

Let $\hat{s}, \hat{t} \in \mathbb{R}^{m}$ be two vectors defined by

$$
\hat{s}_{p}:=\left\{\begin{array}{l}
\sigma_{p} \text { if } p \neq i,  \tag{44}\\
-\sigma_{j} \text { if } p=i
\end{array} \quad \text { and } \quad \hat{t}_{p}:=\left\{\begin{array}{l}
\sigma_{p} \text { if } p \neq i, j, \\
-\sigma_{j} \text { if } p=i, \\
-\sigma_{i} \text { if } p=j,
\end{array} \quad p \in\{1, \ldots, m\} .\right.\right.
$$

Also, it clear that both $\hat{s}$ and $\hat{t}$ converge to $\bar{\sigma}$ as $X \rightarrow \bar{X}$. Again, by noting that $g$ is absolutely symmetric on $\hat{\sigma}_{\mathscr{N}}$, we know from (3) that $g_{i}(\sigma)=-g_{j}(\hat{t})$ and $g_{j}(\sigma)=-g_{i}(\hat{t})$. By using similar arguments for deriving (42), we have

$$
\begin{equation*}
\frac{g_{i}(\sigma)+g_{j}(\sigma)}{\sigma_{i}+\sigma_{j}}=\frac{\partial g_{i}(\zeta)}{\partial \mu_{i}}+\frac{\partial g_{i}(\hat{\zeta})}{\partial \mu_{j}} \tag{45}
\end{equation*}
$$

where $\zeta \in \mathbb{R}^{m}$ is between $\sigma$ and $\hat{s}$ and $\hat{\zeta} \in \mathbb{R}^{m}$ is between $\hat{s}$ and $\hat{t}$. Consequently, we know that $\zeta, \hat{\zeta} \rightarrow \bar{\sigma}$ as $X \rightarrow \bar{X}$. By the continuity of $g^{\prime}$, we know from (33) that

$$
\begin{equation*}
\lim _{X \rightarrow \bar{X}} \frac{g_{i}(\sigma)+g_{j}(\sigma)}{\sigma_{i}+\sigma_{j}}=\left(g^{\prime}(\bar{\sigma})\right)_{i i}=\bar{\eta}_{i} \tag{46}
\end{equation*}
$$

Therefore, from 43) and 46, we have $\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\left[\begin{array}{ll}\bar{\eta}_{i} F_{1}^{(i j)} & 0\end{array}\right]=G^{\prime}(\bar{\sigma}) F^{(i j)}$.
Case 7: $i, j \in\{1, \ldots, m\}, i \neq j, \bar{\sigma}_{i}=\bar{\sigma}_{j}=0, \sigma_{i} \neq \sigma_{j}$ and $\sigma_{i}>0$ or $\sigma_{j}>0$. Let $s, t$ and $\hat{s}, \hat{t}$ be defined by (41) and (44), respectively. By the continuity of $g^{\prime}$, we know from 42) and 45) that $\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\lim _{X \rightarrow \bar{X}}\left[\frac{g_{i}(\sigma)-g_{j}(\sigma)}{\sigma_{i}-\sigma_{j}} S\left(F_{1}^{(i j)}\right)+\frac{g_{i}(\sigma)+g_{j}(\sigma)}{\sigma_{i}+\sigma_{j}} T\left(F_{1}^{(i j)}\right) 0\right]=\left[\bar{\eta}_{i} F_{1}^{(i j)} 0\right]=$ $G^{\prime}(\bar{X}) F^{(i j)}$.

Case 8: $i \neq j \in\{1, \ldots, m\}, \bar{\sigma}_{i}=\bar{\sigma}_{j}=0$ and $\sigma_{i}=\sigma_{j}=0$. By the continuity of $g^{\prime}$, we obtain that

$$
\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\lim _{X \rightarrow \bar{X}}\left[\begin{array}{ll}
\left(g^{\prime}(\sigma)\right)_{i i} F_{1}^{(i j)} & 0
\end{array}\right]=\left[\begin{array}{ll}
\bar{\eta}_{i} F_{1}^{(i j)} & 0
\end{array}\right]=G^{\prime}(\bar{X}) F^{(i j)}
$$

Case 9: $j \in\{m+1, \ldots, n\}, \bar{\sigma}_{i}=0$ and $\sigma_{i}>0$. We know that $G^{\prime}(X) F^{(i j)}=\left[\begin{array}{c}0 \quad \frac{g_{i}(\sigma)}{\sigma_{i}} F_{2}^{(i j)}\end{array}\right]$. Let $\tilde{s} \in \mathbb{R}^{m}$ be a vector given by $\tilde{s}_{p}:=\left\{\begin{array}{c}\sigma_{p} \text { if } p \neq i, \\ 0 \text { if } p=i,\end{array} \quad p \in\{1, \ldots, m\}\right.$. Therefore, we have $\tilde{s}$ converges to $\bar{\sigma}$ as $X \rightarrow \bar{X}$. Since $g$ is absolutely symmetric on $\hat{\sigma}_{\mathscr{N}}$, we know that $g_{i}(\tilde{s})=0$. Also, by the mean value theorem, we have $g_{i}(\sigma) / \sigma_{i}=\left(g_{i}(\sigma)-g_{i}(\tilde{s})\right) / \sigma_{i}=\frac{\partial g_{i}(\rho)}{\partial \underline{\mu_{i}}}$, where $\rho \in \mathbb{R}^{m}$ is between $\sigma$ and $\tilde{s}$. Consequently, we have $\rho$ converges to $\bar{\sigma}$ as $X \rightarrow \bar{X}$. By the continuity of $g^{\prime}$, we know from (33) that $\lim _{X \rightarrow \bar{X}} \frac{g_{i}(\sigma)}{\sigma_{i}}=\left(g^{\prime}(\bar{\sigma})\right)_{i i}=\bar{\eta}_{i}$. Thus, $\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=$ $\lim _{X \rightarrow \bar{X}}\left[\begin{array}{ll}0 & \frac{g_{i}(\sigma)}{\sigma_{i}} F_{2}^{(i j)}\end{array}\right]=\left[\begin{array}{ll}0 & \bar{\eta}_{i} F_{2}^{(i j)}\end{array}\right]=G^{\prime}(\bar{X}) F^{(i j)}$.

Case 10: $j \in\{m+1, \ldots, n\}, \bar{\sigma}_{i}=0$ and $\sigma_{i}=0$. By the continuity of $g^{\prime}$, we know that

$$
\lim _{X \rightarrow \bar{X}} G^{\prime}(X) F^{(i j)}=\left[\begin{array}{ll}
0 & \left(g^{\prime}(\bar{\sigma})\right)_{i i} F_{2}^{(i j)}
\end{array}\right]=G^{\prime}(\bar{X}) F^{(i j)}
$$

Finally, for the general case that $X=U\left[\begin{array}{ll}\Sigma(X) & 0\end{array}\right] V^{\mathbb{T}}$ and $\bar{X}=\bar{U}\left[\begin{array}{ll}\Sigma(\bar{X}) & 0\end{array}\right] \bar{V}^{\mathbb{T}}$, it follows from Theorem 4 that $G$ is F-differential at $X$ if and only if $G$ is F-differential at $[\Sigma(X) \quad 0]$ and
 analysis that 40) holds, which implies that $G$ is continuously differentiable at $\bar{X}$.
$" \Longrightarrow "$ Suppose that $G$ is continuously differentiable at $\bar{X}$. Let $(\bar{U}, \bar{V}) \in \mathbb{O}^{m \times n}(\bar{X})$ be fixed. For any $\sigma \in \mathbb{R}^{m}$, define $X:=\bar{U}[\operatorname{Diag}(\sigma) \quad 0] \bar{V}^{\mathbb{T}}$. For any $h \in \mathbb{R}^{m}$, let $H:=\bar{U}[\operatorname{Diag}(h) \quad 0] \bar{V}^{\mathbb{T}}$. From the proof of the second part of Theorem 4, we know from the assumption that for all $\sigma$ sufficiently close to $\bar{\sigma}, \operatorname{Diag}\left(g^{\prime}(\sigma) h\right)=\bar{U}^{\mathbb{T}}\left(G^{\prime}(X) H\right) \bar{V}_{1}$ for all $h \in \mathbb{R}^{m}$. Consequently, $g$ is continuously differentiable at $\bar{\sigma}$.

Remark 2 In order to compute (38), it appears that one needs to compute and store $\bar{V}_{2} \in \mathbb{V}^{n \times(n-m)}$ explicitly, which would incur huge memory costs if $n \gg m$. Fortunately, due to the special form of $\overline{\mathscr{F}}$, the explicit computation of $\bar{V}_{2}$ can be avoided as we shall show next. Let $\bar{f}=\left(\bar{f}_{1}, \ldots, \bar{f}_{m}\right)^{T}$ be defined by $\bar{f}_{i}=g_{i}(\bar{\sigma}) / \bar{\sigma}_{i}$ if $\bar{\sigma}_{i} \neq 0$ and $\bar{f}_{i}=\left(g^{\prime}(\bar{\sigma})\right)_{i i}$ otherwise. Observe that the term in (38) involving $\bar{V}_{2}$ is given by

$$
\bar{U}\left(\mathscr{\mathscr { F }} \circ\left(\bar{U}^{\mathbb{T}} H \bar{V}_{2}\right)\right) \bar{V}_{2}^{\mathbb{T}}=\bar{U} \operatorname{Diag}(\bar{f}) \bar{U}^{\mathbb{T}} H\left(I_{n}-\bar{V}_{1} \bar{V}_{1}^{\mathbb{T}}\right)=\bar{U} \operatorname{Diag}(\bar{f}) \bar{U}^{\mathbb{T}}\left(H-\left(H \bar{V}_{1}\right) \bar{V}_{1}^{\mathbb{T}}\right) .
$$

Thus, in numerical implementation, the large matrix $\bar{V}_{2}$ is not needed.

## 4 Extensions

In this section, we consider the spectral operators defined on the Cartesian product of several real or complex matrices. The corresponding properties, including continuity, directional differentiability and (continuous) differentiability, can be studied in the same fashion as those in Section 3 though the analysis for the general case is more involved. For simplicity, we omit the proofs here. For readers who are interested in seeking the complete proofs, we refer them to the PhD thesis of Ding [12] for worked out details.

Without loss of generality, from now on, we assume that $\mathscr{X}=\mathbb{S}^{m_{1}} \times \mathbb{V}^{m_{2} \times n_{2}}$ and $\mathscr{Y}=\mathbb{R}^{m_{1}} \times$ $\mathbb{R}^{m_{2}}$ with $m=m_{1}+m_{2}$. For any $X=\left(X_{1}, X_{2}\right) \in \mathbb{S}^{m_{1}} \times \mathbb{V}^{m_{2} \times n_{2}}$, denote $\kappa(X)=\left(\lambda\left(X_{1}\right), \sigma\left(X_{2}\right)\right) \in$ $\mathscr{Y}$. Let $\mathscr{N}$ be a given nonempty open set in $\mathscr{X}$. Suppose that $g: \mathscr{Y} \rightarrow \mathscr{Y}$ is mixed symmetric, with respect to $\mathscr{P} \equiv \mathbb{P}^{m_{1}} \times \pm \mathbb{P}^{m_{2}}$, on an open set $\hat{\kappa}_{\mathscr{N}}$ in $\mathbb{R}^{m}$ containing $\kappa_{\mathscr{N}}=\{\kappa(X) \in \mathscr{Y} \mid X \in \mathscr{N}\}$. Let $G: \mathscr{X} \rightarrow \mathscr{X}$ be the corresponding spectral operator defined in Definition 2 .

Let $\bar{X}=\left(\bar{X}_{1}, \bar{X}_{2}\right) \in \mathscr{N}$ be given. Suppose the given $\bar{X}_{1} \in \mathbb{S}^{m_{1}}$ and $\bar{X}_{2} \in \mathbb{V}^{m_{2} \times n_{2}}$ have the following decompositions

$$
\begin{equation*}
\bar{X}_{1}=\bar{P} \operatorname{Diag}\left(\lambda\left(\bar{X}_{1}\right)\right) \bar{P}^{\mathbb{T}} \quad \text { and } \quad \bar{X}_{2}=\bar{U}\left[\operatorname{Diag}\left(\sigma\left(\bar{X}_{2}\right)\right) \quad 0\right] \bar{V}^{\mathbb{T}} \tag{47}
\end{equation*}
$$

where $\bar{P} \in \mathbb{O}^{m_{1}}, \bar{U} \in \mathbb{O}^{m_{2}}$ and $\bar{V}=\left[\begin{array}{ll}\bar{V}_{1} & \bar{V}_{2}\end{array}\right] \in \mathbb{O}^{n_{2}}$ with $\bar{V}_{1} \in \mathbb{V}^{n_{2} \times m_{2}}$ and $\bar{V}_{2} \in \mathbb{V}^{n_{2} \times\left(n_{2}-m_{2}\right)}$. Denote $\bar{\lambda}:=\lambda\left(\bar{X}_{1}\right), \bar{\sigma}:=\sigma\left(\bar{X}_{2}\right)$ and $\bar{\kappa}:=(\bar{\lambda}, \bar{\sigma})$. We use $\bar{v}_{1}>\ldots>\bar{v}_{r_{1}}$ to denote the distinct eigenvalues of $\bar{X}_{1}$ and $\bar{v}_{r_{1}+1}>\ldots>\bar{v}_{r_{1}+r_{2}}>0$ to denote the distinct nonzero singular values of $\bar{X}_{2}$. Define the index sets $a_{l}:=\left\{i \mid \bar{\lambda}_{i}=\bar{v}_{l}, 1 \leq i \leq m_{1}\right\}, l=1, \ldots, r_{1}, a_{l}:=\left\{i \mid \bar{\sigma}_{i}=\bar{v}_{l}, 1 \leq i \leq\right.$ $\left.m_{2}\right\}, l=r_{1}+1, \ldots, r_{1}+r_{2}$ and $b:=\left\{i \mid \bar{\sigma}_{i}=0,1 \leq i \leq m_{2}\right\}$.

First, we have the following result on the continuity of spectral operators.
Theorem 5 Let $\bar{X}=\left(\bar{X}_{1}, \bar{X}_{2}\right) \in \mathscr{N}$ be given. Suppose that $\bar{X}_{1}$ and $\bar{X}_{2}$ have the decompositions 477. The spectral operator $G$ is continuous at $\bar{X}$ if and only if $g$ is continuous at $\kappa(\bar{X})$.

In order to present the results on the directional differentiability of spectral operators of matrices, we introduce some notations. For the given mixed symmetric mapping $g=\left(g_{1}, g_{2}\right)$ : $\mathscr{Y} \rightarrow \mathscr{Y}$, let $\overline{\mathscr{E}}_{1}^{0} \in \mathbb{S}^{m_{2}}, \overline{\mathscr{E}}_{2}^{0} \in \mathbb{V}^{m_{2} \times m_{2}}$ and $\overline{\mathscr{F}}^{0} \in \mathbb{V}^{m_{2} \times\left(n_{2}-m_{2}\right)}$ be the matrices given by (8)-10) with respect to $\bar{\kappa}=(\bar{\lambda}, \bar{\sigma})$, and $\overline{\mathscr{A}}^{0} \in \mathbb{S}^{m_{1}}$ be the matrix defined by

$$
\left(\overline{\mathscr{A}}^{0}\right)_{i j}:= \begin{cases}\left(\left(g_{1}(\bar{\kappa})\right)_{i}-\left(g_{1}(\bar{\kappa})\right)_{j}\right) /\left(\bar{\lambda}_{i}-\bar{\lambda}_{j}\right) \text { if } \bar{\lambda}_{i} \neq \bar{\lambda}_{j}, \quad i, j \in\left\{1, \ldots, m_{1}\right\} . \\ 0 \text { otherwise },\end{cases}
$$

Suppose that $g$ is directionally differentiable at $\bar{\kappa}$. Then, we know that the directional derivative $g^{\prime}(\bar{\kappa} ; \cdot)=\left(g_{1}^{\prime}(\bar{\kappa} ; \cdot), g_{2}^{\prime}(\bar{\kappa} ; \cdot)\right): \mathscr{Y} \rightarrow \mathscr{Y}$ satisfies that for any $\left(Q_{1}, Q_{2}\right) \in \mathscr{P}_{\bar{\kappa}}$ and any $\left(h_{1}, h_{2}\right) \in$ $\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$,

$$
\begin{equation*}
\left(g_{1}^{\prime}\left(\bar{\kappa} ;\left(Q_{1} h_{1}, Q_{2} h_{2}\right)\right), g_{2}^{\prime}\left(\bar{\kappa} ;\left(Q_{1} h_{1}, Q_{2} h_{2}\right)\right)\right)=\left(Q_{1} g_{1}^{\prime}\left(\bar{\kappa} ;\left(h_{1}, h_{2}\right)\right), Q_{2} g_{2}^{\prime}\left(\bar{\kappa} ;\left(h_{1}, h_{2}\right)\right)\right), \tag{48}
\end{equation*}
$$

where $\mathscr{P}_{\bar{\kappa}}$ is the subset of $\mathscr{P} \equiv \mathbb{P}^{m_{1}} \times \pm \mathbb{P}^{m_{2}}$ defined with respect to $\bar{\kappa}$ by $\mathscr{P}_{\bar{\kappa}}:=\left\{\left(Q_{1}, Q_{2}\right) \in\right.$ $\left.\mathbb{P}^{m_{1}} \times \pm \mathbb{P}^{m_{2}} \mid(\bar{\lambda}, \bar{\sigma})=\left(Q_{1} \bar{\lambda}, Q_{2} \bar{\sigma}\right)\right\}$. Note that $\bar{\lambda}_{i} \neq \bar{\lambda}_{j}$ if $i \in a_{l}$ and $j \in a_{l^{\prime}}$ for all $l, l^{\prime}=1, \ldots, r_{1}$ with $l \neq l^{\prime}$ and $\bar{\sigma}_{i} \neq \bar{\sigma}_{j}>0$ if $i \in a_{l}$ and $j \in a_{l^{\prime}}$ for all $l, l^{\prime}=r_{1}+1, \ldots, r_{1}+r_{2}$ with $l \neq l^{\prime}$. Therefore, we have $\left(Q_{1}, Q_{2}\right) \in \mathscr{P}_{\bar{\kappa}}$ if and only if there exist $Q_{1}^{l} \in \mathbb{P}^{\left|a_{l}\right|}, l=1, \ldots, r_{1}, Q_{2}^{l} \in \mathbb{P}^{\left|a_{l}\right|}$, $l=r_{1}+1, \ldots, r_{1}+r_{2}$ and $Q_{2}^{r_{1}+r_{2}+1} \in \pm \mathbb{P}^{|b|}$ such that

$$
\begin{equation*}
Q_{1}=\operatorname{Diag}\left(Q_{1}^{1}, \ldots, Q_{1}^{r_{1}}\right) \in \mathbb{P}^{m_{1}} \quad \text { and } \quad Q_{2}=\operatorname{Diag}\left(Q_{2}^{r_{1}+1}, \ldots, Q_{2}^{r_{1}+r_{2}}, Q_{2}^{r_{1}+r_{2}+1}\right) \in \pm \mathbb{P}^{m_{2}} \tag{49}
\end{equation*}
$$

Denote $\mathscr{V}:=\mathbb{R}^{\left|a_{1}\right|} \times \ldots \times \mathbb{R}^{\left|a_{r_{1}+r_{2}}\right|} \times \mathbb{R}^{|b|}$. For any $h \in \mathscr{V}$, rewrite $g^{\prime}(\bar{\kappa} ; h)=: \phi(h) \in \mathscr{V}$ as $\phi(h)=$ $\left(\phi_{1}(h), \ldots, \phi_{r_{1}+r_{2}+1}(h)\right)$ with $\phi_{l}(h) \in \mathbb{R}^{\left|a_{l}\right|}$ for $l=1, \ldots, r_{1}+r_{2}$ and $\phi_{r_{1}+r_{2}+1}(h) \in \mathbb{R}^{|b|}$. Therefore, we know from (48) and (49) that the directional derivative $\phi$ is mixed symmetric mapping, with respect to $\mathbb{P}^{\left|a_{1}\right|} \times \ldots \times \mathbb{P}^{\left|a_{r_{1}+r_{2}}\right|} \times \pm \mathbb{P}^{|b|}$. Denote $\mathscr{W}:=\mathbb{S}^{\left|a_{1}\right|} \times \ldots \times \mathbb{S}^{\left|a_{r_{1}+r_{2}}\right|} \times \mathbb{V}^{|b| \times\left(|b|+n_{2}-m_{2}\right)}$. Let $\Phi: \mathscr{W} \rightarrow \mathscr{W}$ be the corresponding spectral operator defined in Definition 2 with respect to the mixed symmetric mapping $\phi$, i.e., for any $W=\left(W_{1}, \ldots, W_{r_{1}+r_{2}}, W_{r_{1}+r_{2}+1}\right) \in \mathscr{W}, \Phi(W)=$ $\left(\Phi_{1}(W), \ldots, \Phi_{r_{1}+r_{2}}(W), \Phi_{r_{1}+r_{2}+1}(W)\right)$ with

$$
\Phi_{l}(W)= \begin{cases}\widetilde{R}_{l} \operatorname{Diag}\left(\phi_{l}(\kappa(W))\right) \widetilde{R}_{l}^{\mathbb{T}} & \text { if } l=1, \ldots, r_{1}+r_{2} \\ \widetilde{M} \operatorname{Diag}\left(\phi_{r_{1}+r_{2}+1}(\kappa(W))\right) \widetilde{N}_{1}^{\mathbb{T}} & \text { if } l=r_{1}+r_{2}+1\end{cases}
$$

where $\widetilde{R}_{l} \in \mathbb{O}^{\left|a_{l}\right|}\left(W_{l}\right),(\widetilde{M}, \widetilde{N}) \in \mathbb{O}^{|b|,|b|+n_{2}-m_{2}}\left(W_{r_{1}+r_{2}+1}\right)$ and

$$
\kappa(W)=\left(\lambda\left(W_{1}\right), \ldots, \lambda\left(W_{r_{1}+r_{2}}\right), \sigma\left(W_{r_{1}+r_{2}+1}\right)\right) \in \mathbb{R}^{m}
$$

Then, the first divided directional difference $g^{[1]}(\bar{X} ; H) \in \mathscr{X}$ of $g$ at $\bar{X}$ along the direction $H=$ $\left(H_{1}, H_{2}\right) \in \mathscr{X}$ is defined by $g^{[1]}(\bar{X} ; H):=\left(g_{1}^{[1]}(\bar{X} ; H), g_{2}^{[1]}(\bar{X} ; H)\right)$ with

$$
g_{1}^{[1]}(\bar{X} ; H)=\overline{\mathscr{A}}^{0} \circ \bar{P}^{\mathbb{T}} H_{1} \bar{P}+\operatorname{Diag}\left(\Phi_{1}(D(H)), \ldots, \Phi_{r_{1}}(D(H))\right) \in \mathbb{S}^{m_{1}}
$$

and

$$
\begin{aligned}
& g_{2}^{[1]}(\bar{X} ; H)=\left[\overline{\mathscr{E}}_{1}^{0} \circ S\left(\bar{U}^{\mathbb{T}} H_{2} \bar{V}_{1}\right)+\overline{\mathscr{E}}_{2}^{0} \circ T\left(\bar{U}^{\mathbb{T}} H_{2} \bar{V}_{1}\right) \quad \overline{\mathscr{F}}^{0} \circ \bar{U}^{\mathbb{T}} H_{2} \bar{V}_{2}\right] \\
& +\left[\begin{array}{cc}
\operatorname{Diag}\left(\Phi_{r_{1}+1}(D(H)), \ldots, \Phi_{r_{1}+r_{2}}(D(H))\right) & 0 \\
0 & \Phi_{r_{1}+r_{2}+1}(D(H))
\end{array}\right] \in \mathbb{V}^{m_{2} \times n_{2}},
\end{aligned}
$$

where
$D(H)=\left(\bar{P}_{a_{1}}^{\mathbb{T}} H_{1} \bar{P}_{a_{1}}, \ldots, \bar{P}_{a_{r_{1}}}^{\mathbb{T}} H_{1} \bar{P}_{a_{r_{1}}} S\left(\bar{U}_{a_{r_{1}+1}}^{\mathbb{T}} H_{2} \bar{V}_{a_{r_{1}+1}}\right), \ldots, S\left(\bar{U}_{a_{r_{1}+r_{2}}}^{\mathbb{T}} H_{2} \bar{V}_{a_{r_{1}+r_{2}}}\right), \bar{U}_{b}^{\mathbb{T}} H_{2}\left[\bar{V}_{b} \bar{V}_{2}\right]\right) \in \mathscr{W}$.
Now, we are ready to state the results on the directional differentiability of the spectral operator $G$.

Theorem 6 Let $\bar{X}=\left(\bar{X}_{1}, \bar{X}_{2}\right) \in \mathscr{N}$ be given. Suppose that $\bar{X}_{1}$ and $\bar{X}_{2}$ have the decompositions (47). The spectral operator $G$ is Hadamard directionally differentiable at $\bar{X}$ if and only if $g$ is Hadamard directionally differentiable at $\kappa(\bar{X})$. In that case, $G$ is directionally differentiable at $\bar{X}$ and the directional derivative at $\bar{X}$ along any direction $H \in \mathscr{X}$ is given by $G^{\prime}(\bar{X} ; H)=$ $\left(\bar{P} g_{1}^{[1]}(\bar{X} ; H) \bar{P}^{\mathbb{T}}, \bar{U} g_{2}^{[1]}(\bar{X} ; H) \bar{V}^{\mathbb{T}}\right)$.

In order to present the derivative formulas of spectral operators, we introduce the following notation. For the given $\bar{X}=\left(\bar{X}_{1}, \bar{X}_{2}\right) \in \mathscr{N}$, suppose that $g$ is F-differentiable at $\bar{\kappa}$. Denote by $g^{\prime}(\bar{\kappa}) \in \mathbb{R}^{m \times m}$ the Jacobian matrix of $g$ at $\bar{\kappa}$. Let $\bar{\eta}_{1} \in \mathbb{R}^{m_{1}}$ and $\bar{\eta}_{2} \in \mathbb{R}^{m_{2}}$ be the vectors defined by for each $i \in\left\{1, \ldots, m_{1}\right\}$,

$$
\left(\bar{\eta}_{1}\right)_{i}:= \begin{cases}\left(g_{1}^{\prime}(\bar{\kappa})\right)_{i i}-\left(g_{1}^{\prime}(\bar{\kappa})\right)_{i(i+1)} & \text { if } \exists j \in\left\{1, \ldots, m_{1}\right\} \text { and } j \neq i \text { such that } \bar{\lambda}_{i}=\bar{\lambda}_{j} \\ \left(g_{1}^{\prime}(\bar{\kappa})\right)_{i i} & \text { otherwise }\end{cases}
$$

and for each $i \in\left\{1, \ldots, m_{2}\right\}$,

$$
\left(\bar{\eta}_{2}\right)_{i}:= \begin{cases}\left(g_{2}^{\prime}(\bar{\kappa})\right)_{i i}-\left(g_{2}^{\prime}(\bar{\kappa})\right)_{i(i+1)} & \text { if } \exists j \in\left\{1, \ldots, m_{2}\right\} \text { and } j \neq i \text { such that } \bar{\sigma}_{i}=\bar{\sigma}_{j} \\ \left(g_{2}^{\prime}(\bar{\kappa})\right)_{i i} & \text { otherwise }\end{cases}
$$

Define the corresponding divided difference matrices $\overline{\mathscr{A}} \in \mathbb{R}^{m_{1} \times m_{1}}$ by

$$
(\overline{\mathscr{A}})_{i j}:=\left\{\begin{array}{ll}
\left(\left(g_{1}(\bar{\kappa})\right)_{i}-\left(g_{1}(\bar{\kappa})\right)_{j}\right) /\left(\bar{\lambda}_{i}-\bar{\lambda}_{j}\right) \text { if } \bar{\lambda}_{i} \neq \bar{\lambda}_{j}, \\
\left(\eta_{1}(\bar{\kappa})\right)_{i} & \text { otherwise }
\end{array} \quad i, j \in\left\{1, \ldots, m_{1}\right\}\right.
$$

Let $\overline{\mathscr{E}}_{1} \in \mathbb{R}^{m_{2} \times m_{2}}, \overline{\mathscr{E}}_{2} \in \mathbb{R}^{m_{2} \times m_{2}}$ and $\overline{\mathscr{F}} \in \mathbb{R}^{m_{2} \times\left(n_{2}-m_{2}\right)}$ by the matrices defined by 34 - 37) with respect to $\bar{\kappa}$. Moreover, define the matrices $\overline{\mathscr{C}}_{1} \in \mathbb{R}^{m_{1} \times m}$ and $\overline{\mathscr{C}}_{2} \in \mathbb{R}^{m_{2} \times m}$ by $\overline{\mathscr{C}}_{1}=g_{1}^{\prime}(\bar{\kappa})-$ $\left[\operatorname{Diag}\left(\bar{\eta}_{1}\right) \quad 0\right]$ and $\overline{\mathscr{C}}_{2}=g_{2}^{\prime}(\bar{\kappa})-\left[\begin{array}{ll}0 & \operatorname{Diag}\left(\bar{\eta}_{2}\right)\end{array}\right]$. Then, we have the following results on the F-differentiability of spectral operators.
Theorem 7 Let $\bar{X}=\left(\bar{X}_{1}, \bar{X}_{2}\right) \in \mathscr{N}$ be given. Suppose that $\bar{X}_{1}$ and $\bar{X}_{2}$ have the decompositions (47). The spectral operator $G$ is (continuously) differentiable at $\bar{X}$ if and only if $g$ is (continuously) differentiable at $\bar{\kappa}=\kappa(\bar{X})$. In that case, the derivative of $G$ at $\bar{X}$ is given by for any $H=\left(H_{1}, H_{2}\right) \in \mathscr{X}$,

$$
\begin{aligned}
G^{\prime}(\bar{X})(H)= & \left(\bar{P}\left[\overline{\mathscr{A}} \circ \bar{P}^{\mathbb{T}} H_{1} \bar{P}+\operatorname{Diag}\left(\overline{\mathscr{C}}_{1} h\right)\right] \bar{P}^{\mathbb{T}}\right. \\
& \left.\bar{U}\left[\overline{\mathscr{E}}_{1} \circ S\left(\bar{U}^{\mathbb{T}} H_{2} \bar{V}_{1}\right)+\operatorname{Diag}\left(\overline{\mathscr{C}}_{2} h\right)+\overline{\mathscr{E}}_{2} \circ T\left(\bar{U}^{\mathbb{T}} H_{2} \bar{V}_{1}\right) \quad \overline{\mathscr{F}} \circ \bar{U}^{\mathbb{T}} H_{2} \bar{V}_{2}\right] \bar{V}^{\mathbb{T}}\right),
\end{aligned}
$$

where $h:=\left(\operatorname{diag}\left(\bar{P}^{\mathbb{T}} H_{1} \bar{P}\right), \operatorname{diag}\left(S\left(\bar{U}^{\mathbb{T}} H_{2} \bar{V}_{1}\right)\right)\right) \in \mathbb{R}^{m}$.

## 5 Conclusions

In this paper, we have introduced a class of matrix-valued functions, termed spectral operators of matrices and have systematically studied several fundamental properties of spectral operators, including well-definedness, continuity, directional differentiability and Fréchet-differentiability. These results provide the necessary theoretical foundations for both the computational and theoretical aspects of many applications such as MOPs. Consequently, one is able to use these results to design some efficient numerical methods for solving large-scale MOPs arising from various applications. For instance, Chen et al. [7] proposed an efficient and robust semismooth NewtonCG dual proximal point algorithm for solving large scale matrix spectral norm approximation problems. The work done in this paper on spectral operators of matrices is by no means complete. Due to the rapid advances in the applications of matrix optimization in different fields, spectral operators of matrices will become even more important and many other properties of spectral operators are waiting to be explored.
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[^1]:    ${ }^{1}$ Note that Definition 1 is different from the property $(\mathscr{E})$ used in 31 Definition 2.2] for the special Hermitian/symmetric case, i.e., $\mathscr{X}=\mathbb{S}^{m_{1}}$. The conditions used in [31 Definition $2.1 \& 2.2$ do not seem to be proper ones for studying spectral operators. For instance, consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by $f(x)=x^{\downarrow}$ for $x \in \mathbb{R}^{2}$, where $x^{\downarrow}$ is the vector of entries of $x$ being arranged in the non-increasing order, i.e., $x_{1}^{\downarrow} \geq x_{2}^{\downarrow}$. Clearly, $f$ satisfies [31] Definition 2.1\&2.2] and $f$ is not differentiable at $x$ with $x_{1}=x_{2}$. However, the corresponding matrix function $F(X)=X$ is differentiable on $\mathscr{S}^{2}$, which implies that [31 Corollary 4.2] is incorrect.

