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Abstract

As a subset of the big project in fuel cell research group at Curtin University,
this thesis mainly focused on presenting different perspectives on multi scale
modelling of the planar solid oxide fuel cell (SOFC).

First of all, a dynamic plug flow reactor (PFR) model of a planar SOFC was
developed. The novelty of this model is based on using the modified
expressions for the charge balance between the electrodes-electrolyte
interfaces, which enabled us to include double layer capacitance effect of the
charge transfer processes for physically characterizing the Faradic and
electrolyte current densities. It was shown that under steady state operating
condition, no charging or discharging process occurred and in response to a
voltage step change double layer capacitance has insignificant effect on
transient behaviour of the cell. On the contrary, when SOFC is subjected to a
time varying sinusoidal voltage, temperature and reactants’ concentration are
not sensitive to the high frequent voltage change, while dynamic response of
the cell is mainly controlled by the electrochemical reactions and double layer
charging or discharging processes.

A new dynamic tank in series reactor (TSR) model of the planar SOFC
operating in co-, counter- and cross flow directions was also developed for
the first time. One of the novelties of this model (TSR) is the reduction in
model complexity, which has been achieved by replacing a planar SOFC with
a network of several continuous stirred tank reactors (CSTRs). In addition,
this model accelerated 2D simulation to obtain the trend in the distribution of
important variables under steady state and dynamic operating conditions. It is
worth mentioning that spatial consideration in SOFC dynamic analysis has
been given very little attention from the research community. The predicted
results from TSR model demonstrate strong coupling between key
parameters. Furthermore, examination of the simulation results highlights the
influence of different fuel and air flow configurations on the steady state and
dynamic performance of the cell.



Finally, a 3D CFD model was developed for the planar methane fuelled
SOFC previously designed by Ceramic Fuel Cells Ltd. (CFCL), Melbourne.
CFCL has supported this project from its inception. Using this model, the
effects of different anode flow field designs on pressure and velocity profiles
were investigated. Another important feature of this work is the use of the 3D
CFD model to study the combined effects of the geometrical factors and
different microstructural parameters of the anode diffusion layer (ADL) on
distribution of the key parameters along different spatial domains. From the
simulation results, it was shown that an optimal set of the ADL micro
structural parameters, which can effectively promote the reforming reaction
rate, will not automatically result in the best SOFC performance. In addition,
these parameters were found to have conflicting effects on multi component

gas transport and the reactions taking place in the SOFC system.
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Chapter 1

Introduction

1.1. Background and Motivation

Starting with the industrial revolution in the late eighteenth century, human life
style has been changed dramatically and the use of machines has infiltrated into
almost all aspects of our daily life. For several decades, in the absence of
technological advances, conventional power devices have been used to convert
energy from conventional fuels. However, conversion of energy by the
conventional methods is highly polluting to our environment and affects the
greenhouse gas emissions. Additionally, the efficiency of the conventional methods
is limited by the Carnot efficiency » 2, which in turn accelerates the continual
increase of the worldwide energy demands by the industrial sector, which
consumes about one-half of the world’s total delivered energy followed by
transportation sector that is second only to the industrial one®. All these, combined
with concerns about the limitation of the conventional fuels had led to the new

alternatives particularly, the renewable resources® *

300 -
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Figure 1.1 - World industrial delivered energy consumption by energy source®



Chapter 1

Figure 1.1 presents projection for the worldwide energy demands through 2035 in
which, the electricity followed by the renewable resource has the most rapid growth
from 27.6 and 13.4 quadrillion Btu in 2007 to 53.3 and 21.8 quadrillion Btu in 2035
respectively. However, as Figure 1.1 shows, renewable resource is expected to have

the small share in the world industrial energy demands.
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35] Renewable

30
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Natural Gas
!
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Net electricity generation
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Figure 1.2 - World net electricity generation by energy source °

Additionally, from Figure 1.2 it is evident that long term prospects continue to
improve the world net electricity generation from both renewable and nuclear fuels;
however, combined with the statistical data from Figure 1.1, coal, natural gas and
liquid fuels are expected to remain as the most important energy resources over the
same projected period. All these bring us to the point that although using of the
renewable energy resource is a good alternative to meet the future energy demands,
development of the more efficient and less polluting energy conversion devices
capable to use both conventional fuels and renewable energy sources can be helpful
in the meantime. In this regard, fuel cell has been considered as a promising energy

26 Fuel cell’s

conversion device predominantly for electricity generation
operational principle bypasses the limitations of the Carnot cycle, which results in
higher theoretical efficiency than internal combustion engines *; therefore, fuel
cells are consuming fewer amounts of fuel and they are less polluting to our
environment. However, among different types of fuel cells, the planar-type solid
oxide fuel cell (SOFC) is potentially attractive due to its fuel flexibility and

compactness.” ® On the other hand, the high operating temperature and capabilities
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of the fuel flexibility can make SOFCs suffer from low reliability®. Therefore,
numerous technical challenges exist to achieve the goal of a highly efficient and
environmentally friendly system with comparable reliability, cost and lifetime of
the conventional power devices °. Current research is mainly aimed at solving
hurdles to the components’ material, flow field design, thermal and structural
stability of the cell and stack and fuel cell control system design. To address these
research challenges in the path toward the fuel cell commercialization, numerical
modelling is critical because of a number of reasons® °. First, fuel cell modelling is
a valuable tool to gain better insight into the physics and chemistry of the inner
processes occurring within the cell. Second, modelling is a valid tool to modify the
process parameters in a given direction more cost effectively and more quickly than
experimental procedure. Lastly, a physically based model is capable of predicting
the fuel cell performance in line with the real physics and under the steady state and
dynamic operating conditions. In view of this, modelling can play a role as a

diagnostic tool for assessing the state of the fuel cell stack and/or system.

In the past decades, there has been enormous progress in fuel cell modelling.
However, with respect to the complexity of the processes happening in a fuel cell,
hardware limitation, memory requirements and computational time we still need to
improve the modelling strategies. Therefore, the motivation behind this study is to
improve physically based multi scale modelling of the planar solid oxide fuel cells

to address the following objectives.

1.2. Objective

From the literature review that will be explained in the next chapter, it is evident
that in most of the SOFC dynamic models, the effect of the charge double layer
capacitance on transient characteristics of the SOFCs has been neglected and with a
few exceptions it is lumped together with the electrochemical reaction potential
steps. Therefore, there is a limitation to physically characterize of the current
densities at the electron and ion conducting media upon transient conditions.
Additionally, with respect to the effects of different fuel and air flow configurations
on the steady state and dynamic performances, there is a need for a new SOFC

dynamic model with less complexity and computational dexterity that falls between
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the most simplified lumped and multi-dimensional models found in the literature.
Finally, there is a need for a complete 3D CFD model to investigate the combined
effects of the flow field design and micro-structural factors on distribution of the
key parameter and overall performance of an industrial methane fuelled SOFC.
Hence, from the motivation behind this study and the controversial research areas
in SOFC modelling that comes from the literature review of the next chapter, the

objectives of this thesis are:

» To develop dynamic plug flow reactor (PFR) model of a planar SOFC with
distributed charge balance equation between the electron and ion

conducting phases.

» To develop new dynamic tanks in series (TSR) model of a planar SOFC as a

network of several CSTR compartments.

» To develop 3D CFD model of an industrial planar SOFC stack previously
designed by the Ceramic Fuel Cells Ltd.

1.3. Contributions
Building on the existing SOFC models, which have been developed by the other

researchers, the main contributions of this thesis are summarized as follows:

Dynamic plug flow reactor model accounting for the mass, heat and charge
balances has been developed to analyse the steady state and dynamic performances
of a planar SOFC. In this model modified expression for the charge balance
between the electron and ion conducting phases facilitates physically based
characterisation of the electronic and ionic current densities upon transient
condition and under the effects of double layer capacitances at the electrode-

electrolyte interfaces.

A new tank in series model of a planar SOFC has been developed for the first time.
This model takes into account the charge balances at the electrodes and electrolyte
interfaces, species mass balances to the gas channels and diffusion layers, and

energy balances for the fuel and air channels and also for the PEN structures. This
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model provides 2D visualization map of the SOFC performance with co-, counter-
and cross-flow directions of fuel and air under the steady state and dynamic
operating conditions. The model solves most of the important details that are
resolved by a 2D CFD model but it is much less intensive in computational time.
Additionally, the reduction in model complexity has been achieved by replacing a
planar SOFC with a network of several continues stirred tank reactors. Using this
model, it is also possible to take into account the hydrodynamic effects of different

flow field designs.

Further contribution of this research was accomplished in collaboration with
Ceramic Fuel Cell Ltd. (CFCL). The originality of this work lies in the fact that a
three dimensional CFD model was developed to examine the combined effects of
the anode flow field design and micro-structural parameters of the anode diffusion
layer on distribution of the key parameters along different spatial domains and the
overall performance of the industrial planar SOFC stack, previously designed by
CFCL. Another specific impact of this work is the presentation of a 3D CFD model
for a complete SOFC, which is evaluated by the experimental data that has been

reported from a cell, the same as the modelled one.

1.4. Organization of the Thesis

As Figure 1.3 shows, this thesis is organized into 6 chapters including the present
introduction. Chapter 2 is on comprehensive literature survey, which provides a
brief introduction to the fuel cell technology followed by an assessment of the
SOFC models published in the open literature. To address the ideas that come from
the literature review, Chapter 3 presents development of the 1D dynamic plug flow
reactor (PFR) model of a planar SOFC with modified charge balance equation,
which is capable of dynamically characterizing the electronic and ionic current
densities in line with the real physics of the charge transfer process. Chapter 4
details the development of a network of several continuous stirred tank reactors
(CSTR) as the new dynamic tank in series (TSR) model of a planar SOFC. The
main idea involved is accelerating 2D performance analysis of a planar solid oxide
fuel cell with different fuel and air flow directions under the steady state and

dynamic operating conditions. Chapter 5 presents our collaboration with the
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Ceramic Fuel Cell Ltd. (CFCL) for developing of a 3D CFD model of an industrial
planar methane fuelled SOFC. This model is validated by a set of experimental
data, which are produced from a cell similar to the modelled one. Furthermore, the
influence of different anode flow field designs on pressure and velocity profiles are
analysed therein. Also the effects of the anode micro-structural parameters on
spatial distribution of temperature, reaction rates and species concentration profiles
are presented in Chapter 5. Lastly, some key conclusions and the scope for future

research work are outlined in Chapter 6.

1.5. Publications in Support of This Thesis
Several following publications were extracted from this work, which are totally or

partly included in this thesis.
Publications which are included totally:

Hosseini, S.; Danilov, V. A.; Tade, M. O.; Datta, R.1D physically based dynamic
model for the planar SOFC. (It has been submitted to the Electrochim.Acta - Under

review).

Hosseini, S.; Tade, M. O.; Ahmed, K. The combined effects of macro and micro-
structural parameters on predicted results from 3D model of a planar SOFC;
Technical Report for Ceramic Fuel Cells Ltd.: Melbourne, VIC, October 2011.

Hosseini, S.; Tade, M. O.; Ahmed, K. On the effects of geometry and methane
reforming kinetics in predicted results from the mechanistic model of a planar

SOFC. Presented in Chemeca International Conference 2011, Sydney, Australia.

Hosseini, S.; Danilov, V. A.; Vijay, P.; Tade, M. O. 2D performance analysis with
a new tank in series model of the planar SOFC operating with different flow
directions. Presented in Chemeca International Conference 2011, Sydney,

Australia.

Hosseini, S.; Danilov, V. A.; Vijay, P.; Tade, M. O. Improved tank in series model
for the planar solid oxide fuel cell. Ind. Eng. Chem. Res.2011, 50, 1056 — 1069.
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Hosseini, S.; Tade, M. O.; Ahmed, K. On the effects of the methane steam
reforming in a planar anode supported solid oxide fuel cell; Technical Report for
Ceramic Fuel Cells Ltd.: Melbourne, VIC, July 2010.

Hosseini, S.; Tade, M. O.; Ahmed, K. Effects of geometry on pressure and
velocity profiles: Comparison among three different flow field designs; Technical
Report for Ceramic Fuel Cells Ltd.: Melbourne, VIC, February 2010.

Publications which are included partly:

Hosseini, S.; Danilov, V. A.; Tade, M. O.A dynamic CSTR model for SOFC.
Chemeca International Conference 2009; 407-415.

Hosseini, S.; Danilov, V. A.; Tade, M. O.A dynamic plug flow model for planar
SOFC. Chemeca International Conference 2009; 2636-2646.
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Chapter 2

Literature Survey and Problem Statement

2.1. Introduction

With respect to the important role of the physically based models in the path toward
the fuel cell commercialization, this chapter aims at establishing a basis for the
development of the models presented in Chapters 3 to 5. Therefore, it starts with a
brief introduction to the fuel cell technology with emphasize on the solid oxide fuel
cells followed by an explanation of the SOFCs’ operation, components and layouts.
After creating a basis for understanding the SOFC technology, a comprehensive
review on different levels of the physically based SOFC models published in the
open literature is performed. Finally, the controversial research areas in SOFC

modelling will be highlighted.

2.2. Overview of the Fuel Cell Technology

A fuel cell is an electrochemical device that continuously converts chemical energy
into electricity and some amount of heat for as long as fuel and oxidant are
supplied. Therefore, fuel cells bear similarities both to batteries, which share the
electrochemical nature of the power generation process, and to engines which
unlike batteries will work continuously consuming a fuel of some sort 1> **. In view
of this, researchers and engineers thought about commercializing the use of fuel
cells for many practical issues in transportation, stationary power generation and
portable applications *2. To address these issues and the fundamental problems such
as the manufacturing and material cost, reaction rate and fuel flexibility, a whole
family of fuel cells are developed in different types, which are commonly
characterized by the kind of the electrolyte being used and, simultaneously
increasing operating temperature **. Table 2.1 presents a summary of kind of fuel

cells in which the fuel types were listed as the crudest possible.
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Table 2.1 - Different kinds of fuel cells and their characteristics®

Fuel cell type Electrolyte Charge  Operating Fuel Electric Power range/
carrier temperature efficiency application
Proton Solid H* 50 - 100% Pure H, 35-45% Automotive,
exchange polymer (tolerates CO,) CHP (5-250
membrane fuel (Nafion) kW), Portable
cell (PEMFC)
Alkaline fuel KOH OH 60 - 120%c Pure H, 35-55% <5 kW, niche
cell (AFC) markets
(military,
space)
Phosphoricacid  Phosphoric H* 220%c Pure H, 40% CHP (200 kW)
fuel cell (PAFC) acid (tolerates CO,,
approx. 1%
CO)
Molten Lithium & CO4* 650 H;, CO;, CH,, »>50% 200 kW-MW
carbonated fuel  potassium other range, CHP &
cell (MCFC) carbonate hydrocarbons stand alone

(tolerates CO,)

Solid oxide fuel  Solid oxide o* 1000°c H;, CO;, CH;, >50% 2 kw-MwW
cell (SOFC) electrolyte other range, CHP &
hydrocarbons stand alone

(tolerates CO;)

As it is shown in the table, among low temperature fuel cells, AFCs require pure
hydrogen while PEMFCs and PAFCs can tolerate the impurities of reformate to
some limited extends in the hydrogen rich fuels. Therefore, the application of AFCs
has been only limited to the rich markets. PAFCs have been considered mainly for
the medium scale power generating systems; however, in comparison with AFCs
and PEMFCs, they achieve only moderate current densities **. PEMFCs capitalize
on the essential simplicity of the fuel cells in which the electrolyte is a solid
polymer with proton conductivity. The low operating temperature combined with
the high electric efficiency enables PEMFCs for fast start up operation and makes
them attractive for transportation applications and also for the small or midsize
distributed electric power generation **. Despite to the low temperature fuel cells,
SOFCs operate in the range of 600-1000°C™. The high operating temperature
provides the high quality waste heat and activates the reaction rates in the presence

of the low-cost catalysts °

, While it offers the opportunity for the internally
reforming of the most hydrocarbon fuels without the need for the external reformer.
Furthermore, the insensitivity of the high temperature fuel cells to the fuel
contaminants enables them to utilize unconventional fuels such as biomass or coal

gas °. This is in contrast to the low temperature fuel cells, which cannot accept the
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hydrocarbon fuels and the risk of their poisoning by the fuel contaminants is very
high. Co-production of heat and power, often known as combined heat and power
system (CHP), is the other advantage of the high temperature fuel cells ®. The
recovery of the waste heat along with the production of electricity enables the total
energy efficiency of such a system to be in the range of 85-90% ’. Despite
operating at high temperature, the SOFCs always stay in the solid state. This is not
true for the MCFCs in which the benefit of the high operating temperature is offset
by the corrosive nature of the liquid electrolyte. All these make SOFCs suitable as a
prime power source for electricity generation in both central station power plants

and decentralized generation units °

. However, SOFC technology is still in
embryonic infancy and as one can expect, some technical challenges such as the
heat management and material design are associated with the high operating

temperature®.

2.3. SOFC’s Operation, Components and Layout

Figure 2.1 illustrates the working principle of a typical hydrogen-oxygen fuelled
SOFC in a planar geometry. Fuel is fed to the fuel gas channels and diffuses
through the porous media of the anode electrode until it comes into contact with the
electrode-electrolyte interfaces. Here, the anode accepts oxygen ions and converts
them into H20 and electrons by reacting with hydrogen fuels. Electrons are
introduced into the cathode via an external circuit. Similarly, at the cathode side,
oxygen is fed to the gas channels and the electrochemical reduction of oxygen at
the cathode-electrolyte interfaces leads to the production of the oxygen ions. The
resulting ions migrate through the electrolyte to complete the circuit and sustain the

half layers electrochemical reactions.

Based on the working principle, a typical SOFC consists of four basic components:
dense electrolyte, anode and cathode electrodes and interconnects. Electrolyte is the
central element of the fuel cell by which the operating temperature and other
components’ materials can be identified *. Due to its dense solid nature, it prevents
penetrating of the gas species into it and then behaves like a gas separator.
Moreover, the electrolyte functions as an ionic conductor enabling oxygen ions to

flow from cathode to the anode sides. Therefore, an SOFC electrolyte material
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should come across various requirements in order for the fuel cell to have a good
performance and be stable over long time operation. Yttria Stabilized Zirconia
(YSZ) is the most popular choice for the electrolyte material with the ionic
conductivity of 0.02 s.cm™ at around 1000 K®. However, the research trend is
toward reducing the operating temperature of SOFCs by using novel electrolyte

material, such as LaSrGaMgO (LSGM), and by reducing the electrolyte thickness*®
19
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Figure 2.1 - Schematic view for the working principle of a planar SOFC

Due to high operating temperature, one of the important requirements for the SOFC
materials is to have closely matching thermal expansion coefficients; therefore, all
other components’ materials are chosen based on the selection of the electrolyte
film. The main function of the anode and cathode electrodes is to facilitate the
reduction and oxidization reactions respectively, between the reactants (fuel and
oxygen), ions and electrons. Therefore, they need to be conductive for the electrons
and ions without being consumed or destroyed at the reactive environment and high
operating temperature. In this regard, they are mostly made of the cermet materials.
In this regard, Ni-YSZ cermet and Lanthanum Strontium Manganite (LSM) are the
commonly used materials for the anode and cathode respectively % %,

Furthermore, interconnect facilitates transport of the electrons between the
electrochemically active layers at the anode and cathode electrodes and the external
circuit. Additionally, it is in direct contact with the electrodes and all reactants.
Therefore, interconnects need to be chemically and mechanically stable, electrically

12
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conductive and its thermal expansion should be matched with the other components
2223 | anthanum chromite and ferric stainless steel are the most common ceramic
and metallic materials used for interconnects 2> %*. Furthermore, fuel and air gas
channels are formed on interconnects to distribute the reactants across the anode
and cathode electrodes. Therefore, different flow field designs are possible
depending on the relative positioning of the fuel and air channels, which can greatly
affect distribution of the reactants’ concentration, temperature and reaction rate.

Figure 2.2 shows the most common flow field configurations of a planar SOFC.
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Figure 2.2 - Typical flow field configurations of a planar SOFC®

In addition to the above, the basic components can be fabricated into a variety of
configurations among them the tubular and planar designs are the most common.
Although the planar SOFCs are capable of achieving high power density, their
design and development progressed slower than the tubular one because of the

sealing problem that is associated with their manufacturing %. This problem is
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almost solved by the improvements in materials and development of lower
temperature SOFCs; therefore, the number of papers published on the modelling of

the planar design has increased considerably 2’.

2.4. SOFC Modelling Approach

For an SOFC, a relatively large number of physical, chemical and electrochemical
processes occurring simultaneously can be described at different time and length
scale ?®. The control of these processes requires primarily an understanding of
SOFC physics and chemistry as well as the capability to modify one or more
interdependent process parameters in a given direction °. In this regard,
mathematical models are essential tools in examining and understanding the effects
of various operating parameters and designs, as well as promising for the SOFC
development. For the physically based SOFC models, the mathematical
relationships are derived from the physical conservation laws and governing
equations °; however, a challenge is to further improve multi-scale modelling
approach for fuel cell design. A great number of papers can be found on SOFC
modelling. Nevertheless, given the wide scope of applications, the model
developed for various purposes are at different levels of complexity and details.
Though there is no clear-cut delineation between the models and their
classifications. Some general classifications are based on the model dimensionality,
scales and predictions under steady state or dynamic operating conditions % 2" %% %,
In this section, a comprehensive literature review of the physically based SOFC
models published in the open literature is presented. The models covered in this

section are classified into three categories as follows.

2.4.1. Electrode Level Modelling

Recently, a promising alternative is studied extensively to reduce the operating
temperature by adopting anode supported structure in SOFC instead of the
electrolyte support. For a thinner layer of electrolyte film, SOFC can be operated in
a moderate temperature of 600 - 800°c *!. Furthermore, the commonly used Ni-
based porous support provides internal reforming environment, which increases the

applicability of the cell to methane-containing fuels without the need for converting
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methane to hydrogen in an external reformer. Therefore, one of the important fields
of the SOFC modelling at the electrode level is to explore the influences of the
structural parameters on the reaction rates and transport processes inside the porous

electrodes 2.

Thought the electrode level models was initiated by Costamagna et al. **. They
developed a 1D model in which, the electrodes were treated as a mixture of the
electronic and ionic conductor particles. Their model takes into account the
morphological properties of the electrode on charge transport and the
electrochemical reaction, while mass transfer through the porous electrode was
neglected. That means they assumed uniform concentration of the reactants
throughout the porous electrode. However, due to the consumption of the reactants
at the reaction sites, this assumption is not valid. Chen et al. ** presented 1D
polarization model of a solid oxide fuel cell to show the sensitivity of the cell
voltage drop to changes in thickness of the respective cell components. They used
general form of the Butler-Volmer equation with constant exchange current density
to calculate the activation overpotential. Additionally, the effects of both ordinary
and Knudsen diffusions were considered in the mass transfers through the porous
electrode. However, their model was developed under constant operating
temperature and for the hydrogen fuel as the only anodic reactants. Another paper
from Chen et al. * detailed the development of the same model. Lehnert et al. *°
developed 1D SOFC model to explain reactants’ transports inside the anode as well
as the electrochemistry and methane reforming Kkinetics under certain operating
temperature. Their study highlighted the effects of the anode micro-structural
parameters on the SOFC performance. Recently, Ni et al. * provided better
understanding about the effects of the electrode microstructure and temperature on
the coupled transport and reaction rates. In their study a 1D model was developed
along the length of the electrode thickness. It was concluded that in methane fed
SOFC, all overpotentials decrease with increasing of temperature. Moreover, it was
found that both porosity and pore size grading can effectively improve the SOFC
performance by significant reduction of the gas diffusional resistance within the

porous electrodes. Furthermore, Yakabe et al. ¥’

presented a 3D model of a single
unit planar SOFC to estimate the concentration polarization at the anode electrode.

In their model, the flow phenomena were simulated using the finite volume method
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and the distribution of the gaseous species was calculated. They found that the shift
reaction effectively reduces the concentration polarization when the fuel utilization
is high. To deeply understand the multi-scale transport processes and chemical
reactions in the anode, Yuan *® developed a 3D CFD model for a computational
domain including of the porous anode, fuel gas flow channel and solid interconnect.
The simulation results from that model reveals the combined effects of the
reforming and electrochemical reaction rates on temperature distribution and
transport processes of the anodic reactants. The similarity between the models
developed by Lehnert et al. *°, Ni et al. *?, Yakabe et al. ¥ and Yuan *® was the
consideration of the electrochemical reaction at the electrode-electrolyte interface
while the internal reforming reaction assumed to happen in the anode porous
structure. However, it is widely reported in the open literature that the
electrochemical reaction not only occurs on the electrode-electrolyte interface but
also extended to a distance of 10-50 pum from the electrolyte ** *°. Recently Hussain
et al. ** developed a 3D model describing the transport of multi-component gas
mixture inside the anode. In their model, the computational domain was considered
for a single fuel and air gas channels with the electrodes and electrolyte in between.
More examples of the SOFC models, which allow sensitivity analysis on the
performance of the cell with respect to the electrode micro-structural parameters

can be found in references > %3,

On the electrode level, another important field of modelling concerns with the
reaction Kinetics at the electrode-electrolyte interfaces. In this regard, dynamic
methods, such as the electrochemical impedance spectroscopy (EIS), are
indispensable *. EIS is a powerful technique for fuel cell diagnosis which can give
information on individual losses, including the electrochemical reaction kinetics,
mass transfer and ohmic resistances *. In other words, when an excitation or
perturbation signal (voltage or current) at multiple frequencies is imposed on a
SOFC, a corresponding output signal, which is determined by the coupling of
electrical, electrochemical, chemical and transport processes, gives the
characteristic impedance. Therefore, in SOFC diagnosis, the EIS technique serves
mainly as a tool to investigate the reaction mechanisms and, to optimize design and
fabrication of the cell components. Though, EIS diagnosis consists mainly of three

main elements: impedance data, impedance modelling and fitting algorithm “°. In
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general, EIS data are interpreted using impedance models, which play a decisive
role in the process of the numerical impedance experiments. Among different
impedance models, the equivalent circuit models (ECM) is phenomenological and
easily accepted and understood; therefore it has been used extensively to
characterize the physiochemical processes in SOFCs ***’. However, the equivalent
circuit approach is primarily electrical model and although it gives a good picture
of the contribution of different loss mechanisms but these voltage losses do not
represent physically meaningful potential steps in the path along the PEN structure
thickness *® *°. Additionally, there is no straight forward mathematical correlation
between the parameters of ECMSs and the parameters of SOFCs *°. To address these
problems, development of the physically based dynamic models from the
conservation equations is very helpful to simulate the electrochemical impedance
spectra. Zhu and Kee™ developed a physically based 1D transient model including
species transport in porous electrodes, elementary heterogeneous chemical reaction,
ion conduction and electrochemical charge transfer for simulating electrochemical
impedance spectra. In this model spatial variation of the species concentration at
the fuel and air compartments were neglected, porous media transport was
represented by the dusty gas model and the electrochemical charge transfer was
modelled with a modified Butler-VVolmer formulation. However, the effects of
double layer capacitances at the electrode-electrolyte interfaces were neglected.
Similarly, Bessler™* developed a new computational approach for simulating
impedance spectra and modelled elementary reactions and diffusion processes at
SOFC anode as a system of physically derived conservation equations and without
considering the effect of the electrode-electrolyte double layer capacitances. This
model yields chemical and physical parameters without the necessity of applying
equivalent circuit models. It focused on the (electro-) chemical and mass transport
contributions to the impedance that was also referred to as the faradic impedance.
In another research, Hofmann and Panopoulos™ presented detailed dynamic model
for a planar SOFC to simulate steady state and dynamic performances, with a
specific capability of simulating the electrochemical impedance spectra. However,
distributed charge transfer equation has not been taken into account, so that the
charge transfer and potential steps only occur lumped at the interfaces of the
electrodes and electrolyte membrane and the physical meaning of the linear current

density has not been included. Therefore, in line with the real physics, it is
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necessary to include the distributed effects of the electrode-electrolyte double layer

capacitance to the dynamic response of the current density at different layers.

2.4.2. Cell and Stack Level Modelling

In addition to the electrode-level models, a large number of papers for physical
modelling of the cell and stack have been published in the open literature. These
models have been developed from the physical principles to investigate the cell and
stack internal processes and broadly classified from three dimensional (3D) to the
most simplified zero dimensional (0D). In this section, a brief review of the

physically based cell and stack level models will be presented.

In SOFCs, the fuel utilization and the average cell temperature can be controlled by
the reactants’ delivery rates and the gas inlet temperature °. Although increased fuel
flow tends to increase uniformity of the reactants’ distribution along the electrode
active area, it decreases fuel utilization ’. Additionally, it is possible to have a
uniform flow distribution by insuring that, the pressure drop in the inlet and outlet
manifolds is much lower than that in the gas channels *2. Therefore, managing the
pressure drop, gas flow and the inlet temperature are the crucial factors, which in
turn affect the overall performance of the cell and stack °. With respect to flow
uniformity, the geometrical design factors such as the number of manifolds and
their structure, gas channel design and overall gas flow pattern are the important
parameters to be considered . In this regard, Koh et al. *>* developed a
hydrodynamic model for the U-type and Z-type gas flow patterns in a typical fuel
cell stack. Using that model, the effects of the geometrical factors on pressure and
flow distribution in fuel cell stack were calculated. They found that incorrect
manifold design has more significant effect on pressure profile, which may
consequently results in flow maldistribution. Furthermore, Maharudrayya et al.
*applied analytical approach to a typical fuel cell distributor plate to analyse flow
distribution and pressure drop in Z- and U- type parallel channel configurations.
From their study, it was shown that channel design and dimension of the inlet and
outlet headers can affect the flow uniformity as well. In another research,

55
l.

Maharudrayya et al. > conducted 2D CFD simulation to analyse the flow structure

and pressure loss for the laminar flow through serpentine channels and over a range

18



Chapter 2

of curvature and aspect ratios. They found that curvature has a significant effect on
occurrence of the flow separation in the bend regions. Liu et al. *® and Li et al. >’
studied the effect of the multiple levels of the channel bifurcation structure and
dimensions on the uniformity of flow distribution with 2D CFD models. However,
development of 3D model of the flow field design with realistic boundary condition
is a more reliable approach for the flow distribution analysis . In this regard, Bi et
al. *®> developed a 3D CFD model to perform intensive CFD calculation for
analysing flow distribution in planar SOFC stack without including the effects from
chemical and electrochemical reactions. They found that the ratio of the inlet to
outlet manifold width is a key geometrical parameter influencing the flow

uniformity in stack. Huang et al. *®

investigated flow uniformity in various flow
field design and its influence on the performance of a planar SOFC experimentally
and numerically. In their study, several 3D CFD models were established to
simulate the hydraulic experiments and to evaluate the performance of a single cell
stack. Their models were built for different design of interconnects and over the
wide range of the hydraulic Reynolds number. It was concluded that new flow field
design with two inlets — one outlet manifold is superior to the one inlet — one outlet
design proposed by Yakabe et al. *°. Additionally their new design can effectively
improve the degree of flow uniformity in interconnects, temperature uniformity of
the PEN structure and overall performance of the cell. In another study, Qu et al. *
analysed the electrochemical processes of a planar SOFC to evaluate the
performance of the proposed SOFC design with corrugated bipolar plates serving
as the gas channels and current collector. Additionally, Danilov and Tade®
presented a 3D CFD model of a planar SOFC to reflect the influences of various
factors including different anode flow field design and reaction kinetics on the
overall performance of the cell. According to Liu et al *°, it is expected that efforts
for developing new flow fields to improve the uniformity of the flow distribution
remain as an interesting topics for engineers and researchers. However, in addition
to the importance of the uniform flow distribution, operating conditions and
different fuel and air flow configurations also influence SOFC performance. For

. ® and Recknagle et al. ” introduced a 3D model for a

example, Ferguson et a
typical planar SOFC, which allows computation of the local distribution of
temperature, current density and species concentration under the effects of different

co-, counter- and cross-flow of air and fuel configurations. Xia et al. ®® developed a
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3D CFD model to investigate the effects of the inlet operating parameters such as
the inlet flow rates and temperature on the performance of a one cell stack of the
planar SOFC under the influence of the co- and counter flow configurations.
Furthermore, Janardhanan and Deutschmann® developed a 2D CFD model for an
internally reforming anode supported SOFC. Their study mainly focused on the
analysis of detailed chemical processes within the anode, electrochemical processes
and losses of SOFC running on CH4 rich fuel under the isothermal operating

condition.

The solid oxide fuel cells, like many other process equipment, are typically
designed by considering only their steady state characteristics. However, dynamic
performance is crucial as well in designing fuel cells that have a long lifetime and
then, in the past few years, dynamic modelling has gained importance *. For
example, Achenbach ® presented three dimensional and time dependent model of a
planar SOFC to discuss the effect of different co-, counter- and cross flow
configuration on distribution of the current density and solid temperature across the
cell. In his study, the response of the cell voltage to a load step change was
analysed. Li et al. ®® developed a two dimensional model of a direct internal
reforming SOFC stack operating with cross flow configuration. In their study, not
only the steady state performance analysis but also dynamic responses to step
changes in fuel flow rate, air flow rate and stack voltage were discussed.
Furthermore, it was shown that the dynamic responses are different at each point of
the stack. Additionally, Serincan et al. ®’ developed a transient 2D CFD model for a
tubular SOFC. They investigated dynamic responses of the current density to the

failure in fuel supply and step changes in the cell voltage.

As it was shown, three and two dimensional models are typically developed to
study the combined impacts of the fuel and air flow directions, flow field design,
reactions and operating conditions on the overall performance of the cell and stack.
In these models, the processes occurring within the PEN structure have been
greatly simplified and they are usually solved using the commercial CFD packages.
Although CFD techniques are powerful tools in the study of flow and transport
phenomena inside fuel cells, such approaches for the complete SOFC modelling,

including chemical and electrochemical reaction mechanisms, lead to highly
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complex descriptions, which are time consuming with respect to set up and
simulation. As a result, although there is limited number of 3D and 2D models for
transient study; they are not practically applicable for SOFC system analysis,
dynamic simulations and for control purposes ®. In this regard, quasi 2D, reduced

1D, and lumped parameter SOFC models seemed to be more promising.

Quasi 2D models are popular since they reduce the computational time. In such
models, 1D gas flows in the gas channels are coupled with transverse transport of
the reactants’ species in the porous electrodes by using the boundary conditions at
the gas channel-electrode interfaces . For example, Zhu et al. ° presented a quasi
2D model for a typical anode supported SOFC to analyse heterogeneous chemistry
and electrochemistry with the assumption of isothermal operating condition. Their
simulation results showed the capability of implementing elementary
heterogeneous chemical kinetics in the form of multi-step reaction mechanisms into
the SOFC model. Lai et al. "* and Burt et al. " presented quasi two dimensional
models for the efficient computation of the current density, species concentration
and temperature distributions in a planar SOFC stack and under the steady state
operating condition. In their models, 2D control volume approach was implemented
to simulate the stack physics while maintaining adequate computational speed.

I 72

However, in the model presented by Burt et a , simulations were done in a

parallel computing environment that reduced the computational time more

significantly. Xue et al. ™

used the same numerical approach for a single tubular
SOFC unit to simulate steady state performance and transient characteristics of the
cell under time varying voltage. Although simulation results from quasi 2D models
have better accuracy than those from 1D and 0D SOFC models, the simulation

results were mainly reported along a single axis of the computational domain.

In 1D models, which are an improvement over the existing 0D ones "*, the cell is
represented as a line, gas channels are modelled as the plug flow reactors and the

PEN structure is considered as a thin layer separating the fuel and air channels * .

Aguiar et al. > "®

proposed a 1D SOFC dynamic model to investigate transient
behaviour of the co- and counter flow SOFC to load step changes and the impact of
the operational parameters on the steady state performance. Their model has been

developed for the mass and energy transfer processes with an electrochemical sub-
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model to relate reactants’ concentration and temperature to the voltage, current
density and other cell variables. In another study, Yingwei et al. " developed 1D
dynamic model of a planar methane fuelled SOFC to investigate steady state
performance and dynamic responses of temperature, current density and voltage to
step changes in load and the inlet gas flow rates while transient response of the
charge transfer process was neglected as well. They found that the inlet air flow
rate has a great impact on the cell temperature distribution and can be used as the
manipulated parameter for temperature control. Cheddie and Munroe " presented a
1D dynamic SOFC model by developing a system of governing differential
equations over 1D control volume. In their study the effects of the number of nodal
points on the computational time and temperature prediction were analysed.
Additionally, temperature and voltage responses to the load step changes were
investigated. Similarly, Wei Kang et al. ”® developed a reduced 1D dynamic model
of a planar methane fuelled SOFC by adopting control volume approach along the
gas flow direction. Furthermore, interconnects, gas channels and the PEN structure
were integrated together, the current density distribution was considered to be
uniform within the SOFC and the cell voltage was determined by the average gas
molar fractions and cell temperature. The results from the reduced model were
evaluated with a detailed 1D and simplified lumped parameter SOFC models. They
concluded that accuracy of the reduced model was not affected significantly by the

simplifications while it was an improvement over the lumped parameter model.

In the path toward the model simplification, 0D models are the simplest ones, in
which spatial variations are not taken into account and spatial averaging in all
directions is performed. For example, Wang and Nehrir’ developed a physically
based dynamic model for a tubular SOFC in which, the components’ diffusion were
described by the Stefan-Maxwell formulation and the gas channels were modelled
as the well mixed reactors. In their study, the dynamic characteristics of the model
were investigated in small, medium and large time scales, from millisecond to
minutes and then, double layer charging and discharging effects were modelled by

. & are the

the equivalent circuit approach. The work of Campanari®® and Lin et a
other illustrations of the application of this type of SOFC models for the cell
performance investigation. More examples of the zero dimensional SOFC models

will be reviewed through the following system level models.
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Once again, due to the fast response of the charge transfer process to the step
change in voltage or current density, the similarity between most of the cell and
stack level dynamic models is that, the transient response of the charge transfer
process has been neglected and with few exceptions it was considered as the
lumped parameter models. However, for precise calculation of the transient
response of the electrochemical reactions, especially when the cell is subjected to a
high frequency sinusoidal voltage change, it is necessary to consider unsteady state
equation for the charging process of the electrical double layer along with the

electrode-electrolyte interfaces *.

2.4.3. System Level Modelling

System level models play an important role in the development of fuel cells
especially in the hybrid SOFC systems °. By definition, any combination of a fuel
cell and a heat engine can be considered as the hybrid fuel cell system ®. For the
SOFC system modelling, emphasize is focused on interaction of the fuel cell with
the other components of the system and not investigation of the inner working of
the cell and stack. Therefore, lumped parameter SOFC models are more suitable for
system level analysis. Hybrid SOFC systems have a wide range of possible
applications, which have been studied extensively by the system level modelling. A
comprehensive literature review of modelling of the SOFC system can be found in
212 However, in this section some of them from the open literature will be

reviewed.

One of the primary aims of any system simulation is to evaluate the effects of
various parameters on the system performance. For example, Suther et al. %,
developed a steady state thermodynamic model of a hybrid SOFC-GT system in the
commercial process simulator, Aspen Plus, which incorporates a zero dimensional
model for the planar SOFC stack. Using the developed model, they investigated the
impact of some operating parameters such as system pressure, SOFC operating
temperature and SOFC fuel utilization factor on the specific work output and
efficiency of the hybrid cycle. From thermodynamic perspective, Chan et al. 3
presented a steady state model for a natural gas fed SOFC-GT power generation

system. Their model was developed in the general purpose mathematical software,
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MATLAB and performed the first law of thermodynamics energy analysis with the
particular attention on the effects of operating pressure and fuel flow rate on the
performance of the components and system. Based on that study, the authors
developed the model further for possible part load simulation ®. Calise et al. ®
performed a detailed exergy analysis of a highly coupled SOFC-GT hybrid plant
using the MATLAB toolboxes. They gave special attention to the sources of
inefficiency and analysed their variations with respect to different operating
pressure, fuel utilization, fuel to air and steam to fuel ratios and current density. To
study the suitability of the SOFCs for aerospace applications, a zero dimensional
model for the SOFC stack was also used in conjunction with a propulsion system
by Freeh et al. . However, not only steady state but also dynamic behaviour and
load characteristics are the key issues that should be addressed for the SOFC based
energy systems, which have been considered as the most promising technology in
the market of distributed power supply and mobile applications. Therefore, with
respect to these particular application, the main goal is to design suitable control
strategy to address improvement of transient behaviours, rapid load following,
smooth system operation and safety in the desired operating range . For example,
Zhu and Tomsovic® presented a simplified dynamic model of the SOFC micro
turbine system in Laplace time domain to evaluate dynamic performance and
control strategy. Kimijima and Kasagi® studied part load of a recuperated SOFC-
GT cycle, using a 0D SOFC model under variable and fixed shaft speed operation.
They pointed out that variable shaft speed operation is favourable in terms of part

load performance.

As it was shown above, modellers generally use two different approaches for
system level modelling. In the first approach, models for different components of
the system can be developed in programming languages such as
MATLAB/Simulink platform to solve the governing equations of the system. In the
second approach, they develop the stack level SOFC model by themselves and take
advantage of commercial software such as Aspen Plus, Hysis and Pro Il process
simulators to model the conventional components of the system. In both
approaches, due to the objective and complexity of the SOFC system models, the
SOFC sub-models mostly focused on the thermodynamic aspect and the associated

electrochemical processes or developed as a lumped parameter model (OD), which
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is the most simplified representation for real physics of the SOFC stack. Therefore,
even with appropriate validation, accuracy of the simulation results is questionable.
To address this matter, there are some publications that used multidimensional
approach to model SOFC stack. For example, Magistri et al. ** studied simplified
versus detailed SOFC stack models and how they affect the performance of the
SOFC system. They emphasized the importance of the simplified SOFC model for
hybrid system design and detailed model for complete description of the SOFC
internal behaviour. Palsson et al. % developed a steady state model for a hybrid
SOFC-GT system in Aspen Plus by using 2D model of a planar SOFC as a user
defined unit, which was integrated with other built-in models for the standard
components of the system. In another research, Song et al. ** developed a quasi 2D
steady state model for the SOFC stack to investigate the impacts of system
parameters on the performance of the tubular SOFC-GT system. Furthermore, the
effect of the co- and counter flow configurations on the system performance was
evaluated in that study. With respect to dynamic simulation, Stiller et al. *
presented a detailed dynamic model of a tubular SOFC system integrated into a
simple recuperated GT cycle to investigate steady state and dynamic behaviour of
the system to rapid load changes. In their model, the SOFC sub-model was spatially
discretised and fully dynamic in terms of mass and heat transfer phenomena. Gas
flows were treated as 1D plug flows, while the SOFC solid structures were

modelled by a 2D discretization scheme in axial and radial directions.

2.5. Summary
SOFC modelling is performed at various levels, from the electrode level to the cell

and stack followed by the system level.

Dynamic characteristics are crucial in fuel cell design. In general, dynamic models
at the electrode-level are essential for the electrochemical impedance analysis while
at the cell, stack and system level modelling, they are used to investigate transient
responses to the step changes in voltage, current and operating conditions at the
inlet boundaries. In spite of different applications for the SOFC dynamic models, in
most of them, the effect of the charge double layer capacitance on the transient

characteristics has been neglected and with a few exceptions it has been considered
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as the lumped parameter model and combined with the electrochemical reaction
potential steps at the electrode-electrolyte interfaces “>** ™. However, the current
density that is measured at the current collector is the sum of the faradic current due
to charge transfer electrochemistry, calculated mainly by the Butler-Volmet
equation and the current due to charging or discharging of the electrical double
layers upon transient conditions “®. Thus, the existing models cannot reflect the
actual physics of the charge transfer processes at the electrode-electrolyte interfaces
while one of the main goals of the various modelling approaches is to predict the
relationship between the cell voltage and current density under different operating
conditions. Although the response of the charge transfer process to the step change
in voltage or current density is instantaneous but for precise calculating of the
transient response of the electrochemical reactions, especially when the cell is
subjected to a varying high frequency sinusoidal voltage or current (that is the case
for the impedance analysis), it is necessary to consider the effect of the electrode-
electrolyte double layer capacitance. Therefore, an improved understanding is still
necessary for physically characterizing the current densities at the electron and ion

conducting media upon transient conditions.

In addition, as it comes from the above literature review, maintaining high power
output, maximizing operating life and keeping high efficiency are the most
important issues regarding the operation of a SOFC. Therefore, we require proper
design of the cell and stack as well as the control system. To address this, even
though a limited number of 3D and 2D SOFC models were developed to address
transient analysis, spatial consideration into SOFC dynamic analysis has been given
very little attention from the research community. Furthermore, such models have
inherent complexity that makes them computationally intensive and very time
consuming. Therefore, they are not practically applicable for SOFC system
analysis, dynamic simulations and control purpose ®. For that reason, quasi two,
reduced one and zero dimensional SOFC reactor models seemed to be more
promising. However, not all reactors are perfectly mixed, nor do all reactors exhibit
plug flow behaviour. Furthermore, the effects of the flow field design, different fuel
and air flow configurations and the spatio distribution of the key variables such as
temperature, current density and species concentrations cannot be considered in

these simplified models. Therefore, even with appropriate validation, accuracy of
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the simulation results is guestionable and we need a new SOFC model with less
complexity and computational dexterity that falls between the most simplified

lumped and multi-dimensional models found in the literature.

Finally, as it was shown, all reactions, geometric and micro-structural parameters
influence transport processes and fuel cell performance in a complex manner and
different ways. However, investigations of the micro-structural effects have been
restricted mainly to one-dimensional models, which have been developed along the
thickness of the PEN structure and cannot represent the performance of a complete
cell; or models with higher dimensionality for a single fuel and air gas channels
which do not capture the influences of the geometrical factors properly. On the
other hand, the existing 2D and 3DSOFC models for a complete cell or stack are
mainly developed to analyse the effects of different flow field design and operating
conditions on the flow distribution patterns and steady state performance.
Furthermore, they have mainly being built for a hypothetical geometry and
validated with the experimental data from the literature that may belong to different
geometries. In view of this, the previous studies have examined the effects of
geometrical factors and microstructural parameters independently but not
simultaneously. Therefore, there is a lack for a 3D CFD model of a real industrial
SOFC to facilitate analysis of the effect of different flow field design on pressure
and velocity profiles and investigate the distribution of temperature, species
concentration and reaction rates under the combined influences of the micro-

structural parameters and geometrical factors.

All these provide a rationale for doing further improvement over the existing multi-

scale SOFC models that is detailed in the next chapters.
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Dynamic Plug Flow Reactor Model of a Planar SOFC with
Modified Charge Balance Equation

3.1. Introduction

With respect to the wide range of applications for the SOFC dynamic models, it is
the intention of this chapter to develop a modified physically based plug flow
reactor model of a planar SOFC for the steady state and transient performance
analysis. Special emphasis is put on using a modified expression for the charge
balance equation as the boundary condition between the electrode and electrolyte
interfaces. This model can get the capacitor effect of double layers and prediction
of steady state and dynamic performances are accomplished in line with the real

physics of the charge transfer process.

3.2. PFR Model Development

Figure 3.1 shows the schematic diagram of the planar SOFC as used in this model
that consists of interconnect, fuel and air gas channels, cathode and anode
electrodes with an ionic conducting electrolyte that is sandwiched in between. For
the simplest case of the hydrogen fuel and air system, the charge transfer processes
taking place at triple phase boundaries, yield the following half-cell

electrochemical reactions:

H,+0> - H,0+2e (3-1)

120, + 2e - O% (3-2)
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H, 1,0

T

H,+0" < H,0+22
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Electrolyte

Fuel

Air /

Figure 3.1 - Schematic view of a planar SOFC in PFR model®

Additionally, the model developed here is used for the potentiostatic operation of

the cell and the assumptions for the model are listed below:

Triple phase boundary (TPB) is located only at the electrode-electrolyte
interface where the charge transfer processes occur.

Plug flow condition is assumed within the fuel and air channels. Thereby
the gas temperature, velocity and composition are only changed along the
z-coordinate.

Electrolyte is an oxygen ion conducting media without current leakage.
Transverse transport in porous media is taken into account by the
component mass balances between the gas channels and electrode-
electrolyte interfaces.

Pressure drop along the gas channels is neglected and ideal gas behaviour

is assumed within fuel and air channels.

Based on the above assumptions, transport equations are developed for mass,

energy and charge balances along the main flow directions of fuel and air channels

and discussed as follows:
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3.2.1 1D Mass Transport Equation

The one dimensional transient model for the fuel and air channels may be

considered with the following species continuity and overall continuity equations in

5

which, the negative sign is used for the fuel flow * and the positive sign is

corresponding to the counter current mode of the air flow *:

oCiyl) o ety iz
ot B 0z 2FH ™

AC

o(c* a@tc v.li
€ _ . ( )4_25 i
ot 0z ~ 2FH *

(3-3)

(3-4)

Here, the independent variables are time and the length along gas channels (Z),
while the dependent variables are the tensor velocities (G ) and species mole

fractions (y,;). Although pressure could be determined by solving momentum

equation, the pressure variations along a channel are sufficiently small so that the
pressure is considered as a constant parameter % Moreover, Faraday’s law relates

the flux of reactants and products to the Faradic current densities (i2°) arising from

the half-cell electrochemical reactions.

3.2.2 1D Heat Transport Equation

In a fuel cell, current and temperature distributions are strongly coupled ¥’. Thus
consideration of the energy balance is essential. In this model, equations for the
energy balances are mostly acquired from the work of Aguiar and co-workers ;
however, some changes were made to adopt the counter flow case. The thermal
flux was supposed to be conductive in solid phases including the PEN structure and
interconnects while it was considered to be convective in the gas flow direction and
between the gas channels and solid parts. That is due to the fact that the thermal
conductivity is much higher in the solid regions than in the fluid phases ™. The
model complexity was reduced by neglecting the variation of the reactants’ heat
capacities and the heat transfer coefficients as considered in ® . Therefore, the

governing energy equations for the fuel and air channels are:
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f f f f
Cfc;% :—Ufoc;%+%(TPEN —Tf)+%(T' -T" (3-5)
CaC; 8T — UaCaC;aalz_i_%(TPEN _Ta)+F(TI _Ta) (3-6)

Here,H is the gas channel height; »"and #»* are the heat transfer coefficients
between the gas channels and solid structures;T* and T®are the fuel and air
temperatures; T " and T'are the temperature of the PEN structure and

interconnect; and c'» is the specific heat capacity of the gas mixture in fuel and air

channels.
fa _ fa
o =Yy, (3-7)
i

In planar SOFCs, more often the flow channels have the large aspect ratios (length
to height), which are generally reported in the range of 100:1 on the cathode side
and 200:1 on the anode side. Therefore, the view factors are small enough to
neglect the radiation heat transfer between the PEN and interconnect surfaces’.
However, due to the geometry of the SOFC that is considered in this model, the
aspect ratio is placed in the range of 20:1 that may allow some amount of heat
radiation to occur. In view of this, the effect of radiation heat transfer is taken into

consideration for the PEN and interconnects temperatures.

a—I-PEN aZTPEN hf ha . Rrad Relec
(pCP)PEN ot =k™" 72 N SPEN (T -T") - SPEN (T =T+ SPTEN 6PhEN (3-8)
(e, Tt CTL Iy ey R (39)
G ozt & 5 5!

1 1

R = o [(T')* —(TPEN)4]/{—I+W— } (3-10)
& <

SPEN — 5”45, +0° (3-11)

elyt

Here,5" s°and s, ,are thicknesses of the anode, cathode and electrolyte

respectively; & is the emissivity; and R £ is the heat generation, which consists of
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the enthalpy changes of the electrochemical reaction and the electrical work from

the cell.

) AH elec
Rilec = Icell (? - Ecell) (3'12)

e

Here, AH °= represents the enthalpy change for the overall electrochemical reaction

at the electrode-electrolyte interfaces; i_,is the cell current density at each point; n,

cell

is the number of electrons transferred through the reaction; Fis the Faraday

constant and E , is the cell voltage.

3.2.3 1D Charge Transport Equation

When an electrical load is applied to a composite electrode, the coupling of the
electric and ionic conduction properties with electrochemistry, double layer
charging or discharging and gas phase transport will lead to a characteristic
distribution of the local potential steps *. Figure 3.2 presents a schematic for the

electric potential distribution of an SOFC.
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Figure 3.2 - Electric potential distribution in a polarized SOFC with porous
electrode*®
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The measured cell voltage is given as the difference between the electric potentials

of the current collectors at the anode and cathode sides %.

:q)C _(Dlel-\lde

elde

E (3-13)

cell

In addition, the anode and cathode electrodes are at different potentials due to the

following electric potential steps at the anode-electrolyte (n*) and cathode-

electrolyte (1) interfaces °.

=0, -0k, (3-14)
N =05 - 04, (3-15)
Here, o is the electrolyte potential just beyond the electrodes. To calculate

elyt
different overpotentials, we need to solve equations (3-13) to (3-15). In this regard,
an additional expression is required to describe the variation ofn*, andn°. In view
of this, the electromagnetic theory postulates the following charge balance equation

at the interfaces between two arbitrary phases .

0 . .
EQ:_VJL —a, (I i) (3-16)
Iz Medium 2, n>0
| (Electrolyte/Electrode)
g, D,
i
—>
n
g x
E z
Medium 1, n<0 M
(Electrode/Electrolyte) In1

g, D,

Figure 3.3 - Schematic view of the charge boundary conditions at the interface between
two arbitrary media®
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As it is shown in Figure 3.3, equation (3-16) states that, at any point on the
boundary, the time derivative of the surface charge density (Q), is equal to the
negative sum of the dimensional divergence of the linear current density (i ) and
differences between the components of the current densities normal to each sides of
the boundary (i and; ). In equation (3-16), let the quantities pertinent to medium
1 and 2 be denoted by subscripts 1 and 2 respectively and a be the unit normal
vector to the surface and directed into medium 1. In addition to above, the
electrode-electrolyte interfaces behave like a capacitor in which the surface charge
density depends on the potential differences across this double layer. Charge or
discharge rate for the anode-electrolyte and the cathode—electrolyte boundaries can

be represented as follows *:

A A a A
5(; =Cd|§(n ) (3-17)
Q° ¢ 0, ¢
gt =Cd|§(n ) (3-18)

Here c4andc§ are the anodic and cathodic specific double layer capacitances for

which, the values reported by Hendriks et al. *® were used. Furthermore, from the
Ohm’s law and with respect to the linear current density on each side of the

boundary between two different mediums, it can be written as ***:

i, r,=-Vo, (3-19)

i,M,=-VOo, (3-20)
1

(rl_)l,z = (_)1,2 (3'21)
00

Here,  _is the resistance of the boundary between the electrode and electrolyte
phases. With attention to the physically uniqueness of the linear current density on
the boundary between the electrode-electrolyte and considering the large difference
between the electrode and electrolyte conductivities, subtracting equation (3-19)

from equation (3-20) results in the following expression for the linear current
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density on the boundary between the anode-electrolyte and the cathode-electrolyte

respectively:

in =L v (3-22)
elyt
i© =L vine) (3-23)

elyt

In 1D SOFC model, considering the gas channel main flow direction and the sign
convention that is positive for the anodic current and negative for the cathodic

current densities %> 102

, substituting the above equations into equation (3-16)
results in the modified 1D charge balance equations between the anode and cathode

electrode-electrolyte interfaces as follows:

om™) 1 0*(m™) A

crA ) __ = i 3-24

T g ) (3-24)
o(m°) 1 °Mm%) . ,. .

CdCI ot == r : azz + (-Ielyt - I(F:) (3'25)

elyt

Here,i,, is the electrolyte current density; ifand i are the Faradic current

densities at the anode and cathode sides respectively, which are obtained as

follows.

3.2.4 Physically Based Current Voltage Relationship

As it was shown in Figure 3.2, there is a potential gradient inside the solid
electrolyte. However, neglecting potential gradient within the electrode thickness
that is due to the high conductivity of this phase, the cell voltage can be represented

by combining equations (3-13) to (3-15).

Ean =1 =" = (04, - g,) (3-26)
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Additionally, with respect to the Ohm’s law and using a linear approximation of the
potential profile in the ionic conducting media (electrolyte), the electrolyte current

density is defined as:

_ o — D
eyt =—Ge|yt(—'yg L) (3-27)

elyt

Substituting equation (3-27) into equation (3-26) leads to the following expression

for calculating the electrolyte current density through the ionic conducting media.

: Gy

Letyt = = -(nc —Eca _TIA) (3-28)
elyt

Oy =3.34 x10* x exp( —10300/T ") (3-29)

In accordance with the fundamental of electrochemistry, the electrolyte current
density entering equation (3-27) is equal to the cell current that is measured at the
current collectors *. Thus the second term on the right hand side of equation (3-24)
and (3-25) is equal to the induced current density due to charging and discharging
of double layers at transient conditions. In this study, the electrochemical reaction
was considered as a single step charge transfer process and the Faradic current
densities for the anode and cathode electrodes were calculated from the global

Butler-Volmer kinetics 1%,

A s oiF ol F 1
it =iy exp(ﬁn?ct)_exp(_ﬁngt) (3-30)
- o F alF ]
IF = 5| explom i) —exp(- i) (3-31)

Here, o2and o are the charge transfer coefficients of the anode side with the values
of 2.0 and 1.0 respectively; similarly, «cand ofare the charge transfer coefficient of

the cathode side with the values of 1.4 and 0.6 respectively '*. Additionally, i* and
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is are the anode and cathode exchange current densities, which can be obtained

from the following expressions *.

EA
iA — A, ,cat, ,cat ex act 3_32
0o =Y Yn,Yho pE RT) (3-32)
EC
iC = 2/ (Ve ) 0B gy (et 3-33
o =7 (Yo,) ~exp( RT) (3-33)

Here, y*and y“are the pre-exponential coefficients of the anodic and cathodic

exchange current densities; E 2

act

and E ¢, are the activation energy of the anodic

and cathodic half layer electrochemical reactions under the equilibrium conditions.
To integrate the Butler-Volmer global rate laws into SOFC model, we use the

definition of the activation overpotential *¢*°.

na =n"-nk (3-34)

Ne =N° — Mg (3-35)

Here, y2and ncrepresent the anodic and cathodic equilibrium potential steps.
eq eq

Although the Gibbs free energy change (ac °) for the overall cell reaction (
1
H, +§O2 —H,0) is available in literature ™, that for either of the half reactions,

equations (3-1) and (3-2), is difficult to find *. therefore, the method developed by

Ho et al. ' is proposed for calculating the following half-cell equilibrium potential

steps.

AG° =p} o~ 1y, — ko, /2 (3-36)
N =B o (o ) + %ln(yy) (337)
MNeg = Erer +%ugz +%ln(y§§f) (3-38)

Component material balances between the electrodes-electrolyte boundaries and the
fuel and air gas channels allow for calculation of the reactant and product

concentrations at the electrode-electrolyte interfaces .
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Here, D" is the effective diffusion coefficient for which, the contribution of the

molecular and Knudsen diffusivities was considered (please refer to Appendix A).
Moreover, to distinguish the stoichiometric relationships between reactants and

products (v,), we define a sign convention that is positive for the products;

negative for the reactants and zero for the inert components. Finally, as it was
shown above, the exchange current densities, equation (3-32) and equation (3-33),
and the half-cell equilibrium potential steps, equations (3-37) and (3-38), are
calculated from the species mole fractions at the electrode-electrolyte interfaces. In
view of this, there is no need for the explicit evaluation of the concentration

overpotentials .

3.3. Initial and Boundary Conditions in PFR model

Geometry, operating conditions and model input parameters, used in this model are
listed in Tables 3.1 and 3.2 respectively. All variables were given an initial value
equal to the equilibrium inlet condition to start the simulation. At the same time,
boundary conditions at the inlet of the fuel and air gas channels are specified from
the inlet gas conditions. The fuel and air gas temperatures, species molar fractions
and inlet velocities are given as the constant values (Dirichlet boundary condition)
® However, with respect to the pdepe solver that is available in MATLAB, the
solution should satisfy a general form of the boundary condition; therefore, at the
outlet boundaries, the change of the gas temperatures, species molar fractions and
velocities are set to zero in order to approximate the solution of the right and left
hand sides (for more information, please refer to MATLAB documentation relevant
to initial boundary value problems for PDESs). It should be noted that, both ends of
the PEN structure and interconnects are assumed to be insulated; therefore, at these
points the spatial derivative of the PEN and interconnect temperatures are zero
(Neuman boundary conditions). The same is true for the electric potential steps at
both ends of the PEN structure. Furthermore, convective heat transfer is considered

at the interface between the gas channels and the PEN structure, while equations (3-
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24) and (3-25) represent charge balance boundary conditions between the electrode

and electrolyte interfaces.
Start (time =0)
(Length =0)

Given time span, Length span, time step size and length step size

v

Given cell voltage

v

Read input data, initial values, Boundary conditions

L

v‘
Guess values for the faradic anode and cathode current densities, (i ,:)

v

Calculate species mole fractions at the electrode-electrolyte interfaces (3-39)

v

Calculate electrolyte and Faradic current densities (3-28), (3-30) & (3-31)

AAA

Guess

No

(i e — (i Do

<Residual tolerance

Calculate new values for temperature, (equations (3-5), (3-6), (3-8) and (3-9), species molar
fractions, (3-3) & (3-4), and electric potential steps, (3-24) and (3-35) in PDE solver

If solution meets the
error tolerance

Update the guess for the
faradic current densities

Calculation for the
next node

[f Length = Length span

Calculation for the
next time

[f Time = Time span

Simulation is
completed

Figure 3.4 — Flow chart of solution technique for PFR model
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Figure 3.4 shows the computational procedure for the model and numerical
simulation technique, which are implemented as a MATLAB code. All governing
equations were solved simultaneously with the in-built PDE solver. The PDE solver
converts the partial differential equations to ODEs using a second-order spatial
discretization based on the fixed set of the specified nodes. The discretization
method is described in '°. The time integration is done with ODE15s that is
another in-built solver specified for the ordinary differential equations. At each
step, the ODE solver estimates the local error of the solution. This error must be
less than or equal to the acceptable error, which is a function of the specified values

of the relative and absolute tolerances.

Table 3.1 — Geometry and operating conditions for the PFR model*** %/

Parameter Value
Fuel/air channel height H' /H®, m 1.0x107°
Channel length L, m 19x10°°
Anode thickness §*, um 700
Cathode thickness §°, um 50
Electrolyte thickness 8, , um 10
Interconnect thickness &', um 500

Fuel inlet velocity T', m/s 1.25

Air inlet velocity T*, m/s 1.87
Inlet H, molar fraction in fuel y -, % 73 ~97
Inlet O; molar fraction inairy , % 021
Pressure, atm. 1

Inlet fuel and air Temperature Tj,, K 1023

3.4. Simulation Results and Discussion

The above section presents a complete set of one dimensional mathematical
relation governing the steady state and dynamic behaviour of SOFC. Using these

equations, a MATLAB code was developed to simulate the SOFC operation. In this
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section, we first check the validity of this model; after that, we evaluated the steady
state simulation results and finally the dynamic responses to a voltage step change

and to a frequently-time varying sinusoidal voltage were analysed and compared.

Table 3.2 — Input parameters for PFR model’® % 1%

Parameter Value
Convective heat transfer coefficient (") 25
H2 molar heat capacity (c, ,, ) 30
H20O molar heat capacity (c, ,, , ) 44
02 molar heat capacity (c, , ) 36
N2 molar heat capacity (c, ) 34
PEN emissivity, (e=) 0.8

Thermal conductivity of the PEN structure (k™" ) 2

PEN heat capacity (¢ ,J.kg "K™) 500
PEN density (p™") 5900
Interconnect emissivity (&) 0.1
Thermal conductivity of the interconnect (k') 25
Interconnect heat capacity (c! ,J.kg 'K™) 500
Interconnect density (p') 8000
Charge transfer coefficient, (of) 2.0
Charge transfer coefficient, (of) 1.0
Charge transfer coefficient, (o) 1.4
Charge transfer coefficient, (af) 0.6
Anode activation energy (EZ,) 120000
Cathode activation energy (ES,) 110000
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3.4.1. Evaluation of the Results from PFR Model

Figure 3.5 shows the comparison of the simulation results corresponding to each

fuel composition at different voltage with the experimental data reported by

Keegan et al. 1.

1 B Ep9T%
X  Exp73%
0.9 1 A Exp49%
) Mod. 73%
g 081 A EA, ----- Mod. 49%
o= Mod. 97%
g 0.7 A
>
0.6 1 |
0.5 T
0 0.5 1 1.5 2
Current, (A/cm2)

Figure 3.5 — PFR model - Comparison of the predicted V-1 curve from PFR model
with experimental data'”’

In order to carry out the comparison between the experiment and the simulation
results, we inserted the same operating conditions into the proposed model.
However, geometry and some physical and electrochemical parameters were not
addressed properly in the experimental work and then in case of the geometrical

I. 1% who

parameters, they were collected from the work of Chaisantikulwat et a
compared their simulation results with the same experimental data. With respect to
the effect of the geometry that is not included in 1D model, some discrepancies
between the simulation and experimental results were expected. Additionally,
under the same operating condition, as the hydrogen concentration increased, more
current can be taken out from the cell; therefore, the influence of geometry and
uncertainty for the model input parameters become more significant and the
discrepancy between the predicted results and experimental data increased.
However, it can be clearly observed that the simulation results had captured the
overall trend of the experimental data. On average, the simulation results from the

model in the range of 0.9 to 0.7 volt agreed best with the experimental values.
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3.4.2. Steady State Simulation Results from PFR Model

The steady state simulation results along the cell length at 0.8V and 1023K are
discussed here. Figure 3.6 (a) illustrates the distribution of Faradic and electrolyte
current densities at the electrode-electrolyte interfaces. Consistent with the PEN
temperature and species concentration profiles, the maximum current density is
placed at the air outlet and as it was expected, under the steady state condition,
Faradic current is equal to the electrolyte current density and double layer induced
current is zero. The non-uniform distributions of the current densities reveal the
nonlinear inter relations among all parametric changes. Figure 3.6 (b) indicates the
temperature distribution in the PEN structure, interconnect and gas channels. As it
was shown, the PEN temperature is the highest which increased a bit along the air
flow direction. This is due to the heat source term from the electrochemical reaction
that is placed in this layer and cooling effect of the air flow which is most effective
near the air inlet. Depending on the heat transfer coefficients, temperature of
interconnect is more uniform than the PEN structure. Consistent with the counter
flow direction, in fuel and air gas channels, the temperature increased toward the
outlets. Furthermore, under the coupling effects of temperature and current density,
the anode overpotentials decreased along the cell length. However, as it was shown
in Figure 3.6 (c) and (d), depending on the model input parameters; cathode
activation overpotential is higher than the anode side. Figure 3.6 (e) to (g), illustrate
the concentration distribution of the reactants. Hydrogen was consumed through the
fuel direction while the concentration of water increased due to the flux from the
anode-electrolyte interface to the gas channel. Similarly, the oxygen concentration
decreased through the air flow direction that is due to the electrochemical reaction

at the cathode-electrolyte interface.

3.4.3. Dynamic Results from PFR Model -Voltage Step Change

In this section, the transient behaviour of the cell was analysed. In the first case, as
it was shown in Figure 3.7, we investigated the cell transient performance induced
by the step change of the cell voltage from 0.8 to 0.75 volt at 50" second with the

rest of the boundary condition kept constant.
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Dynamic response of the current densities to the voltage step decrease exhibit
initial sudden jump that is due to the instantaneous electrochemical reaction, taking
place at the electrode-electrolyte interfaces. After the first initial response, a slow
transient period that is mainly influenced by the PEN temperature was observed.
However, the transient response of the current density is very complex and related
to all parametric changes, which are associated with the entire fuel cell activity *%.
As it was explained above, the electrolyte current density is equal to the one that is
measured at the current collectors. On the other hand, the electrolyte current is
equal to the sum of the Faradic current, due to charge transfer electrochemistry, and
the current due to charging and discharging of the electrical double layers upon
transient conditions. Thus for a very short time, the initial response of the
electrolyte current is significantly higher than the Faradic current density due to the
sudden intensive discharge of the capacitance double layer. As it was shown, the
cell response to the charging or discharging process is fast; therefore, in most
practical purposes, this transient behaviour for the voltage step change is neglected
% In addition to the above, at the anode side and immediately after the first initial
jump, the Faradic current density decreased in a short period that was observed as
the undershot of its dynamic response. This is due to the larger mass transfer time
scale through the electrode porous media. As it was shown in Figure 3.7 (d), the
magnitude of the change for the cathode activation overpotential is higher which
reveals the higher resistance of the electrochemical reaction at the cathode side.
Thus the response of the Faradic current density was affected and consequently at
the cathode side, the mass transfer limitation is not spotted at the anode side.
Increasing the current density leads to more heat release from the electrochemical
reaction which results in a gradual temperature rise. The response of the activation
overpotentials in Figure 3.7 (c) and (d) are consistent with temperature and current
density. After the first sudden increase, under the effects of the PEN temperature,
they show a moderate decrease toward the new steady state condition. Furthermore,
at the instant of this momentary increase of the current density, a sudden change in
the mass source term of the component balance equation occurs and the sudden
change of the reactant’s concentration were observed. Followed by a slow change
that is mainly due to the combined effects of the temperature and the slow
dynamics of the current density was detected. The same trend of the SOFC

transient responses to a voltage step change were also reported by other authors .
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Figure 3.6 - Steady state simulation results along the cell length for 73% hydrogen fuel at

0.8 volt

3.4.4. Dynamic Results from PFR Model - Sinusoidal Voltage Change

Figures 3.8 and 3.9 show the sinusoidal voltage change as presented in equation (3-

40) and the SOFC dynamic response to this time dependent alternating sinusoidal

voltage respectively.
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Here E

wes 1S the bias voltage equal to 0.8 volt; E,  is the amplitude voltage and @
is the angular frequency in radians. For SOFC measurements, a frequency range of
0.01 Hz to 1.0 MHz and amplitude of 10 to 50mV are normally chosen®. However,
the effects of double layer induced current occurred at high frequency range around
10% kHz *. In view of this, a typical sinusoidal voltage with the frequency of

102KHz and amplitude of 0.05 volt was used as the sinusoidal input voltage.
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Figure 3.8 - Sinusoidal voltage change with amplitude of 0.05 volt and frequency of 10°
KHz

As shown in Figure 3.9, in comparison with the cell response to a voltage step
change, reactants’ concentration and temperature are almost constant that is due to
their characteristic time constants, which are of the order of seconds and minutes
respectively *° and hence, they are not sensitive to the high frequency voltage
change. Furthermore, due to the moderate sinusoidal voltage change, the first initial
overshoot of the electrolyte current density was not detected. However, double
layer induced current adds up with the Faradic current and despite the case for a
voltage step change, a continual difference between the Faradic and electrolyte
current densities was observed. Since the Faradic current is directly related to the

activation overpotential *°

, 1ts dynamic response to a continual varying sinusoidal
voltage is a bit different at the anode and cathode side. However, from equations
(3-17) and (3-18), it is evident that this difference could be extended depending on
the value of double layer capacitance. Figure 3.10, compares dynamic responses of
the current densities and overpotentials at two different capacities. As shown in that

Figure, for the lower capacity (C, = 0.8 ), double layer induced current density is
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negligible and the Faradic and electrolyte current densities are almost identical.

However, for the higher value of double layer capacity (C, =1.63 ), the

differences between Faradic and electrolyte current densities increased and Faradic
currents were a bit phase shifted with respect to the electrolyte current density. This
is mainly due to the intensity of the charging and discharging processes and the
resistance of the electrochemical reaction to the periodic voltage changes. At the
cathode side, the higher resistance of the half-cell electrochemical reaction causes
less change for the Faradic current and consequently, the activation overpotential

become less sensitive to a sinusoidal variation in voltage.
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Figure 3.9 - Dynamic response of the cell to a sinusoidal voltage change with
capacity of 1.29 Fm-2 at the half length of the cell (z=L/2)
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Figure 3.10 - Effects of double layer capacity on dynamic responses of the
current densities and overpotentials at the half length of the cell (z=L/2)

3.5.  Summary

In this work, physically based dynamic plug flow reactor model accounting for
mass, heat and charge transports was developed to analyse the steady state and
dynamic performances of a planar SOFC. This model can get the capacitor effect of
double layer on charge transfer process. Furthermore, modified expression for the
charge transfer between the electron and ion conducting phases facilitates
physically based characteristics of the Faradic and electrolyte current densities. The
simulation results revealed the nonlinear interactions among temperature, current
densities, species concentrations and overpotentials. As expected, under the steady
state condition, no charging or discharging process occurred and the Faradic and
electrolyte current densities are identical. However, transient response of the
current density is very complex and depends on all parametric changes which are
associated with the entire fuel cell processes. In response to a voltage step change,
apart from the first initial jump of the electrolyte current density, double layer
charging or discharging process has insignificant effect on transient behaviour.
Moreover, depending on the reaction and diffusional resistances, the Faradic

current density can be influenced further. However, the slow dynamics of the cell
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to a voltage step change is mainly governed by temperature. In comparison with the
voltage step change, when SOFC is subjected to a time varying sinusoidal voltage,
temperature and reactants’ concentration are not sensitive to the high frequency and
they remain almost constant. This is a good evidence which allows us to consider
isothermal condition in our future research on fuel cell impedance analysis under
the effects of the high frequent sinusoidal voltage change. Additionally, depending
on the double layer capacity and frequent charging and discharging process, a
continual difference between the Faradic and electrolyte current densities was
observed. As a result, under the effect of sinusoidal voltage change, dynamic
response of the cell is mainly controlled by the electrochemical reaction and
charging or discharging of double layer capacity. However, there is a direct relation
between the Faradic current densities and overpotentials. Thus for the cathode-
electrolyte interface with higher resistance of the half-cell electrochemical reaction,
the activation overpotential and consequently the Faradic current become less
sensitive to the sinusoidal variation of voltage. Considering the importance of the
periodic responses of the cell to a time varying voltage for the SOFC impedance
studies, this physically based model is applicable for numerical impedance analysis
that could be the subject of the future studies. Therefore, it can provide practical
application for analysing the kinetic behaviour and material properties. In
particular, using this model for the electrode microstructure grading, we can
effectively improve the SOFC performance due to the subsequent effects of the
electrode properties on double layer capacities and the resistance of the porous

electrodes to the gas diffusion process.
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New dynamic Tanks in Series Reactor Model of a Planar
SOFC from a Network of Several Continuous Stirred
Tank Reactors

4.1. Introduction

Models of different complexity are required in the iterative process of designing a
solid oxide fuel cell (SOFC). Models having less complexity and computational
dexterity that falls between the most simplified lumped and multi-dimensional
models are the ideal ones for the SOFC system analysis, dynamic simulations and
control purposes. In view of that, the aim of this chapter is to develop a new tank in
series reactor (TSR) model of a planar SOFC from a network of several continuous
stirred tank reactors (CSTR). The model presented in this work can serve as an
early step in the iteration by means of accelerating two dimensional simulation of
the planar SOFC under potentiostatic operating mode to get the effects of different
co, counter and cross flow direction on the fuel and air utilization, distribution of
current, temperature and species concentration and finally dynamic responses to the
voltage step change. This model includes species mass balances to the gas channels
and diffusion layers, energy balances for the fuel and air channels and also for the
PEN structures. Moreover, charge balance equations were defined as the boundary
condition at the electrode-electrolyte interfaces and facilitate analysing charge

transfer process and calculation of the activation overpotential.

4.2. TSR Model Development

Several CSTR fuel cells can be connected as the reactor network to approximate
more complicated flow fields. Figure 4.1 illustrates the application of new tank in

series reactor model for different co-, counter- and cross flow directions of fuel and
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air in a planar solid oxide fuel cell in which, the main components of an SOFC

consist of the fuel and air gas channels and the PEN structure.

CSTR (i, j}

Fuel gas
channel

Figure 4.1 - Schematic view of different fuel and air flow direction for one of the

compartments, CSTR (i, j), in TSR model of a planar SOFC;
a) co-flow; b) counter-flow; c) cross-flow'%

This model is based on the following assumptions:

Y V¥V

Y VvV

Each fuel and air compartment is treated as a continuous stirred tank
reactor;

Electrochemical reactions occur at the electrode-electrolyte interfaces;

Fuel cell operates with hydrogen/air under the potentiostatic operating mode
and constant total pressure;

Ohmic drops in current collectors and electric connections are negligible;
The gas mixtures in fuel and air compartments are treated according to the

ideal gas law;
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> Due to the large aspect ratio, the radiation heat transfer is not considered”
109, 110

Since in this work, the modelling objective is to develop a new tank in series
reactor (TSR) model of a planar SOFC from a network of several continuous stirred
tank reactors (CSTR), two types of models are presented in the following sections.
First, a CSTR model of the planar SOFC is derived which assumed uniform
current, temperature and species concentration throughout different parts of that
single CSTR slot including both the fuel and air gas channels and the PEN
structure. However, in line with the real physics, this may not be true for a
complete cell and distribution of different parameters should be considered. Thus,
the second type of model is presented as a new tank in series reactor model that is
based on several CSTR compartments, which can be connected as a reactor
network to estimate the distribution of current, temperature and species
concentration throughout the complete cell and finally dynamic responses to a
voltage step change under different co-, counter- and cross flow directions of the

fuel and air were obtained.

4.2.1. CSTR Model of the Planar SOFC
Figure 4.2 shows the schematic view of a planar SOFC as a single continuous

stirred tank reactor.

a
VPEN :Vf;cat+va,cat +V31y1 F

Figure 4.2 - Planar SOFC as a continuous stirred tank reactor (CSTR)
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Various phenomena occur in the fuel cell such as mass and heat transfers, charge
transfer, and the electrochemical reactions. Based on the above assumptions,
component balance equations for the fuel and air gas channels are written as

follows:

dyf 2 F.E F(:u f efz cal

C Vgas S ;t = yLz-in ?—YLz St - 6AH (yL2 yH;) (4'1)
dy F|];1 Fofu f eﬁ cal

C ngas S l:jto = yLZO-in ?_yLzo St - SA (yH o yHtO (4'2)

d a F-a Fa CaDeff
OV = 2=y iy, T
S.dt S S o

(¥o, ~Yor) (4-3)

In fuel cells, the reacting species are diffusing from the gas channels through the
porous electrode to the electrode-electrolyte interface; then the component balance

equations for catalyst layers are written as follows:

dycat Cf Di‘z cat

C Vcat S dt = SA (yH2 yHZ) Rr,Hz (4_4)
dycat fDeff .

C'V, 32: = SA“zo Vo — Vi) +R, o (4-5)
dycat ameff .

c cat S g; = 5002 (yoz yozt) 1,0, (4-6)

The energy balances for the fuel and air channels and the PEN structure (solid

volume) are written as follows:

ar' B R
Vv C'el - phT ) +R] 4-7
gas p S. dt S in S ut) ( )
a dTa Fa F:u a a
Vgas e e ( - St hout) + Rh (4-8)
PEN
VPENpCEEN W — R ﬁEN (4_9)
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The electrode-electrolyte interface is analogous to that of a capacitor. From the
previous chapter, the next charge balance equations are valid for the anode and

cathode-electrolyte interfaces.

.
CIdA\L T = (Ielyt - I?) (4'10)
on°© . .
CSLE = (g —i7) (4-12)
Munder et al. *°? used the above charge balance equations for solid oxide fuel cell

under galvanostatic operating mode. As shown in the previous chapter and also the
work of Danilov and Tade®, in the case of potentiostatic operating mode, the
source term on the right side of equations (4-10) and (4-11) is the difference of
currents in electrode and electrolyte media in compliance with the electromagnetic

theory.

4.2.2. TSR Model for the Co-Current Flow Direction

Figure 4.1a illustrates the application of the tank in series reactor model (TSR) for
the co-current flow of fuel and air in a planar SOFC. For the TSR model of fuel
cells with co-current flow direction, the mass balance equations for the components

in the fuel and air gas channels are written as follows:

dyf . Fif-_ Fif- Cf Deff .
Cngfas_i,j S HatJ = yLz-i,j—l S_Jl - nyz-i,j S_J - 6AH2 (yLz-i,j - yH;-i,j) (4-12)
i,j i ij

ij

dyf i Fif-_ Fif- Cf Deff
Cfvgfas—i,j SHZZ&J = yLzo-i,j—l S’_Jl_nyzo-i,j S_'J_ SAHZO (nyzo-i,j —Yffﬁo.i,,-) (4-13)
i ij ij

dyo,ij . Fl. . Fj C'Dg,

C*V, ~Yo,4j ;_S—C(ygz—i,j _yglz-i,j) (4-14)
i

i e e Yot e
gaet] S;;.dt v Si;
In these equations, the first and second terms on the right hand side represent the
convective mass transfer rates associated with the fuel and air flow streams. The

last term on the right side of the above equations presents the species mass

55



Chapter 4

diffusion between the gas channels and catalyst layer. Additionally, v ! and

as - i, j

v 2. ., are the volume of each fuel and air gas compartment (tank i, j), which are

gas -1,

calculated as follows.

Vf

gas —i, j

Vi) (4-15)

Vi ., =Valnn) (4-16)

gas —i, j

Here v/ and vg are the total volume of the fuel and air gas channels,

respectively, and Nis the number of tanks in i and jdirections. In the co-current

flow scheme, the fuel and air exit streams from tank i, j-1are the inlet streams into
tank " J. Thus, the exiting flow rates from the gas channels of each tank (Ffand F?,

) depend on the flow rates of the previous tank as well (¢, and F? ).

C'D;TS; . c'De s,
FiTj = Fifj—l - —812 - (nyz-i,j _ylc—?;-i,j) —%(yfho_i,j —yfj‘zo_i,j) (4-17)
Fo — @ CaDeOf:Si,j a cat 4-18
= i,j—l_a—c(yoz—i,j_yoz-i,j) (4-18)

In these equations C is the gas molar density; s ;is the electrode area of each tank,
and vy, is the species molar fraction in each gas compartment. The effective

diffusivity and species molar fraction at the catalyst layer of each compartment are

represented as D *" and, y=respectively.

Component balance equations for species in anode and cathode catalyst layers are

written as follows:

dycat Cf Def‘f

f\ /f Hpi _ Hs f cal
C Vcat—i,j Si’j.dtJ - 6A (sz—ij - yH:—iyj) + Rr,Hz-i,j (4'19)
d cat N Cf Deff
c'V{ Y1 = s (nyzo-ij - ycHazO-i,j) +R, b0 (4-20)

w g, Lt &A
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dys,.; C°Dg,
C*Vi; £ = - (ygz-i' - yga;-i,') +R, o, (4-21)
j s, dt 5C j j j

Here the variable R represents the mass flux in each compartment via

electrochemical reaction. Faraday’s law relates the flux of reactants to the electric
current arising from the electrochemical reaction as will be shown in equations (4-

62) to (4-64). Again, v and v2 are the volumes of the catalyst layer of each

cat - i, j cat-i, j

fuel and air compartment (tank i, j), which are calculated as follows:

Vf

cat —i, j

= Viinn)) (4-22)

Va L, = Vel (4-23)

cat —i, j

The energy balances for the fuel and air gas channels and the PEN structure for

each compartment (tank, j) are written as follows:

Ty R R
C'V. il s étz s.J. hif’jfl_s__l_h{,j)+R;_i,j (4-24)
L)"

1] ]

ity R, R

C'Vp 05 g = (i~ i) +RE, (4-25)
Ly 1) L]
PEN
PEN PEN ij PEN

The governing equations for the fuel and air temperature are formulated with the
inlet and outlet energy transfer fluxes from the gas flow streams (the first and
second terms on the right hand sides of equations 4-24 and 4-25) and the source

terms R, andr:, , which represent the amount of heat fluxes given from the
PEN structure. The variable r7= represents a heat flux for the amount of heat

accumulation in the PEN structure (solid volume). The energy source terms can be
calculated from equation (4-65) to (4-67).

57



Chapter 4

The charge balance equations for the anode-electrolyte and the cathode-electrolyte
interfaces are given as follows:

dniA- . .

o d_tj = (lgpyeij — I?—i,j) (4-27)
s .

dCL d_tj = (_Ielyt—i,j - Ig—i,j) (4-28)

For the tanks with j = 1, which represents the inlet sections of the fuel and air gas

channels, we obtain the component balances as follows:

dyf ; Fifin Fif Cf Deff .
Cfvg;asfi,l S sz’tl = yLz-in S’ - yLz—i,l S_l - SAHZ (YLZ-M - yH;—i,l) (4-29)
i1 i1 i1

c'v! dyLzo'”_ f Fin Iil c'Dil,

gas—i1 S, dt = YH,0-in S_.l = YH,0-i1 S,, T sA (nyzo-i,l - y(l:-?zo-i,l) (4-30)

ayya dy%z'i:l a Fi?lin a Fi?l CaDgz a ca
C*Vigus-in S,dt =Y0,-in s, Yo,-i1 s, o (V6,11 — Yori1) (4-31)
C:fDeffSi CfDeff Si
Fifl = Fifin _% (yLz-i,l _yﬁ;-i,l) _% (yLZO-i,l - yCHa;o-i,l) (4-32)
a a CaDeOfZSivl a cat
Fi=Fi _6—C (yoz—i,l - yOZ—i,l) (4-33)

For the tanks with j = n,, corresponding to the outlet section of fuel and air gas

channels, we define mean outlet variables as:

n n;
f 0, foef
Z Fi'nj Z y:-l -i,n Fifn ZTI'nJ Flynj
Flo=it 0 _gltemen et i (4-34)
out Yu t = out f
r’Ii e Fofut Fout
i Fa n iTa Fa
— M Z Yo,-in,Fin, . : by
ST S L L TR T = (4-35)
n i ae Foau! Fout
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The developed mathematical model takes into account the following phenomena:

» Convective mass transport in fuel and air gas channels of each
compartment;

Transvers transport of gases in the catalyst layers of each compartment;
Electrochemical oxidation of hydrogen at the anode-electrolyte interface;
Electrochemical reduction of oxygen in the cathode-electrolyte interface;

Charge balances at electrode-electrolyte interfaces;

YV V V V V

Energy balances in fuel and air gas channels and for the PEN structure

(solid phase) of each compartment.

4.2.3. TSR Model for the Counter-Current Flow Direction

Figure 4.1b illustrates the application of the tank in series model (TSR) for counter-
current flow of fuel and air in a planar solid oxide fuel cell. An appropriate
unsteady state TSR model with counter-flow of fuel and air is obtained from
material balances as follows:

dyf - F-f- F-f- Cf Deff

fy/f Ha-i.j f i1 f ij Hy fof ca

C'Viyusij s, .t =YH,-ij1 S, ~ YH,-ij S_u_ 5 (sz-i,j _yH;-i,j) (4-36)
£y f H,0-i.j f i1 f ij H,0 /. f ca

C' Vs s, .t = YH,04ij1 S_Ij = Yh,0ij S_IJ T oA Vh,0ij — yH;O-i,j) (4-37)

dys, . R F, C"Dg.
Cavaas—i'—ﬂJ= o, _+1L*1_y2) _i_i_—z(yg i~ Yorii) (4-38)
[¢] ] S|Jdt ] Si,j ] Si,j 6C ] J

In the counter-flow scheme, the fuel side exit streams from thank (i, j-1 ) are also
the inlet streams into tank (i, j). In the air gas channels of each compartment, the
exit streams from tank (i, j+ 1) are also the inlet streams into tank (i, j); therefore,

the exiting flow rates from the fuel gas channels depend on the flow rates of the
previous tank, and the exiting flow rate from the air gas channels depends on the

flow rate of a forward tank.
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C'D}'S,; c'D S,

=Rl Oty ~ Vi)~ =5 Wious ~Yiow)  (439)
CaDef‘f .

F =Fi3+1_%(>’oz., Yori;) (4-40)

The species balance equations for the jj -tank volume in the anode and cathode

catalyst layers are written as equations (4-19) to (4-21). The energy balances for the

fuel and air gas channels for each compartment (tanki, j) are written as follows, and

those for the PEN structure are the same as those in equation (4-26).

at’  F" =

C'Viicf —L=(=2hl, - h{)+R] 4-41
gas-i,j~p Sljdt Si‘j ij-1 " S” ) h-i,j ( )
a dT'aJ Flal+l a Fa

C*V =(22he, -2Lh) +RE, (4-42)

gaS|JpS dt S i,j+1 S

] i

The charge balance equations for the anode-electrolyte and the cathode-electrolyte
interfaces are the same as those in equations (4-27) and (4-28). For the tanks with

j=1andj=n, corresponding to the inlet section for counter-flow of fuel and air,

respectively, we obtain:

dyp, R F' C'Djf w
Cfvgas—i,lﬁ:ytiz-in S_’_nyZ-i,lS_'l_S—Hz( Hy-il yH; .1) (4-43)
il i1 i1

dyL 0-i,1 f I:it,zin f Fi],cl Cf DerfO

C ngas il S|1 dt = szo-in S_|1 - szo-i,1 S_|1 - 8 (yH 0-i1 yCHa;o |1) (4'44)
dyg i, Fa. F, C'DY
C Va 27 — vy _bLin I 2 _ygcat 4_45
gas—i,n; SiynJ dt yO2 -in Slvni yO2 -inj S 8 (yo2 -i,n; yO2 -i,n; ) ( )
C Dﬂtsul cal CfDT—EOSi,l cal
FiTl = Fi],(in - S—A( Lz-ll yH; |1) _S—A(yLzm 1 yHtO i1 (4'46)
a a CaDg: in a cat
I:i,nj = I:i,in - 6—CJ (yO2 |n - yO2 |n ) (4'47)
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For tanks with j=1 and j= n, corresponding to the outlet section for co-flow of

air and fuel, respectively, we define mean outlet variables as follows:

f n f f
£ Zl:i'nj zl y{-l -in Flfn ZTI”JFIHJ
FOU[ == , y:—l out % ! TOfUl =t f (4_48)
i ’ Fout Fout
i I:ifll SV nleialFial
Fog=2—1y izy" Fis ;T = _ (4-49)
ni 0O, -out Fa o Fa

out out

4.2.4. TSR Model for the Cross-Flow Direction

The coupling of reactor elements shown in Figure 4.1c is the basis for our analysis
of planar cross-flow SOFC as a chemical reactor. The detailed species balance
equations for cross-flow of fuel and air gas channels at each compartment are

written as follows:

dnyz i . Fifjl ¢ Fifj CfDHZ

c Vg:as ij S dt = sz—i,j—l S_ - sz—i,j S_ 8 (YH2 -ij ycHa; IJ) (4-50)
1] L]
dyl .. Ef Ef f eﬁo
Cf\/fas—i j bl = yL 0-i,j-1 —= yH 0-i,j — - —(yL O-i, y(li?to i, ) (4-51)
g )] Sljdt 20-1, )= S|,J 20-1] Si,j SA 2 j 2 i
dy? ., Fo i cD
Cavaas—i,' —l= yECl) -i-1,j — - y?) -ij T (yo -i, yg)at -i, ) (4-52)
gashl Si'j.dt ! Si; ! Si; 5¢ ) J

In the cross-flow scheme, the fuel side exit streams from tank (i, j - 1), are also the
inlet streams into tank (i, j). In the air gas channels of each compartment, the exit
streams from tank (i -1, j), are also the inlet streams into tank (i, j); therefore, the
exiting flow rates from the fuel and air gas channels are defined as follows:
C'D!'s,

Ff_f Hy, i

CfDeﬁOS--
= Fia _S—A(YLZ-U ycHa; IJ) —2

SA = (yLZO-IJ ylc—?to Ij) (4'53)

( O2 ij yCOa: IJ) (4_54)

61



Chapter 4

The species balance equations for jj -tank volume in anode and cathode catalyst
layer and the charge balance equations for the anode/electrolyte and the
cathode/electrolyte interfaces are written the same as for co and counter flow
direction. The energy balances for the fuel and air gas channels for each

compartment (tanki, j) are written as follows and again for the PEN structure is the

same as equation (4-26).

dT’. = F
Cvi ol —H o (A pt Ml R (4-55)
g i pSert SL] -1 SLj i h
CaV2cl dTi?J' _ ilvj ha F:J' h? R? 4-56
i,iCp S dt _(S. T g i,j)+ h-i,j (4-56)
I,]'

ij ij

For the tanks j=nand i =n; corresponding to the outlet section for co-flow of

fuel and air we define mean outlet variables as follows:

L=ty g g (4-57)
out Ff

out

Fa‘ nj . . n; .
a le ol . ;yoz'ni!anixj . Zl:Tﬂi‘jFﬂi‘j
Fou = Voron =5 T = — (4-58)

out out

4.2.5. Electrochemical Sub-Model

Assuming the electrochemical reactions at the anode-electrolyte and cathode-
electrolyte are given by equations (3-1) and (3-2) respectively, the full expression
of the Butler-Volmer equation was used for the local Faradic current densities as
equations (3-30) and (3-31).

OLAFT]A - aAFnA .
iA = iA ex A act—i, j —exp(— C act—i,j 4_59
F-i,j O[ p( RT,J ) p( RT,J )] ( )
oSS, aSFnS, -
iC = iC ex A act—i,j —exp(— C act—i, j 4-60
i = o [exp(—" ) —exp(——= )] (4-60)

ij 1]
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In the above equations, n2% . =n# -n&,,and 1S . =nS -nS,,in which, y4and
n¢are obtained from equations (4-27) and (4-28); % . and y% . are calculated

from equations (3-37) and (3-38). Additionally, for SOFC operated under
potentiostatic mode (constant voltage) the current density in electrolyte media is

found from equation (3-28), which is modified as follows:

ielyt—i,j = (;ei(rlfj B — n?j) (4-61)
elyt

4.2.6. Mass Transfer Source Terms

The component concentration at electrode/electrolyte interface is calculated from
flux continuity equation. In fuel cells, the reacting species are transferred from the
channel through the porous electrode to electrode/electrolyte interface. The effect
of electrochemical reaction on the species concentrations is included in the

component flux from the channel to catalyst layer, (s, =s, /(n .n) ).

FA
Vi, IR
=2 4-62
r,Hy-i,j an ( )
FA
Vi,olFij
Rr,HZO—i,j = an (4_63)
Vo, iE—i,'
Rr,Oz—i,j = n°E J (4'64)

4.2.7. Heat Transfer Source Terms
The heat transfer equation defines the continuity of heat flux condition in fuel and

air gas channels of each compartment and for the PEN structure are defined as

follows®.
le'1—i,j =7 (Ti,PjEN _-I-Ifj) (4-65)
Ry, =n" (T -T5) (4-66)
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AH .. .
REEI’\]I = (_—ZFI —Eeen)-leeni
At (Cp,Hz _vaHzo)' T _TPEN
+( +—2F Icell-i,j)( i~ lij ) (4-67)

C ]
+(n" + Z_Ezlcell-i,j)(-ri{,ij _TiF,DjEN)

Constitutive equations for physical and thermo-physical properties and convective

heat transfer coefficient are taken from the literature® .

4.3. Numerical Approach in TSR Model

For modelling SOFC with CSTR reactor network as a tank in series (TSR) model
we used the operating conditions and geometrical parameters from the work of
Ravussin et al. 2. The fuel gas channels are fed with a gas mixture of 97% H2 and
3% H20 and the inlet air composition at the air gas channels is 21% oxygen and
79% nitrogen. The number of tanks (CSTR reactor) in TSR model can be estimated
from bench or numerical experiments. For planar SOFC we set the number of tanks

as n; =8and n, = 8 corresponding to the TSR model with 704 (8x8x11) nonlinear

coupled first order ordinary differential equations. Figure 4.3 shows the flowchart
of the solution technique that is developed for the co-current flow direction. This
model was implemented in MATLAB and it was initialized with the feed
composition and temperature. MATLAB has a number of tools for solving ordinary
differential equations. We used one of its rudimentary solvers, odel5s, which was
established based on the backward differentiation formula (BDFs, also known as
Gear’s method) > . The geometry and electrochemical parameters of anode and
cathode catalyst layers and the operating conditions are listed in Table 4.1 and

Table 4.2 respectively.

4.4. Simulation Results and Discussion

4.4.1. Evaluation of the Results from TSR Model
A comparison of the simulated and experimental V-1 curve is shown in Figure 4.4.

It was observed that the predicted V-I curves had a similar shape to that of the
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reported for counter-current flow of fuel and air. Although the

limiting current deviates from the experiments, the simulation results showed

similar tailing effects at high current density.

Table 4.1 - Geometry and model input parameters for the planar SOFC in TSR model

Parameter Anode Cathode
Catalyst thickness &, m 0.25x10° | 0.03 x107
Porosity ¢ 0.4 0.4
Pre-exponential kinetic factor y , A m™ 2.9x10° [7.0x10°
Activation Energy, J.mol™ 120000 120000
Charge transfer coefficient o, 2 14
Charge transfer coefficient o 1 0.6
Channel height, m 0.75 x10°
Section area, m* 5x10°
Electrolyte thickness, m 1x10°

Table 4.2 - Operating conditions for the planar SOFC in TSR model

Parameter Value
Fuel flow rate, (mole.s™) 5.07 x107
Oxidant flow rate, (mole.s™) 6.17 x10™
H, mole fraction in fuel 0.97

O, mole fraction in oxidant 0.2
Temperature, (K) 1073
Pressure, (atm.) 1
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Start (time = 0)

‘ Read input data, initial values, time span and time step size ‘

!

‘ Calculating initial material properties, initial fuel and air inlet flows ‘

Calculate Faradic and electrolyte current densities — (4-59) to (4-61)

'

‘ Calculate species mass source terms (4-62) to (4-64) ‘

}

‘ Calculate components heat source terms (4-65) to (4-67) ‘

A

Calculate new values for:

Anodic and cathodic electrical potential steps — Equation (4-27) and (4-28)
Species molar fraction in fuel and air gas channels - Equation (4-12) to (4-13)
Species molar fractions in catalyst layers — Equations (4-19) to (4-21)
Temperature of fuel and air gas channels — Equations (4-24) and (4-25)
Temperature of the PEN structure — Equation (4-26)

v

Calculate new values for the material properties and outlet fuel and air flows
(4-17), (4-18), (4-32) and (4-33)

YV VVYVYYVY

Simulation is
completed

A

| time = time + time step

)

Yes If No

time = time span

Figure 4.3 - Flowchart of the solution technique for TSR model (Co-Flow)
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The deviation of TSR model with n, =8,n, =8 indicates that flow patterns in

channels changed with flow rate. The voltage drop at high current density was
largely due to the concentration loss, especially at the anode side; therefore, the
main reason for this discrepancy was due to non-uniformity of the fuel distribution
and at high current density this effect is more significant. High volumetric flow rate
of the fuel flow leads to increase uniformity of fuel distribution and also the
reaction rates across the active area. Low volumetric flow rates of the fuel flow, on
the other hand, leads to non-homogeneous distribution of fuel within the anode
compartments; therefore assuming the uniform flow distribution at this study, the
predicted V-I curve for the SOFC operating with 400 ml/min of hydrogen fuel,
agreed best with the experimental values. The normalized least squares error

Lse( i) in the cell current was calculated for the three cases with different fuel

inlet flow rates so as to quantify the deviation of the model from the experimental

results.
LSEQ)= D (e(i))’ (4-68)
N=l1,..m
) [
e(l)NZ : exp,N sim,N (4_69)

( expN isim,N)max

Where e( i), is the normalized error between the experimental and the simulated

values of the current density (i). X, represents the ‘m’ number of voltage points for

which the errors in current density are calculated; i and i represent the

exp
experimental and the simulated values of the cell current density respectively. The
normalized least squares error for the case of 400 ml/min inlet fuel flow rate was
1.9 and those for the cases of 260 ml/min and 180 ml/min fuel inlet flow rates are
2.26 and 2.32 respectively. It can be seen that the model accuracy is better at high
fuel flow rates. Additionally average temperature, current density and the fuel and

air utilization with different fuel and air flow directions are itemized in Table 4.3.
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Figure 4.4 - Comparison of the predicted V-I curve from TSR model with

experimental data (Counter-Flow) 2

Table 4.3 - Single cell stack simulation results for different fuel and air

flow configurations (Cell voltage = 0.8 V)

Parameter Co-Flow | Counter - Flow | Cross - Flow
Toe 1150 1136 1148
TS, 1216 1235 1223
Tie 1174 1163 1177
T 1237 1094 1134
T 1177 1168 1178
iA 1741 1708 1688
FU% 58.5 S7 52.5
AU % 12.1 12.3 12.2

Average anode current density at electrode/electrolyte interface was calculated as
the mean surface. Under steady state condition, differences among the fuel and air

utilization, average current density and temperatures for the fuel and air channels
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and for the PEN structure of co, counter and cross flow directions provide support
for the influence of the flow direction on the SOFC performance. Fuel utilization

and air utilization coefficients are defined as follows:

f Ff
FU =1 Yreu o (4-70)
sz—in I:in
a Fa
AU =1 Youou o (4-71)
Y0, -inFin

The TSR model is able to predict two-dimensional distribution of concentration,
temperature and current density in planar SOFC. Using arrays of several tanks in
series, we were able to detect current heterogeneities along the cell array and

regions of higher-current densities in the fuel cell.

4.4.2. Steady State Simulation Results from TSR Model

The steady state simulation results for SOFC with different flow directions are
given in Figure 4.5 — Figure 4.7. It is shown that decreasing the oxygen
concentration through the air flow direction results from the electrochemical
reaction at the cathode catalyst layer. For the species concentration among different
flow configurations, the primary difference was the two dimensional nature of the
cross flow case in comparison with co and counter flow cases. For the co and
counter flow direction, the H, concentration profile across the full width of the cell
decreases uniformly but for the cross flow case we have a minimum point at one
side and a maximum point at the other side of the cell width and along the fuel flow
direction. When trying to maximize fuel utilization, the minimum point increases
severity of the thermal stresses. The concentration of water in fuel gas channels
increases due to the component flux from the anode catalyst to the gas channel. In
each flow configurations, the PEN temperature increased along the air flow
direction and reaching a maximum near the air outlet; that is due to the air flow that
was most effective in cooling near the air inlet and carried heat generated in the
PEN structure toward the air outlet. Of the three flow configurations, the co-flow
direction had the most uniform temperature distribution and smallest temperature

difference from the air and fuel inlets to outlets and this is due to the offsetting
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effects of the air inlet that is aligned with the fuel inlet. For the counter and cross
flow cases, the PEN temperature was highest near the fuel inlet and air outlet.
Despite the co and counter flow direction again, the PEN temperature of the cross
flow case had two dimensional natures and the most non-uniform distribution. The
temperature variation is important for evaluation of thermally-induced stresses due
to temperature gradient. Consistent with the temperature distribution, the current

density was most uniform in the co-flow case.

In the cross and counter flow direction, current density was high near the fuel inlet
and air outlet. Two dimensional nature of the current density for the cross-flow case
near the fuel inlet was because of the cooling effect at the air inlet and lower
concentration of oxygen at the air outlet. Generally, the cell performance decreases
considerably with temperature decrease. This is mainly caused by an increase in

both the Ohmic and activation overpotentials **°

. On the other hand, overpotential
is strongly dependent on temperature and current density **°. Increasing the current
density causes the activation overpotential to be increased **’; meanwhile, current
density also takes into account the effects of reactants’ concentration. As a result,
histograms for the co and counter flow cases showed opposite trends in spatial
domain, except overpotential and current density. For the co flow SOFC, activation
overpotential decreased along the gas flows while the maximum current density
was roughly midstream from the gas inlet to outlet due to combined effects of the
PEN temperature increase and hydrogen concentration decrease. For the counter
flow case, the high temperature region is interchanged and then the maximum
current density is placed at the fuel inlet which causes the activation overpotential
to become a bit higher at this region. Afterward, under the effects of temperature
and current density, the activation overpotential decreased followed by gradual
increase. The non-uniform current density reveals the influence of reactants’
concentration and temperature distribution. Analysis of the steady-state current and
temperature profiles shows that co-current direction of fuel and air provides the
most uniform current and temperature distribution and the highest fuel utilization.
Additionally, steady state results indicate that the TSR model presented in this
work is able to predict the spatial distribution of the variables and can be used for

preliminary studies instead of the more complex CFD models.
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Figure 4.5 - Histograms with steady state simulation results predicted by TSR model
for planar SOFC with co-flow direction of fuel and air (E_,, = 0.8V )

cell
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Figure 4.6 - Histograms with steady state simulation results predicted by TSR model
for planar SOFC with counter-flow direction of fuel and air (E ,, = 0.8V )
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Figure 4.7 - Histograms with steady state simulation results predicted by TSR model
for planar SOFC with cross-flow direction of fuel and air (E ,, = 0.8V )
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4.4.3. Dynamic Simulation Results from TSR Model

Finally an investigation of transient behaviour was carried out. Such transient
behaviours are critical to SOFC control development. SOFC operation is often
subjected to transient condition in external load which can be either load current or
load voltage. Since this model was used for simulating of the potentiostatic
operating mode, in this section we analysed transient behaviours for the co-,
counter and cross flow SOFC induced by the voltage step change from 0.8 to 0.85
volt after 20 seconds with the rest of the boundary conditions kept constant. Figures
4.8 to 4.10 show the cell dynamic responses for different fuel and air flow direction
at three different representative points of the cell, CSTR (3, 3), CSTR (4, 4) and
CSTR (5, 5).
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Figure 4.8 - Dynamic simulation results predicted by TSR model for planarSOFC
with co-flow direction of fuel and air (AE _, = +0.5V )

cell

As one can see from Figures 4.8 to 4.10, numerical dynamic results for the co,
counter and cross flow direction show that the cell can obtain very quick current
decrease when subjected to a voltage step increase, followed by a slow transient

period, leading to the new steady state current. However the transient response of
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the cell current density is very complex and related to all parametric changes which
are associated with the entire fuel cell activity. The sudden step increase in the cell
voltage induces the quick response of the charge transport within the PEN
assembly, which leads to immediate decrease in the current density. At the instant
of this momentary decrease in the current density, a sudden change in the mass
source term of the component balance equation occurs and consequently the
hydrogen concentration instantaneously increases, followed by a slow increase that
is due to the diffusion effect until the overall system response becomes steady.
Simultaneously, the fraction of hydrogen which has not being consumed in the
electrochemical reaction accumulated toward the fuel outlets which can influence
the slow dynamic of the current density along the fuel flow direction. For better
comparison with the numerical steady state results, the hydrogen concentration is
normalized with the value of the inlet boundary condition. The reduction of the
current density also decreases the heat production which results in temperature
decrease. The PEN temperature has the gentlest response and substantial effect on
the electrolyte conductivity. Thus the PEN temperature decrease, on the other hand,
causes further reduction of the local current density. The same trends of the
transient responses obtained from the simulations of this model were also reported

by other authors®® 67 73 117119,

From the Figures, it is evident that both the transient behaviour and the magnitude
of the changes in the responses vary at different representative points, as well as
with the flow directions. As it was shown in Figure 4.8, for the co flow direction,
the magnitude of change for current, temperature, hydrogen concentration and
activation overpotential increases toward the fuel and air outlets. This is due to the
convective cooling effect of the air flow, which causes the low and high
temperature regions to be placed at the air inlet and outlet respectively. At low
temperature region, CSTR (3, 3), overpotential is higher which in turn diminishes
dynamic response of the current density to the voltage step increase '*°.The
simulation results of the co flow direction indicate that despite the hydrogen
concentration increase, the slow dynamics of the local current density is mainly
influenced by the intensity and magnitude of temperature change which causes

further decrease in current density. The response of the activation overpotential in
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Figure 4.8d is consistent with temperature and current. After the first sudden

decrease it shows moderate increase toward the new steady state value.
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Figure 4.9 - Dynamic simulation results predicted by TSR model for planar SOFC
with counter-flow direction of fuel and air (AE _,, = +0.5V )

Contrary to the co flow case, the counter flow direction (Figure 4.9) shows almost
opposite transient behaviour that is due to interchange of the air inlet and high
temperature region. For the points near the air outlet, i.e. CSTR (3, 3), the
magnitude of change for the local current density is considerably higher which
leads to steep and large decrease of temperature. Thus for the points near the air
outlet, the slow dynamic response of the local current density is mainly influenced
by temperature. On the other hand, for the points near the fuel outlet, temperature
change is significantly smaller; meanwhile, as we move toward the fuel outlet
dynamic response of the current density tends to be characterized by the initial
under-shoot followed by a slower transient that is due to the pronounced effect of
the diffusion resistance within porous electrode, hydrogen accumulation toward the

fuel outlets and less influence of the PEN temperature.
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Figure 4.10 - Dynamic simulation results predicted by TSR model for planar SOFC
with cross-flow direction of fuel and air (AE ., = +0.5V )

cell

As one can see from Figure 4.10, the dynamic responses of the cross flow direction
are absolutely consistent with the above justifications. Here under the effects of the
cross flow direction of fuel and air, the transient behaviour is a little bit different.
However the same as the counter flow direction, again for the points near the air
and fuel inlets, i.e. CSTR (3, 3), small amount of hydrogen accumulates and the
intensive change of temperature mainly affects the slow dynamic of the local
current density. At the same time for the points near the outlets, accumulation of
hydrogen increased; therefore, the slow dynamic of the current density is
influenced by the combined effects of diffusion, hydrogen accumulation and
temperature. Analysis of dynamic responses to a voltage step change show that the
co flow direction of fuel and air provides the most uniform transient responses at
different points of the cell, meanwhile, compared with the counter and cross flow
direction, the PEN temperature dominates the slow dynamic of the current density

and almost all dynamic behaviours.
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The developed unsteady-state tank in series SOFC model with charge balance will
provide a better understanding of main phenomena governing electrochemical
reactions in fuel cells. Additionally, the results are useful in understanding the
sensitivity of the SOFC performance to the fuel and air flow direction.
Intensification of electrochemical processes can be achieved by changing the
direction of fuel and air flow.

4.5. Summary

The tank in series model presented in this work takes into account the charge
balances at the electrodes and electrolyte interfaces, species mass balances to the
gas channels and diffusion layers, energy balances for the fuel and air channels and
also for the PEN structures. All simulations were done under the potentiostatic
operating mode and using the charge balance equations for the interface between
the electron and ion conducting media facilitate calculation of the activation
overpotential with no restriction concerning the number of the charge transfer steps.
The simulation results from TSR model indicate the influence of flow direction on
the steady state and dynamic performances of a planar SOFC with co, counter and
cross flow direction of fuel and air. Examination of simulation results indicates the
possibility of enhancing the fuel cell performance by decreasing the misdistribution
of fields. The results demonstrate a strong coupling between the temperature,
concentration, activation overpotential and current density distributions. Among
different flow direction, the co-flow case is the most favourable for planar SOFC
with improved performance and in response to a voltage step increase, provides the
most uniform transient behaviour at different points of the cell. For the co flow
direction, temperature dominates the slow dynamics of the local current density
while in the low temperature regions of the counter and cross flow cases; the slow
dynamics of the current density tends to be characterized by the initial under-shoot
followed by a slower transient response. This is due to the combined effects of the
diffusion resistance within porous electrode, hydrogen accumulation toward the
fuel outlets and influence of the PEN temperature. Design is an iterative process
where more and more refined models are required in each phase. The model
presented in this work can serve as an early step in the iteration by means of

accelerating 2D simulation to get the trend in the distribution of important
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variables. Based on the results from this model, decisions on the need for more
refined models may be taken. Using this model it is possible to take into account
the hydrodynamic behaviour of different flow configurations. Moreover, the model
computational time is much less compared to CFD models (less than 3 minutes to
solve 704 ordinary differential equations). Future work will concentrate on the
optimization of modelling and model based controller design to improve the
performance of SOFC stack.
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The Combined Effects of Macro and Micro-Structural
Parameters on Predicted Results from 3D Model of a
Planar SOFC

5.1. Introduction

In the TSR model, the flow rates at the inlets of all the air and fuel flow channels
are all assumed to be uniform. Since this does not provide a very realistic picture,
the velocity profiles at the inlet of the channels would be obtained from CFD
simulation of the flow field design. Additionally, with respect to different
functionalities of the Ni-based electrodes to provide environment for the
electrochemical and reforming reactions, not only the uniformity of flow
distribution but also the SOFC electrode design is important to allow maximum
utilization of the anode functional layers and to balance each of the transport

d> ' In other words, micro-structural

processes and the reactions involve
optimization of SOFC performance requires consideration of the interconnect
geometry and flow field effects, in addition to the detailed micro-scale calculation
for the anode diffusion layer *2. In view of this, the purpose of this chapter is based
on a research project in collaboration with Ceramic Fuel Cell Ltd. Melbourne-
Australia, to analyse the combined effects of different anode flow field design and
micro-structural parameters of the anode diffusion layer on the overall performance
of the cell. To address this aim, first a 3D model accounting for the effects of
different anode flow field design on pressure and velocity profiles is developed.
Furthermore, the model is extended to include the effects of the anode micro-
structural parameters on spatial distribution of temperature, reaction rates and
species concentration profiles for a symmetrical half-layer array of an industrial

planar SOFC stack.
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5.2. Model Geometry
Figure 5.1a illustrates different anode flow field designs for a symmetrical half-

layer array of the planar SOFC stack proposed by CFCL.
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Figure 5.1 - a) Flow field design for a symmetrical half layer array of the SOFC stack
consisting of two cells; b) Schematic view of the computational layers

Table 5.1 - Geometrical comparison among three anode flow field design

Flow field design Channel design Manifold design
A Spot design One inlet for two cells
B Parallel design Two inlets for two cells
C Spot design Two inlets for two cells

However, to analyse the combined effects of the geometrical factors, micro-

structural parameters and catalytic chemical and electrochemical reactions on
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pressure, velocity, temperature and species concentration profiles, a general frame
work including similar fuel and air flow fields, anode and cathode diffusion layers
and a thin film of the electrolyte that is sandwiched between the anode and cathode
catalyst layers was considered in this work. Figure 5.1b shows 3D schematic view
of these computational domains. Additionally, a comparison among three different

flow field designs is summarized in Table 5.1.

5.3. CFD Modelling Assumptions and Equations

Generally, with attention to the computational time and accuracy of the simulation
results, we need to make assumptions to reduce the complexity of the model to a
manageable level whilst preserving the salient features of the problem at hand %,
In this regards, the fluid flows can be modelled as incompressible and laminar due

to small pressure gradients and flow velocities ** %,

Furthermore, gases in the
SOFC can be thermodynamically modelled with the ideal gas assumption, because
of the high temperature and moderate pressure of the gases in the cell *°. In view
of this, heat capacity, viscosity and thermal conductivity of the gas mixtures are
calculated with the ideal gas mixing law of the species’ individual values * %',
Individual values are calculated from temperature-dependent polynomial curve *%.

Moreover, similar to the approach considered by Joen'?

, the porous electrodes are
assumed to be homogeneous bimodal mixture of the electron and ion conducting
particles with identical radius within each of the electrode domains. With respect to
the modelling equations and based on these assumptions, it should be noted that
understanding and predicting SOFC behaviour implies simultaneous calculation of
various coupled phenomena, which can be classified into the following categories:
(1) mass transfer in fuel flow field, air flow field and functional layers of the porous
electrodes; (2) heat transfer in all constituent materials; (3) chemical and
electrochemical reactions in diffusion and catalyst layers respectively. Facing these

issues, the solid and fluid domains are all divided into some discrete meshes.

I 130 I 63

Similar to the works reported by Autissier et a and Xia et al. >°, we used the
commercial CFD tool FLUENT, able to solve the equations of momentum, energy,
species and mass continuity for each computational mesh and added sub-routines to
implement the following sub-models for the chemical and electrochemical reaction

Kkinetics.
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5.3.1. 3D Momentum Transport Equation
To get the equation of motion we write the following form of the momentum

balance over each volume element as shown in Figure 5.2 *3*:

Rate of increase Rate of Rate of External force
= |- + | 6
of momentum momentumin momentumout on the fluid

Equation (5-1) is a vector equation with components in each of the three coordinate
directionsX, y and:. First we consider the rates of the flows of the X-component
of momentum into and out of the volume element shown in Figure 5.2. Convective
and molecular transports are two mechanisms for the momentum enters and leaves
each volume element; therefore, the rate at which the X-components of momentum

enter across the faces by all mechanisms at the position ofx, y andZ are

M, |, Ay.Az » M| AZ.AXandm |, axay . Additionally the rate at which the

X-components of momentum leave the faces atx + Ax, Y+Ayand z+ Az are

M XX ‘X+AX AyAZ 1 Myx y+AyAZ'AX and M x ‘Z+AZ AXAy reSpeCtlve|y.
g
I Moy
T Mg,
|
& by
Mxx|x — ¥ - > M:a: |x+ﬁx
/ —
ME{ |z+é.z ‘// ,—I
Fil
e ok
z M}'I|Y

Figure 5.2 - Fixed volume element AX.Ay.Az , with six arrows indicating the
directions of the fluxes of X -momentum through the surfaces by all mechanism®**
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When these contributions are added we get the net rate of addition of X-momentum

across all three pairs of faces as follows*®:

AYAZ(Mx —Myyd o) FAZAX(NL, M,

yeay) FAXAY (M,

z__hﬂzx z+Az) (5'2)

X+AX

Next there is the external force (typically the gravitational force) acting on the fluid

in the volume element. The X-component of this force is:

pg, AX.Ay.Az (5-3)

Equation (5-2) and (5-3) give the X-components of the three terms on the right side
of equation (5-1). The sum of these terms must then be equated to the rate of
d(pv)
ot
these equations are divided by AX.Ay.Azand the limit is taken asAx, Ay and Az go

increase of X-momentum within the volume element (AX.Ay.Az ). When

to zero, the X-component of the momentum balance could result as follows:

) B B )
L=~ My +—M,, +—M, )+ 5-4
ot pv (aX XX ay yX oz zx) pgx ( )

Similar equations can be developed for the y- and Z -components of the

momentum balance:

) B B 0
L= (M +—M,, +—M, )+ 5-5
ot PV (aX Xy ay yy oz zy) pg y ( )
0 B 0 0
=M, +—M,, +—M,)+ 5-6
ot P (8X Xz 6y yz oz 7z ) [ale] z ( )

By using the vector-tensor notation and when the above X-, y- and Z-

components of the momentum equation are added together, we get the following
differential statement of the conservation of momentum.

o .

PG =—[V.M]+pg (5-7)
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Expanding the combined momentum flux tensor M to the convective momentum

flux (pud ), and the molecular momentum flux (p+ (7)), we get the following

equation of motion:

@ +V(pli) = ~VP - V(r) +pg (>-8)

Inclusion of the additional source termS,,, allows the equation of motion to be
valid for both the porous media and the fuel gas channels; on the other hand, for the
mathematical description of the fluid flow in porous media, the equation of motion
can be used with an additional source term which is composed of two parts: a
viscous loss term and an inertial loss term; therefore, for a simple homogeneous

porous media it can be written as follows *;

s, = —(*- 1 +CLpin) (5-9)
o, 2

Here o, is the permeability and C is the inertial resistance factor. In laminar flows

through porous media, the pressure drop proportional to velocity and the constant

C can be considered to be zero and the non-zero source term can be regarded as a

generalized Darcy’s model®* * 24,
S, = —aia (5-10)
p
=, (5-11)
P T21(1-¢)°

5.3.2. 3D Heat Transport Equation
It is known that the temperature distribution in SOFC strongly influences the cell
performance. Also many properties of gases and the SOFC’s components are

strongly temperature dependent; therefore, it is vital to develop a heat transport
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model for various heat effects in all computational domains. The energy

conservation on the volume element AXAy.Az can be written as follows*? *3%:

Rate of change Net rate of Net rate of energy Net rate of energy Net rate of energy (5_12)
of energy witiin | =| energy transfer | + | transferby conduction |+ | from the work done | + | from the reaction
t

the volumeelemen by convection and diffusion on volumeelement in volumeelement

The total rate of energy from the work done on unit volume of AXAy.Az and by all

the surface forces is given as follows'?® *3*:

a(urxx)+a(m-yx)+a(07zx)+a(VTxy)+

{_5(UP)_6(VP)_6(WP)}+ ox ay oz oy AAyAz (5-13)
OX OX 1574 ovr,) o(vr,) o(wr,) OWwr,) o(wr,) B
+ + + +
oy oz oz oz oz
F
[(M}r;mww]
Iy
[g9+aai" ﬂy] wF
) ? s
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" &y :
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8
W o— il
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21 ﬂ'l.x
z ?y

Figure 5.3 - Fixed volume element AXAy.Az with heat flux vectors through all surfaces ***

Figure 5.3 shows the X -, y - and Z -components of the heat flux vector. For the

mixture, the heat flux q is given as the combined effects of the heat conduction
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and inner-diffusion; therefore, the net rate of heat transports to the volume element

MXAYAz and along the X -direction is given as follows:

_(5;: + agB)Ax.Ay.A: (5-14)

Similarly, the net rates of heat transfer to the volume element AxAy.Az along they -

and Z -directions are:

- (% + %)Ax.Ay.Az (5-15)
- (% + %)AX.AMAZ (5-16)

In addition to the above, there is another heat source termsS, AxAyAz that may

come from the reaction in the volume element. By using the vector-tensor notation,
the sum of Eqg. (5-13) to (5-16) and the reaction heat source term must then be

equated to the rate of energy changes within the volume element AxAy.Az. When

these equations are divided by AxAyAz and the limit is taken asAx, Ay, and Az

goes to zero, the following expression will result*®":

% =-V.(U(LE+p))-V(q)+V(t.U)+S, (5-17)

Fourier’s law of heat conduction relates the heat flux to the local temperature

gradient. Therefore, with attention to the inner diffusion, the net heat flux q , can

be considered as follows'**:

q=(k.V(TM)+> hJ) (5-18)
i=1

Substituting Eq. (5-18) into Eq. (5-17) leads to the equation of energy as follows:
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% +V.(U(PE +P) = V.(kV (T) = Y0 3, + (z.0)) +, (5-19)

Here k is the conductivity, and J, is the diffusion flux of speciesi. The first three
terms on the right hand side of equation (5-19) represents energy transfer due to
conduction, species diffusion and viscous dissipation, respectively. As it was
mentionedS, , includes the heat of electro-chemical reactions and any other heat
sources we have defined (the units of all source terms are of the form of generated
rate per volume).In porous media regions, the equation of energy is solved with

modifications to the conduction flux and the transient terms as follows**:
gt(spf E' +(1-e)°E) + V. E' +P)) = VIK*'grad(T)- (T hJ,) + ()] +S,  (5-20)

Where E ' - total fluid energy, E:-total solid energy, €- porosity of the medium, k®"

- effective thermal conductivity of the medium that is given by **:

ke = ek + (1-g)k® (5-21)
The properties for different solid components of the cell can be found from

literatures as shown in Table 5.2.

Table 5.2 - Property parameters for different solid components of the cell®®

Components ke (WmK?) p* (Kg.m™) ¢, (KJ.Kg™.K™)
Anode 6.23 7000 0.65
Cathode 9.6 5620 0.9
Electrolyte 2.7 5560 0.3
Interconnect 13 7700 0.8
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5.3.3. 3D Mass Transport Equation

Figure 5.4 shows a volume element AxAy.Az fixed in space, through which the fluid
mixture is flowing. Generally, within this volume, reactions among the various
chemical species could occur, and we use the symbol Sto indicate the rate at
which species i is produced or consumed (component mass source term). The law
of conservation of mass for each species i in a mixture of Mcomponents is written

as follows 3%

Rate of production /

Rate of increase/decrease Rate of addition Rate of removal X
) consumption (5-22)
of component i =| of massacross |—| of massacross |+
. of mass by
in the volume element faces faces

chemical reaction

When the entire mass balance is written down and divided by AxAy.Az, one obtained

after letting the size of the volume element decrease to zero:

% — _(anix + 6niy + aon;,
ot ox oy oz

)+M,,..S (5-23)

In Eq. (5-23) the quantitiesn,, n, and n;are the Cartesian components of the

mass flux vector with the combined diffusive and the convective fluxes as follows.

n,=M,J;+p (5.24)
py
i | pesp
| nizlx
Sy
M| — ¥ - A P

M.

/ e
iz | E+AE 'I

. Fitd
wm%r
‘ ”0|J’

Figure 5.4 - Fixed volume element AXAyAz , with mass fluxes through all surfaces
by all mechanisms*®
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Substituting Eq. (5.24) and using the vector-tensor notation, Eg. (5-23) may be
rewritten as the equation of continuity for species i in a multi-component reacting

mixture as follows:

op; ) r _
% = _(v'piu) - Mw,i (V‘]| +(Si )overal) = 1!2!31"'m (5_25)

Addition of the continuity equations for all IM species, with respect to mass average

m m
veIocityZJi =0, and the conservation of total massZ(S,r)o\,e,aFO, leads to the
i1 =)

equation of continuity for the mixture as follows:

%O =—(V.pv) (5-26)

In equation (5-25), J; represents the diffusive flux of each componenti that is given
by the following correlation.
-DT vr

J,=-Y.v(C,DM) (5-27)

In the above equation, D™ is the effective diffusion of the reactants (please see
Appendix A) and D/ represents thermal diffusivity. In addition, the overall

component mass source term is given by:

Ng

(Sir)overal = Z (S:)/ (5'28)
/=1

Here, Nyis the number of reactions that component i is involved in and (S})" is the

component consumption or production rate relevant to each reaction /.

5.3.4. Reaction kinetics
5.34.1. Chemical Reactions
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Three dimensional simulation involving a complete set of elementary reactions
would be difficult to converge and will be computationally expensive*; therefore,
in this study we considered the overall steam reforming and water gas shift

reactions as follows:

CH,+H,0 >3H,+CO (5-29)
H,0+CO —»H, +CO, (5-30)

Reforming reaction occurs in the porous anode diffusion layer. Although some

134,135

models assume a simplified approach of thermodynamic equilibrium , a more

correct model of the reforming reaction rate is based on the kinetic approach **.
Several Kkinetic expressions considering the steam reforming reaction were
developed in the literature but specific literature on steam reforming in the presence

| 137, 138

of typical Ni/YSZ anode materia suggest the use of the following general

expression to evaluate the reforming reaction rate.
SMR SMR 81 B2 Eact
RY™ =« peyy, - Hzo-exp(_ﬁ) (5-31)

Reaction rate constant (« *™® ), activation energy (E,_ ) and the reaction orders (

act

BlandB2) vary between the models and rely strongly on the physical and chemical

properties of the anode material *°. Thus, if accuracy is sought, experimental data
have to be collected in order to determine realistic values of these factors. In view
of this, to compare the effects of different reforming models on predicted results,
data from the open literature have been used; in particular the works by Ahmed and

Foger **®, Haberman and Young ** and Achenbach **’, as shown in Table 5.3.

For the water-gas shift reaction different approaches can be found in literature:

141, 142

global reaction mechanism that considers reaction in the anode only , global

reaction mechanism that considers reaction in the anode and in the fuel gas

channels "% 14

and a more advanced reaction mechanism that includes catalytic
surface reaction kinetics for steam reforming, water-gas shift reaction and the

Boudouard mechanism **. In this work, water gas shift reaction is considered in
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both anode electrode and fuel gas channels that is expressed with an equilibrium

limited rate expression **.

) (5-32)

: Pr,Pco,
(S =k (szopco - HkWGCsO
eq

In the above equation, temperature dependent expression for « *** was deduced

from Arrhenius fit of Lehnert’s data *** and the equilibrium constant ¥ was

taken from the literature %,

K)o = 0.0171exp610319]) (5-33)
RT
KweS =1.767 x10 ?exp(4400/T ) (5-34)

The molar rates of formation of different gas species from the catalytic chemical

reactions can be formulated as follows>®:

(Seu, )™ = -A R (5-35)
(Sto)™™ =A R ()" (5-36)
(Sh,o)™™ =—-A RM —(s")" (5-37)
(Sh,)™" =3A R +(s")"* (5-38)
(Sto, )™ = (8" (5-39)

In addition, with respect to the low amount of energy released from the water gas
shift reaction, extra heat from the air flow and electrochemical reactions can
effectively promote the reforming reaction rate *’. However, the heat source from
the reforming and water gas shift reactions is calculated by the following

expressions °- 17,

&= ()" (5-40)
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:
h, = [c, dT+h, (T°) (5-41)
T0
c —ia (L K (5-42)
P &7100

Here the values of isobaric molecular heat capacity coefficients,a, and standard

enthalpy of formation, h, (T°) are taken from literature '%°,

Table 5.3 - Three different models for the methane reforming kinetics

Authors Model Reaction rate E.
constants
D Ah d dF RSMR _ . p 085 p-035 _ 27026 E.« mol 95000
% mead an oger v T KFPen,-Fho K =21 -Xp(*RT)[m
[7p]
o Achenbach RVE _ p ~ 0.04247 exp(~ Bty ! 82000
QE: chenpaci r =KFeu, k=0 exp(— RT)[mQ.Pa.s]
[9p]
o r\SMR SMR P: Pco E mol
| Haberman and Young (S =" (Pen,Pupo - KgMR ) K =235 e | 231266
< o Pa.
[9p]
5.3.4.2. Electrochemical Reaction

The electrochemical reaction occurs at TPB, which often is treated as the
mathematical surface or interface boundary condition *®. However, it is widely
reported in the open literature that the electrochemical reaction not only occurs on
the electrode-electrolyte interface but also extended to a distance of 10-50 um from
the solid electrolyte®® %! In the model geometry of this work, TPBs or the
electrode catalyst layers were treated as the finite volumes with thickness of 30 pm.
However, to reduce the computational time and the model complexity, the
electrode catalyst layers were divided into a number of control volumes arranged in
a single layer grid. In this way, assuming the electrolyte as the sole contributor to
the ohmic losses, the equivalent circuit approach was used to solve the
electrochemical sub-model together with all transport equations within the catalyst

layers and the effect of the electrochemical reaction rate was taken into account
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through the heat and mass source terms of the conservation equations. Additionally,
as it was shown in chapter 3, under the steady state operating conditions, Faradic
and electrolyte current densities have the identical values equal to the cell current
density. Therefore, to simplify the electrochemical sub model, the Faradic current is
replaced with the cell current density, which is used for calculating the heat and

mass source terms of the conservation equations at catalyst layers ®* .

v, i
R elec _ " Hp " cell 5-43
rH, 2F ( )
Vgl
Relec — H,0 " "cell 5-44
r,H,0 2F ( )
Vgl
R elec _ O, cell 5-45
r,0, 4F ( )

Furthermore, under the effects of the electrochemical reaction, the rate of the heat
generation is specified as the electrochemical heat source and can be determined as

follows %2,

olec ) AHeIec
RhI = Icell(T - Ecell) (5'46)

Here, AH™ is the enthalpy of the electrochemical reactions and E _, is the cell

cell
voltage as it was presented in Eg. (3-28). In addition, the reversible electrode
potentials are calculated from Eq. (3-37) to (3-38). However, considering the
charge transfer coefficients equal to 0.5, activation overpotentials are calculated by
inverting Butler-Volmer equations as the similar approach has been suggested by
Xiaetal. %,

. [
nae = 2RT it (== (5-47)

nF 25’

In this study, the best fit for the values of the exchange current densities at the

anode and cathode (i~°) are 3800 and 1800 A/m? respectively. Moreover, due to

high conductivities of the electrodes, the resistance offered by the anode and
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cathode materials are negligible compared to the electrolyte resistance in modern
cells ®. Therefore, to calculate the Ohmic overpotential, only the resistance of the
electrolyte is considered. Furthermore, the equilibrium potential steps and
activation overpotentials are calculated from temperature and species molar
fractions at the catalyst layers and then, there is no need for the explicit evaluation
of the concentration overpotentials °. In addition, considering the air flow, oxygen
is in excess so that its partial pressure could be considered constant in gas channels
81132 In view of this, using the approach, which has been suggested by Danilov
and Tade ®, the flux boundary condition similar to equation (3-39) estimates the
oxygen molar fraction of the catalyst layer and reduction in model complexity can
be achieved. Finally, as it was mentioned above, in FLUENT the units of all source
terms are of the form of generation or consumption rate per volume. Therefore, due
to the units of the reaction rates, they should be multiplied by the specific surface
that is defined as the reactive surface area per unit volume of the particulate
reactive domain. Assume that the reactive porous media can be modelled as a
binary mixture of the monotonic spherical electrode and electrolyte particles, the

statistical properties including the mean particle diameterd , the pore radiusr_, and

specific surface area A can be estimated as follows **:

1 _ lPelde + \Pel)’t (5-48)
d p 2relde 2relyt
ed
% (5-49)
3(1-¢)
A - 67LSC(11—8) (5-50)

In the above equations, ¥, and w_ are the electrode and electrolyte volume

elde
fractions in the anode porous media respectively; r,and r,  are the radius of the
electrode and electrolyte particles correspondingly and % is an effective factor of

the particulate reactive volume that cannot be calculated simply on the basis of the
properties of the pure materials. For the porous catalyst layers, the specific surface

area is defined as the contact area between connected electrode and electrolyte
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particles per unit of the reactive volume. Therefore, the effective factor can be
estimated from the coordinate number theory and percolation theory, and based on
that the contact specific surface area is given by the following expression as it was

originally developed by Costamagna et al. *,

4

4
contact a2 2 elde “elyt
As =msIn e'reldentneldenelyt 7 Pelde I:)elyt (5_51)

Here, 0is the contact angle between the electrode and electrolyte particles in the

reactive volume; n, is the total number of particles per unit of the reactive volume;

Nae and n,, are the number fractions of the electrode and electrolyte particles in

elde

the reactive volume respectively; z,,, and z are the coordination numbers of the

elde

electrode and electrolyte; P

e @nd P, are the probabilities of the electrode and
electrolyte particles and finally Z is the total average coordination number, equal to
6. All these parameters can be calculated from the work of Hussain and Dincer

%%3nd given as follows:

l-¢
= (5-52)
t (4/3)7[reslde |_nelde +(1- nelde)(relyt/relde)sj
\Velde
Nege = (5-53)
. lWelde + ((1_ \Velde )/(relde/relyt)3 )J
Z-3
2 =3+ (5-54)
N [n age + (1= nelde)(relyt/relde)zj
Z _ (Z - 3)(relyt/relde ) 2 (5_55)
W [n age T (1— nelde)(relyt/relde)zJ
Z 0.4
Pelde — |:1_ (2 __ ~elde—elde )2.5:| (5-56)
2
7 0.4
Payt = {1— 2- %) 2'5} (5-57)
neldezzlde
Zelde—elde = T (5-58)
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n, z>

_elytTelyt

Zelypelyt - 7 (5'59)

With respect to the reforming reaction in the anode diffusion layer, the specific
surface is defined as the total area exposed by the particles to the gas phase per unit
of the reactive volume. In view of this and for the initial clean bed of the porous
media with monotonic rigid particles of the same size, the effective factor of the
reactive volume is equal to unity ***. However, due to the contact angle of 15°
between the electrode and electrolyte particles, the overlapping regions (contact
specific area) should be reduced from the total surface of the rigid particles and the

exposed specific surface can be estimated as follows:

rigi 6(1-
A :_(d ) (5-60)
p
Asexpose _ A;igid _Agontact (5_61)

However, as reported by Bertei and Nicolella ***

, neglecting the fraction of the
surface lost in contacts, the exposed surface area is overestimated in the order of

11.4% in the worst case for a binary mixture of the mono sized particles.

5.4.  Numerical Approach in 3D CFD Model

To investigate the combined effects of the anode flow field design and micro-
structural parameters of the anode diffusion layer, a general frame work based on
the computational fluid dynamic (CFD) approach was applied to solve all the
governing equations. CFD is the art of replacing the integral or derivative forms of
the fundamental physical principles of the fluid dynamics with discretised algebraic
forms, which in turn are solved to obtain numbers for the flow field values at
discrete points in time and/or space %, There are several commercial packages for
CFD analysis; however, in this work all the governing equations were solved in
ANSYS (version 13.0) using the FLUENT solver, which is a control volume based
technique to convert differential equations to algebraic ones that can be solved
numerically. In this technique we divide the computational domain into a number
of smaller, non-overlapping sub domains that means a grid (or mesh) of cells (or

control volumes) . In view of this, gradients are needed not only for calculating
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values of a scalar at the cell faces, but also for computing diffusion terms and
velocity derivatives. Considering the computational time and solution algorithm,
Green-Gauss Cell Based method ¥’ is selected for calculating the gradients. In
addition, 2" order up-wind discretization scheme'?® is selected for the convection
terms of each governing equation. For the iterative calculation of the pressure and
velocity, FLUENT provides different algorithms; however, in this model, pressure
and velocity were coupled using SIMPLE method for implicit time treatment of the

flow variables 1% 1?7,

For the other scalars, which are coupled to the momentum
equation, the calculations are done sequentially. Therefore, all transport equations
are solved using the commercial FLUENT solver; however, it is linked with a user
defined function (UDF) programmed by VC™ for implementing chemical and
electrochemical reaction rates and source terms of the conservation equations. For

each iteration, local species concentration and temperature are accessed from the

solver.
Local Spices
Concentration and
Temperature
Given the N Calculation of the Momentum < Generated Grid of
Cell Voltage Current Density Equation the Geometry
Calculation of the Species Continuity < Initial & Boundary
Overpotentials Equations Conditions
Calculation of the Energy
Source Terms Equation
UDF FLUENT SOLVER

Spices and Heat
Source Terms

Figure 5.5 - Flowchart of the solution technique for 3D CFD model

Figures 5.5 and 5.6 present the flowchart of the solution technique and the
sequence of the SIMPLE method respectively. However, to distinguish between the
influences of the purely flow field design, catalytic reforming reaction rate, heat

effects from the air flow and the electrochemical reaction rate on pressure, velocity,
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temperature and species concentration profiles, simulation was performed for three

different cases, which are listed in Table 5.4.

START

v

Set new values for pressure, velocity
and different scalars

Set the initial values for pressure, velocity and different scalars

v

Solve discretised momentum equations

v

Solve pressure correction equation

v

Correct pressure and velocities

v

Solve all other discretised transport equations

Figure 5.6 - The SIMPLE algorithm'?

Table 5.4 - Aims for different simulation cases

Case No.

Aims

Analysis of pressure and velocity profiles for different
flow field designs (Design A, B & C)

Analysis of the combined effects of geometrical factors,
micro-structural parameters and catalytic chemical
reactions on temperature and species concentration

distributions (Design B)

Expansion of case 2 to include heat effects of the air flow

and electrochemical reaction rate (Design B)
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5.5. Initial and Boundary Conditions in 3D CFD Model

To initialize the numerical solution, we patch different values of the velocities,
temperature and species concentration into different computational domains.
Therefore, for the fuel and air gas channels and electrode porous media, different
flow variables were initialized relevant to their inlet values specified at fuel and air
inlet manifolds. For the solid electrolyte, which is impermeable to the reactants,
initial values for the species concentration were set to zero and temperature can be
set as the values from the fuel or air inlet condition. The inlet operating conditions
and parameters used for the developed model can be found in Tables 5.5 and 5.6,

respectively.

Table 5.5 - Operating conditions for planar SOFC in 3D CFD model

Parameters Anode side Cathode side
Pressure 1 bar 1 bar
Temperature 1023K 1023K
CH4 % mole 25.66
H2 % mole 15.31
CO2 % mole 5.08
CO % mole 0.098
H20 % mole 53.47 -
N2 % mole 0.38 79
02 % mole 0 21
Fuel Flow 0.067 SLM (Dry gas)
0.073 SLM (Steam)
Air Flow - 0.8 SLM

However, in order to complete the model formulation of an SOFC, boundary

conditions at different locations are required. Further, due to interdependent
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transport processes in different components of an SOFC, the definition of boundary
conditions involved both external and internal boundaries **°.The locations of
different internal and external boundaries are illustrated in Figure 5.7.Furthermore,
for each case, the boundaries relevant to the involved computational domains are
summarized in Table 5.7. The external inlet boundaries (BC1, BC2, BC6), are set
as the values for the inlet operating conditions and specified as the mass flow inlet
to match the prescribed mass flow rates. At the outlet manifolds (BC3 and BC7),
the pressure outlet boundary condition is adopted. Furthermore, as it is shown in
Figure 5.7, for all cases, the computational domains only includes the land portion
of interconnect; therefore, at external boundaries BC10 and BC16, thermal
insulation and impermeable condition for the species transport are specified.
Considering the simulation results for design B, which will be shown later, there
are symmetrical pressure and velocity profiles for the half layer arrays of two
adjacent cells. Therefore, to speed up the computational time, for cases 2 and 3, we
specified the symmetrical conditions at the boundaries BC4, BC5, BC8 and BC9.

\\Y BC§

¥R B

Bc? .

Case 2 i

Anode flow field £.

\ BC10

ADL
ACL

Electrolyte

CCL
cDL

BC11

BC12
BC13

BCl4
BC15

_-"’ ".f
/ BC16

Cathode flow field

Figure 5.7 - lllustration of locations at which boundary conditions are required in
CFD model and for different cases
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With respect to the internal boundaries, BC11 and BC15 represent the interfaces
between the gas channels and electrode diffusion layers. However, for case 1,
diffusion layers are not considered and then these two boundaries are specified as
the impermeable wall with thermal insulating condition. For other cases, electrode
functional layers are set for the porous media; therefore, the internal boundaries
including BC11, BC12, BC14 and BC15 are specified as the interior faces which
allows coupling the momentum, energy and species transfer equations. In view of
that, varying boundary conditions for different operating variables are specified at
these internal boundaries. Finally, with respect to the boundaries between the
electrodes and electrolyte (BC13), the adjacent computational domains are coupled
to account for the heat effects and zero species diffusion fluxes are specified on

these stationary boundaries.

Table 5.4 - Input parameters for 3D CFD model®* *°

Thickness of the node and cathode catalyst layers, (um) | 30

Thickness of the electrolyte, (um) 10
Dimension of different flow field design According to CFCL
layouts (AD 0903 -
18/02/2009)
Porosity of the anode and cathode catalyst layers 0.4

Pore size of the anode and cathode catalyst layers, (um) | 2.0

Volume fractions of the electrode and electrolyte 0.5

Contact angle between electrode/electrolyte particles,(°) | 15

5.1. Simulation Results and Discussion

In this section, grid analysis and model predictions are evaluated first. Additionally,
simulation results of case 1 for the effects of various flow field designs on pressure
and velocity profiles are discussed. Finally, with respect to the importance of the
electrode engineering, simulation results of cases two and three are evaluated for

different structural parameters of the anode diffusion layer to predict the true
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contribution of the geometrical factors, micro-structural parameters and catalytic

reaction rates on spatial distribution of different parameters.

Table 5.5 - Computational domains and involved boundaries for different cases

Case Computational domains Internal External
No. boundaries boundaries
1 Fuel gas flow fields for two cells N/A BC1, BC2, BC3,
of a layer (design A, B & C) BC10, BC11
2 Fuel gas flow field for a single BC11 BC1, BC3, BC4,
cell of design B with ADL BC5, BC5, BC10,
BC12
3 Complete cell of design B BC11 ~BC15 BC1, BC3, BC4,
including fuel flow field, ADL, BCS5, BC8, BC9,
ACL, Electrolyte, CCL, CDL BC6, BC7, BC10,
and air flow field BC16

5.6.1. Grid Sensitivity Analysis

Two aspects that characterise a successful CFD simulation results are convergence
and grid independency. For the converged solution, the residual convergence was
limited to 10°® for all variables. However, we need to be sure that the solution no
longer changes with more iteration. This can be resolved by the transient solution
of a dynamic system even then the change in the residuals during the iteration is not

much.

For the grid-independent analysis, which is an essential part of any CFD studies,
there is no formal way of estimating the errors introduced by inadequate grid
design. Thus, the only way to eliminate errors due to coarseness of a grid is a
procedure of successive refinement of an initially coarse grid until certain key

results do not change %,

Although the larger the number of cells, the better the
solution accuracy and the cost in terms of necessary computer hardware and

calculation time are dependent on the fineness of the grid. In view of this, to
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confirm that the grid density used in this study was detailed enough, the simulation
of case two, which accounts for the effects of the catalytic reforming reaction based

on the kinetic model developed by Ahmed and Foger **® was repeated for different

grid sizes.
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ﬁ
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Figure 5.8 - Sample grids used for simulation of case 2; a) Grid density of 323898 cells;
b) Grid density of 470490 cells; c) Grid density of 647698 cells

The sample grids used for a portion of the computational domains of case 2 are
shown in Figure 5.8. For the sample grid with 323898 cells, the grid is uniform in
anode flow field but non-uniform in ADL. However, with respect to the catalytic
chemical reactions in ADL, the optimum mesh is expected to be non-uniform
within both layers of the computational domains. Therefore, for each specific
domain and with attention to the aspect ratio, the mesh size is finer in areas where
large variations occur and coarser in regions with relatively little change.
Figures5.8 (b) and (c) are the grid samples of totally non-uniform mesh with
different densities of 470490 and 647698 cells respectively.
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Figure 5.9 - Effects of grid density on predicted results for the key parameters of
case 2 along the length of the cell with porosity of 0.4 and pore size of 4.4 um

In addition, Figure 5.9 shows the comparison of the simulation results for the fine
and coarser grids. It can be seen, that the reforming rate and temperature of the
electrode and fuel gas channels are affected insignificantly by the grid refinement.
However, pressure profiles reveal that the numerical solution is slightly affected by
the grid density. Thus, for further analysis and with respect to the computational
time, the grid density of 470490 cells is detailed enough to analyse reactions and
transport phenomena within the anode diffusion layer and was extendable for case
3 as well.
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5.6.2. Evaluation of the Results from 3D CFD Model

To assess the model predictions, the simulation results are evaluated for two
different cases (case2 and case 3). Table 5.8 shows the evaluation of 3D simulation
results of case 2 obtained from the Ahmed kinetic reforming model by comparison
with thermodynamic equilibrium data, simulation results from CFCL 1D model and

two other reforming kinetic models presented in Table 5.3.

Table 5.6 - Evaluation for 3D simulation results from case 2

Thermodynam
ic Equilibrium CFCL 1D model, 3D model, 3D model, 3D model,
based on Gibbs Ahmed kinetics Ahmed kinetics Achenbach kinetics Haberman
free energy (SMR -1) (SMR -1) (SMR -2) (SMR -3)
minimization
Outlet CH4
molar 0.1789 0.1890 0.2033 0.1929 0.2201
fraction (%0)
Outlet H2
molar 0.3037 0.2807 0.2147 0.2342 0.1917
fraction (%0)
Outlet Temp. 749 737 786 723 851
(K)
H4
c ) 32% 30% 24.7% 28.6% 18.6%
Conversion

Although both 1D and 3D models closely approach thermodynamic equilibrium,
the 3D simulation shows that flow distribution effects that result from the
geometrical design factors (manifold and channel design) and the finite external
mass transfer within the gas distribution channels lead to a lower percentage of
methane conversion. In other words the 1D model somewhat over-predicts
conversion that would be achieved in a real geometry and the 3D model is more
representative of the global reaction rate. With attention to different reforming
kinetic models, the first aspect to consider is the differences in predicted methane
conversion rate. Differences in chemical properties of the anode/catalyst are
reflected entirely through their different intrinsic kinetic rates. Consequently, the
methane conversions were estimated as 24.7%, 28.6% and 18.6% for the Ahmed,
Achenbach and Haberman kinetic models respectively. Lower methane conversion

results in less available H2 throughout the cell which consequently can potentially
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suppress the current density distribution across the cell active area. Furthermore,
the reforming reaction rate is strongly temperature dependent; therefore, different
reaction rates lead to different temperature profiles within the anode interior which

then can affect prediction of the gas outlet temperature.

0.93 -
_ 0.9 1
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Figure 5.10 - Comparison of the predicted V-1 curve from CFD model with experimental
data of the same geometry reported by CFCL

Furthermore, the predicted V-1 curve is compared with the experimental data of the
same geometry reported by CFCL and shown in Figure 5.10. It is worth mentioning
that the experimental data and predicted V-1 curve are reported under the same
operating conditions as it was mentioned in Table 5.5. It can be seen that the CFD
model predictions exhibit good agreement in average sense. Similar to the work
reported by Xia et al. ®3, to accelerate the converged solution, the anode and
cathode exchange current densities are considered as the constant fitting
parameters. With respect to this mater and uncertainty for different model input

parameters which are extracted from the open literature® 1%

, some amount of
discrepancy between the predicted results and experimental data is expected.
However, the purpose of this work is to develop a 3D CFD model for parametric
study of the combined effects for different flow field designs and micro-structural
parameters of the anode diffusion layer on the overall performance of the cell. For
this reason, the validation goal was not to precisely fit the experimental data, but

rather to capture the overall trend of the experimental performance curve.
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5.6.3. Effects of Different Flow Field Design

The geometrical factor design including the manifold structure plays an important
role in determining the pressure and velocity profiles >. Furthermore using a
parallel channel configuration has the effect of decreasing the pressure drop;
however, it may give rise to the problem of sever flow misdistribution **. Thus to
analyse the influence of different manifold and channel designs on pressure and

velocity profiles, three different anode flow fields were investigated.
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Figure 5.11 - Effects of manifold design on pressure and velocity profiles
for case 1 (Comparison between design A and C)

Figures 5.11 and 5.12 present the simulation results along the width of two adjacent
cells for the flow field characterisation in different gas channels and without
considering any reactions (case 1). In all designs, pressure difference and velocity
profiles for channels closer to the inlet and outlet manifolds are higher than that of
the middle channels. As it is shown in Figure5.11, due to the identical channel
structure of design (A) and (C), the pressure drop along the channels of both
designs is comparable. For design (A), the highest pressure drop of about 38 Pa can
be found in the channels next to the inlet and outlet manifolds. Corresponding to
the direct consequence of the pressure drop, the mean velocity is around 0.9 m/s.
However, due to the improvement on inlet manifolds, the parabolic profiles are less
pronounced for design (C) and the maximum pressure drop and mean velocity of
the channels next to the inlet and outlet manifolds are 23 Pa and 0.55 m/s,
respectively. In contrast to design (A), modification of the inlet manifolds as for
design (C) established symmetrical pressure and velocity profiles for each

individual cell. It is evident that design (A) has significant pressure and velocity
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differences within the active area, which can affect species concentration and

current density distribution and lead to a lower overall cell performance.
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Figure 5.12 - Effects of channel design on pressure and velocity profiles
for case 1 (Comparison between design B and C)

Figure5.12 presents the pressure and velocity profiles for two different channel
designs. For the spot design, parallel channels are modified by using interlaced ribs,
which enable the gas to flow in two directions, while the flow in the parallel design
can only proceed along the length of the channels. As can be seen, differential
pressure and velocity profiles for parallel and spot designs are quite similar.
However, as it is shown in Figure 5.13, for the spot design (design C) at areas
adjacent to the conjunction of the horizontal and vertical gas channels, the mean
velocity is lower than other parts while design B shows a uniform velocity profile
along the length of channels. Therefore, under a high current density, the low
velocity regions of design C may causes fuel depletion that may contribute to
increasing the severity of thermal stress. In view of this, design (B) is identified as

the most homogeneous flow field design.
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Figure 5.13 - Velocity contours for design B and C
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In addition to the above, as it is shown in Figure 5.14, a negative pressure zone was
observed at the outlet manifold of all designs that may cause the fluid to flows

opposite to its regular direction. In laminar flow condition, curvature is one of the

strong reasons for the flow separation **°; therefore, in general terms we would say

that such observed phenomenon may depend on the geometry of the fuel cell or the

boundary condition.
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Figure 5.14 - Pressure contours for different designs (A, B and C)

To check the effect of the boundary condition, as it was shown for design (B)
through Figure 5.15, under the same boundary condition, when the outlet face was
a little bit extended the negative pressure zone disappeared on the extended outlet
surface. In addition, the effect of a flow duct structure, which has different
curvature, was also examined and as shown in Fig. 5.15 (b), it causes significant
improvement over the negative pressure zone. Although analysing the effects of

curvature and non-planar double bended geometries on the flow patterns is
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complex and need further investigation in future works, according to the simulation
results, it can be concluded that under the laminar flow condition and with attention
to the effects of curvature, geometrical design of the outlet manifold can influence

the creation of the negative pressure zone.
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Figure 5.15 - Negative pressure zone for two different outlet manifold designs;
a) Comparison with extended outlet surface; b) Comparison with duct structure

5.6.4. Effects of ADL Micro-Structural Parameters

In order to substantiate the effects of the ADL micro-structural parameters on each
of the transport processes and the involved reactions, numerical simulation of cases
two and three was repeated for different porosities, pore sizes and thicknesses of
the anode diffusion layer and then all simulation results are mapped out along three
different spatial axes. In view of this, in the following figures, dimensionless
thickness represents the distance along the y-axis at 90% length and 50% width of
the cell. Additionally, dimensionless width and length signify distances along the x-

and z- axis at 90% length and 50% width of the cell respectively.
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5.6.4.1. Effects of Porosity
Figure 5.16 illustrates the simulation results of case 2 for different porosity of the

anode diffusion layer along the length of the cell.
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Figure 5.16 - Simulation results for the effect of porosity along the length of
the cell (Case 2)

As shown here, without considering the electrochemical reaction and thermal effect
of the air flow, reforming reaction rate and temperature drop increase while
porosity varies from 0.6 to 0.2. However, under the effect of different porosities
and within the initial length of the cell, the differences between the reforming
reaction rates are less significant. Furthermore, distributions of methane and
hydrogen molar fractions are quite similar for the porosities of 0.2 and 0.4. The
results may come from the combined effects of porosity on effective diffusion and
catalytic surface area. Increasing the electrode porosity causes the cross section of

the gas flow to be increased and promotes the influence of the gas inlet operating
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conditions and components’ diffusion inside the porous media that is beneficial to
the reforming reaction rate. On the other hand, as it was shown in Eg. (5-50).
Increasing the electrode porosity means less reactive surface area that is

predominant for decreasing of the reforming reaction rate.

In addition, distribution of temperature, reforming reaction rate and species molar
fractions along the other spatial paths provide better view for the combined effects
of the geometrical factors and micro-structural parameters on transport phenomena
within the cell. In this regard, Figure 5.17 shows distribution of various fields along
the width of the cell. As shown here, molar fraction of methane is higher in side
channels while decreasing the ADL porosity causes the reduction of methane
concentration for the mid channels to be increased. This observation reveals the
complex interaction between the anode flow field design and micro-structural
parameters of the anode diffusion layer. As shown earlier (Figure 5.12), for the
channels closer to the inlet and outlet manifolds, gas velocity is higher than that of
the mid channels, which in turn decreases the residence time of the reactants.
Therefore, in regions with lower residence time, decreasing porosity causes the
effects of the components’ diffusional resistance to become more significant, which
consequently causes less amount of methane to be involved in the reforming
reaction. On the contrary, in the mid channels with higher residence time,
beneficial effect of the lower porosity on reactive surface area becomes more
noticeable and causes the molar fraction of methane to be decreased. The
simulation results along the thickness of the cell (Figure 5.18), provides clear
evidence for the opposite effects of porosity on effective diffusion and catalytic
surface area. In view of this, it is interesting to note that although the reforming
reaction rate for the porosity of 0.2 is slightly higher than porosity of 0.4, less

amount of hydrogen diffuses towards the anode gas channels.

In short, under the effects of the catalytic chemical reactions, porosity of 0.4 seems
to be more appropriate for the performance of the reforming reaction. However, to
obtain the optimum value of porosity, we need to include the heat effects of the air
channels and do trade-off between the influences of chemical and electrochemical

reactions. In view of this, more analysis have been conducted and shown below.
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Figure 5.18 - Simulation results for the effect of porosity along the cell thickness (Case 2)
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Figure 5.19 shows the simulation results of case 3 for the effects of different
porosity on distribution of different parameters along the length of the cell. As
shown earlier, decreasing of porosity causes the reactive surface area to be
increased. On the other hand, decreasing porosity hinders multi component gas
transport within the anode diffusion layer. It consequently increases differences of
methane and hydrogen molar fractions between the anode diffusion layer and gas
channels (Figure 5.19a, b). In view of this, although at porosity of 0.2, less methane
diffuses through the anode diffusion layer, stimulating heat effect of the air flow
and electrochemical reaction rate in addition to availability of more reactive surface
area offset the resistance of the porous structure to the multi component gas
transport. Therefore, it causes the reforming reaction rate within the anode porous
media to be increased (Figure 5.19d). Further, it can be seen from Figure 5.19c that
decreasing porosity affects distribution of the current density while it causes the
location of the maximum current tends to shift towards the inlet regions of the cell.
This observation underlines the complex interplay between the reforming and
electrochemical reaction rates on distribution of fields. As shown in Figure 5.19e,
the cooling effect of the reforming reaction is counterbalanced with the amount of
heat released from the electrochemical reactions followed by gradual temperature
increase across the length of the cell. In addition, at porosity of 0.2, temperature
drop is effectively decreased within the small length of the inlet regions that
consequently can improve thermal stability of the cell. Moreover, temperature
profile at porosity of 0.6 is placed in between the profiles relevant to porosities of
0.2 and 0.4. This observation again highlights the importance of interplay between
the reforming and electrochemical reaction rates. It can also be recognized from
Figure 5.19f, that small changes in the anode activation overpotential can result in
relatively large changes in current density. This is due to the exponential
correlation between these two. Furthermore, it is evident from figure 5.19g that
distribution of the ohmic overpotential is dictated by two different variables:

current density and temperature.

In continuation of the above descriptions, Figure 5.20 shows the simulation results
of case 3 to analyse the effect of different porosity on overall performance and

distribution of different parameters along the width of the cell.
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Comparing to the simulation results for case 2 (Figure 5.17), distribution of
hydrogen comes into different view (Figure 5.20a). This observation can be
explained by dominant influence of the electrochemical reaction rate on
consumption of hydrogen over the effect of the catalytic reforming on hydrogen
yield. However, similar to the simulation results of case 2, under the combined
effects of the anode flow field design and micro-structural parameters of the anode
diffusion layer, decreasing porosity causes further variation in distribution of
different parameters across the width of the cell. In view of this, porosity of 0.2
results in further variation of the current density, activation overpotential and ohmic
overpotential across the width of the cell, while their magnitudes are justified with
the same reasons explained on Figure 5.19. However, considering the operating
conditions and distribution of the same parameters along the length of the cell, it
can be concluded that an optimum porosity that results in best performance for the
reforming reaction of case two, will not result in best SOFC performance.
Decreasing of porosity causes less temperature drop and more uniform distribution
of temperature and current density; therefore, lower porosity is beneficial for the
overall performance of the cell. Another key conclusion that can be drawn from the
above results is that each of the geometrical factors, micro-structural parameters
and reaction rates can effectively influence the engineering of the anode diffusion
layer, which in turn affects distribution of the process variables across different

spatial domains.

5.6.4.2. Effects of Pore Size

In addition to porosity, pore size is another important structural parameter
influencing the multi component gas transport and overall performance of the cell.
In this regard, Figures 5.21 illustrates the simulation results of case 2 for analysing
the effects of the pore radius on distribution of important parameters across the
length of the cell. Similar to the results reflecting the effect of the electrode
porosity, as the pore size decreases, the reforming reaction rate increases and the
smallest pore size is beneficial to that. However, unlike the effects of porosity,
variation of the pore size has intensive effects on components’ gas transport,
reforming reaction rate and temperature drop. This observation may be justified by

the strong effects of the pore size on reactive surface area and components
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diffusional resistance. Again to further illustrate this effect; Figure 5.23 presents the

distribution of the same parameters along the thickness of the cell.
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Figure 5.21 - Simulation results for the effect of pore size along the length of
the cell (Case 2)

In addition, similar to the effects of the ADL porosity, decreasing the pore size
results in further variation of the components’ molar fractions and reforming
reaction rate along the width of the cell (Figure 5.22). This finding gives another
evidence for the predominant effect of the reactive surface area over the
components’ diffusional resistance for longer residence time and larger reactive
area that consequently increases the reforming reaction rate. However, in order to
determine the optimum value of the pore size, we need to analyse the overall
performance of the cell including all chemical and electrochemical reactions and
heat effects of the air flow. In this regard, Figure 5.24 shows the simulation results
of case 3 to analyse the effects of the pore radius on overall performance and
distribution of different parameters along the length of the cell. It is interesting to
mention that the maximum reforming reaction rate and consequently, the maximum
methane conversion corresponds to the pore size of 2.4 um, which is in the middle

of the pore size range.
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This observed phenomenon is justified as follows. Decreasing the pore size
increases the reactive surface area. On the contrary, as shown in Figure 2.24a, b,
decreasing the pore size causes the reactants’ diffusional resistance and
consequently the differences between the reactants’ molar fractions between the
anode diffusion layer and gas channels to be significantly increased. Therefore, as
expected, not only the multi component gas transport but also the current density is
significantly influenced. Therefore, the mid-range of the pore size (2.4 um) is
beneficial to the overall performance of the cell. In other words, excepting initial
length of the cell, the lowest pore size decreases the cell performance significantly.
This is due to the less amount of H2 within the initial length of the gas channels,
heat effects of the reforming reaction rate and two different mechanisms governing
the molar fraction of hydrogen at a given operating conditions: (1) H2 production
due to the reforming and water gas shift reactions and (2) resistance of the porous
anode to H2 diffusion *. In view of this, for the smallest pore size (0.4 um), the
initial length of the anode diffusion layer is less influenced by the fuel inlet
operating condition and the hydrogen produced from the reforming reaction
effectively promotes the electrochemical reaction rate (Figure 5.24c).
Simultaneously, the hydrogen molar fraction in fuel gas channels increases across
the length of the cell (Figure 5.24a). Therefore, except for the initial distance of the
cell, hydrogen diffusion from the gas channels to the reactive surface area of the
anode catalyst layer become critical. Thus considering substantial components’
diffusional resistance of the smallest pore size, the overall performance of the cell
decreases significantly. Moreover, under the combined effects of the reforming and
electrochemical reaction rates, the mid-range of the pore size results in less
temperature drop while the smallest pore size causes the fuel gas temperature to be
decreased significantly. It can also be observed from Figures 5.24f and 5.24g that
distribution of the activation overpotential is consistent with the current density and
temperature. Meanwhile the mid-range of the pore size results in the less amount of

the ohmic overpotential.

In addition to the above, Figure 5.25 shows the simulation results of case 3 to
analyse the effects of the pore size on overall performance and distribution of
different parameters along the width of the cell. Similar to the reasons explained for

the effects of porosity, the distribution of hydrogen can be viewed differently.
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However, the mid-range pore size that maximise reforming and overall
performance of the cell, exhibits obvious variation in distribution of different
parameters across the width of the cell. Nevertheless, considering the operational
condition and comparing with distribution of the same parameters along the length
of the cell, this variation is relinquished. Therefore, in contrast with the conclusion
from the simulation results of case two, under the influences of the electrochemical
reaction rate and heat effects of the air channels, the mid-range of the pore size is

the most appropriate for engineering of the anode diffusion layer.

5.6.4.3. Effects of Thickness

Since an anode supported SOFC is studied in this work, the effects of the ADL
thickness on the SOFC performance is another parameter that needs to be
investigated. In this regard, simulation results of case two across different spatial

domains are given in Figures 5.26 to 5.28.
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As shown in Figures 5.26 to 5.28, temperature decrease and methane conversion
into hydrogen are found to be increased with increasing ADL thickness. It is
consistent with the fact that increasing the ADL thickness provides a sufficient
number of the catalytic sites that are required for the methane reforming reaction to
occur *®, However, at the same position within the anode diffusion layer closing to
the interfaces with the anode catalyst layers (ACL), increasing the ADL thickness
causes the reforming reaction rate to be decreased and its distribution along the
length of the cell becomes less intensive (Figure 5.26d). This is due to the
combined effects of the species transfer limitation and dilution of methane with

product (Hydrogen) **°

. It is worth noting that increasing the ADL thickness
increases diffusion path for the reactants to reach the reactive sites, which in turn
increases the resistance to diffusional mass transfer. Distribution of the same
parameters along the cell thickness provides better view for the above explanations
(Figure 5.28). In addition, as shown in Figure 5.27, distribution of different
parameters along the width of the cell reveals the intensification effect of the
resistance to diffusional mass transfer at higher ADL thickness. In view of this, for
the mid channels with higher residence time, gas reactants are provided with more
time to be involved in the catalytic reforming reaction, which in turn causes further

decreasing of the methane molar fraction at this region.

Finally, the simulation results of case 3 including the influences of the ADL
thickness, electrochemical reaction and heat effects of the air channels are given in
Figures 5.29 and 5.30. In this regard, the hydrogen molar fraction is found to be
controlled by both the reforming and electrochemical reaction rates (Figure 5.29a).
In view of this, hydrogen molar fraction increases within the initial length of the
cell because the methane conversion mainly occurs in this region. After a
maximum, the hydrogen concentration decreases until the cell outlet as it is
oxidised all along the length of the cell. As shown in Figures 5.29a and 5.29b,
again it is worth noting that the increasing of the differences of hydrogen and
methane molar fractions between the anode diffusion layer and gas channels is a
good evidence for the effects of the ADL thickness on the species diffusional
resistance, which in turn intensifies decreasing of the reforming reaction rate for
400 pum thick of the anode diffusion layer (Figure 5.29d).
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However, improving the electrochemical performance is obtained by increasing the
anode thickness that is linked to the amount of hydrogen produced by the reforming
reaction. Figures 5.29f and 5.29g present the evaluation of the anode activation and
ohmic overpotentials along the length of the cell, which are consistent with
distribution of temperature and current density. Again, under the combined effects
of the reforming and electrochemical reaction rates, increasing the ADL thickness

improves temperature decrease and ohmic overpotential.

Lastly, the simulation results of case 3 for analysing the effect of the ADL
thickness on distribution of the same parameters across the width of the cell is
shown in Figure 5.30. The point that needs to be explained here is the dissimilar
effect of the ADL thickness on variation of the reforming and electrochemical
reaction rates at 90% length and along the width of the cell. This is probably due to
the reactants” molar fractions. As it is shown in Figure 5.30b, for the ADL with 400
pm thick, methane conversion is almost 100% and then the reforming reaction rate
is less influenced by the reactants’ diffusional resistance. However, the
concentration of hydrogen is quite high; therefore, distribution of the current
density is more influenced from both the hydrogen diffusional resistance and
residence time distribution. In view of this, overpotentials and temperature profiles

are consistent with the reaction rates.

5.2. Summary

A 3D CFD model was developed to study the combined effects of the geometrical
factors and micro-structural parameters of the anode diffusion layer on the
distribution of the key parameters along different spatial domains of an industrial
planar SOFC previously designed by CFCL. In this study, it was shown that
increasing the number of the inlet manifolds is beneficial for less pressure drop and
uniform velocity profile over the cell active area. Furthermore, geometrical design
of the outlet manifold may influence the creation of negative pressure zone. In
addition, modifying parallel channels to the spot design, causes decreasing of the
mean velocity at areas adjacent to the interlaced ribs. This can result in fuel
depletion and consequently contributes to increase the severity of thermal stress. In

continuation of the above, distribution of the key parameters along different spatial
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domains reveals the complex interaction between the anode flow field design and
microstructural parameters of the anode diffusion layer. This can effectively
influence the variation of different parameters across different distances of the cell,
which in turn affects the engineering of the anode porous media. However, it is
worth noting that microstructural parameters were found to have conflicting effects
on multi component gas transport and the involved reactions. From the simulation
results, it can be concluded that an optimal set of micro structural parameters,
which resulted in the best performance for the reforming reaction rate, will not
automatically result in best SOFC performance. In view of this, the ADL structure
with porosity of 0.4 and smaller pore radius is beneficial for the reforming reaction
rate. However, including the electrochemical reaction and heat effects of the air
channels denotes different engineering for maximum utilization of the anode
diffusion layer. In this regard, it is beneficial to keep the porosity low and do a
trade-off between the thickness and pore size of the ADL. Considering the
operating conditions and model input parameters, it was concluded that the mid-
range of the pore size is beneficial to the overall performance of the cell. Moreover,
it was shown that with a larger ADL thickness, the SOFC performance increases.
However, it can reduce the reforming reaction rate due to the dilution of the

reactants with product.
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Conclusions and Future work

6.1. Conclusions
This thesis focused on improvements for multi scale modelling of the planar SOFC.
In view of this, the following key conclusions can be drawn from the results of this

research.

A decent agreement was obtained between the steady state predicted results from the
developed PFR model and the experimental data published in the literature.
Furthermore, it was shown that under the steady state operating condition, no
charging or discharging process occurred; therefore, Faradic and electrolyte current
densities are identical. On the other hand, in response to a voltage step change, apart
from the first initial jump of the electrolyte current density, double layer charging
and discharging process has insignificant effect on transient behaviour; while the
slow dynamics of the cell to a voltage step change is mainly governed by
temperature. On the contrary, when SOFC is subjected to a sinusoidal voltage,
temperature and reactants’ concentration are not sensitive to the high frequent
voltage change, while dynamic response of the cell is mainly controlled by the
electrochemical reactions and double layer charging and discharging processes. In
view of this, depending on double layer capacities, a continual difference between
the Faradic and electrolyte currents was observed. However, there is a direct relation
between current and overpotentials. Therefore, at the cathode-electrolyte interface
with higher resistance to the half-cell electrochemical reaction, the activation
overpotential and consequently the Faradic current density become less sensitive to

the sinusoidal variation of voltage.

However, not all reactors are perfectly mixed, nor do all reactors exhibit plug flow
behaviour. Additionally, the effects of the flow field design and different fuel and air

flow configurations cannot be considered in these simplified models. Therefore, as
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the next step, a new dynamic tank in series reactor (TSR) model of a planar SOFC
operating with co-, counter and cross flow directions was developed for the first
time. The reduction in model complexity has been achieved by replacing a planar
SOFC with a network of several continues stirred tank reactors (CSTR). This makes
TSR model to be computationally fast compared to CFD models for sketching 2D
visualization map of the SOFC performance. The V-I curves predicted from the TSR
model at three different flow rates of the hydrogen fuel were justified by comparison
with the experimental data from literature. Furthermore, examination of the
simulation results indicates the possibility of enhancing the fuel cell performance by
decreasing the maldistribution of the fields. In addition, the simulation results
demonstrate strong coupling between the temperature, species concentration,
activation overpotential and current density, while these results highlighted the
influence of different fuel and air flow configurations on the steady state and
dynamic behaviours. In view of this, the co-flow case was the most favourable for
the planar SOFC with improved performance, while its response to a voltage step
increase provided the most uniform transient behaviour at different points of the cell.
Moreover, it can be concluded that for the co-flow direction, temperature dominates
the slow dynamics of the local current density whereas in the low temperature
regions of the counter and cross flow cases; the slow dynamics of the current density
tends to be characterized by the initial undershoot followed by a slower transient
response. This is due to the combined effects of the diffusion resistance within
porous electrode, hydrogen accumulation toward the fuel outlets and influence of the

PEN temperature.

To further improve the TSR model, we need to implement the gas flow distribution
patterns. In addition, to meet the scope of the future work, it will be good if we can
compare 2D distribution of the key parameters predicted from TSR model, with the
results from a 3D CFD model of an industrial case. In view of this, a 3D CFD model
accounting for the effects of different anode flow fields, previously designed by
CFCL, on pressure and velocity profiles was developed. The simulation results of
this part indicate that increasing the number of the inlet manifolds is beneficial for
the less pressure drop and uniform velocity profile over the cell active area.
Furthermore, curvature and geometrical design of the outlet manifold may result in

negative pressure zone and back flow separation. In addition, although modifying
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parallel channels to the spot design causes decreasing of the mean velocity at areas
adjacent to the interlaced ribs; they show almost similar pressure and velocity
profiles. However, considering that CFCL is a world leading organisation focussed
on the commercialization of the methane fuelled planar SOFCs, this model was
further extended to include catalytic chemical and electrochemical reaction rates
together with the heat effects from the air flow. To assist this aim, the electrodes
were considered as two distinct volumes, referred to as diffusion and catalyst layers.
In this way, the catalytic chemical reactions were treated in the anode diffusion layer,
while the electrochemical sub-model was solved with the catalyst layers. To evaluate
predictions from 3D CFD model, first, the results including the effect of the catalytic
chemical (but with no fuel cell reactions) were compared with thermodynamic
equilibrium data, simulation results from CFCL 1D model and the results from two
other reforming models. It can be concluded that although both 1D and 3D models
closely approach thermodynamic equilibrium, the 1D model somewhat over-predicts
conversion that would be achieved in a real geometry and a 3D model is more
representative of the global reaction rate. Moreover, different reforming kinetic
models resulted in different prediction for methane conversion and temperature
profiles. This is due to dissimilarities in chemical properties of the anode material,
which are reflected entirely through their different intrinsic kinetic rates. In the next
step, heat effect of the air flow together with chemical and electrochemical reaction
rates was included. The predicted V-I curve from 3D CFD model showed good

agreement with the experimental data from the similar geometry reported by CFCL.

In addition, due to the importance of the Ni-based anode support to provide internal
reforming environment, a parametric study was carried out to investigate the
combined effects of the geometrical factors and micro-structural parameters of the
anode diffusion layer on distribution of the key parameters along different spatial
domains. From the simulation results, it was shown that the complex interaction
between the anode flow field design and micro-structural parameters of the anode
diffusion layer can effectively influence the variation of different parameters across
different distances of the cell, which in turn affects the engineering of the anode
porous media. However, micro-structural parameters have been found to have
conflicting effects on multi component gas transport and the reactions involved. It

was shown that an optimal set of micro-structural parameters, which resulted in the
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best performance for the reforming reaction rate, will not automatically result in the
best SOFC performance. In view of this, the ADL structure with porosity of 0.4 and
smaller pore radius is beneficial for the reforming reaction rate. However, including
the electrochemical reaction and the heat effects of the air channels gave different
micro-structural parameters for maximum utilization of the anode diffusion layer. In
this regard, it is beneficial to keep the porosity low and have a trade-off between the
thickness and pore size of the ADL. Considering the operating conditions and model
input parameters, it was concluded that the mid-range of the pore size is beneficial
for the overall performance of the cell. Moreover, it was shown that with a larger
ADL thickness, the SOFC performance increases. However, it can reduce the

reforming reaction rate due to the dilution of the reactants with product.

6.2. Future Work

In addition to the above conclusions, the results obtained from different perspectives
for multi scale modelling of the planar SOFC, suggest several areas for future

research.

First of all, the charge balance equations at the interface between the electron and ion
conducting media can be used for calculating the activation overpotential with no
restriction concerning the steps for the charge transfer process. In view of this, the
developed dynamic models in the form of PFR or CSTR can be used for numerical
impedance analysis, which will provide a better understanding of the main
phenomena governing electrochemical reactions in fuel cells. Furthermore, based on
the findings from the PFR model, it can be used for numerical impedance analysis.
Therefore, it can provide practical applications for analysing the kinetic behaviours

and designing of the material properties.

Moreover, to initiate the development of TSR model, we considered a scenario of a
single cell fuelled by pure hydrogen without any consideration of the inlet manifolds
and the stacking of the cell. Therefore, TSR model can be further advanced for the
methane fuelled planar SOFC. In future, we can use the innovative method to
integrate the TSR model with 3D CFD model of the methane fuelled SOFC. In view

of this, the velocities of the fuel and air streams at the inlet of different CSTR
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compartments can be adjusted by the velocity profiles predicted from the CFD
model. In this way, the CFD models will be independent of the cell electrochemical
parameters such as the voltage, current and the reactions, which will reduce the
modelling and simulation effort. Furthermore, it can be expected that extending a
TSR model for the stack will capture distribution of the key parameters with
minimum computational effort. Therefore, TSR model of the SOFC stack, 3D CFD
model of the flow fields and lumped parameter models of the BOP components can
form a real multi scale model for tackling SOFC system design and control issues.
The use of the distributed parameter control theory for control design of the SOFC is
crucial for improving its power output, efficiency and life time. For example, it can

eliminate the formation of hot spots in the cell thereby increasing the life time.

Additionally, to meet the scope of the future work, the simulation results from TSR
model of the planar methane fuelled SOFC can be checked by comparison with the
results from 3D CFD model developed in this research. However, the CFD model
could be further advanced by incorporating interconnects’ computational domains. In
view of this we can set the appropriate boundary conditions between the anode
diffusion layers and interconnects. As a consequence, charge balance approach can
be used as the more accurate solution for the charge transfer processes. In addition,
the exchange current densities can be treated as the function of the local temperature

and species concentration profiles.
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Appendix A — Estimation of the Gas Diffusivity

The binary diffusivity of a pair of gaseous species land jis modelled by the

Fuller’s correlation ¥ 1%,

1.013’2T1'75(—1 +—1 )0°
M M

W, i w,j

Dy = ,2
P[(Zvi)llii + (Zvj)l/3]

(A-1)

However, diffusion coefficient of species 1in the multi-component gas mixture is

calculated by the expression that is based on the binary coefficients *'.

i,GM — (A-2)

For the porous layer with large pores, diffusion flux is predominant and the
effective diffusion coefficient components can be calculated from equation (A-2).
However, Knudsen diffusion occurs in the porous layer with small pores when the
mean free-path of molecules is smaller than the pore size, and the molecules collide

with the walls more often between themselves. Knudsen diffusion coefficient D ,,

is calculated based on the free molecule flow theory *.

(A-3)

To account for the effects of Knudsen diffusion, porosity and the increased
diffusion length due to the tortuous paths of real pores of the porous electrodes, the

effective diffusion coefficient can be evaluated as follows % .

Deff = E(Di,GM x D

oM Lk A-4
L Digu + Di,k) (A4
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