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programming

Xun Qian∗ Li-Zhi Liao† and Jie Sun‡

()

In this paper, we analyze three interior point continuous trajectories for convex programming
with general linear constraints. The three continuous trajectories are derived from the primal-
dual path-following method, the primal-dual affine scaling method, and the central path,
respectively. Theoretical properties of the three interior point continuous trajectories are fully
studied. The optimality and convergence of all three interior point continuous trajectories are
obtained for any interior feasible point under some mild conditions. In particular, with proper
choice of some parameters, the convergence for all three interior point continuous trajectories
does not require the strict complementarity or the analyticity of the objective function. These
results are new in the literature.
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1. Introduction

Consider the following linearly constrained convex programming problem

min f(x)
s.t. Ax = b, x ≥ 0,

(P)

where f(x) is a smooth convex function, b ∈ Rm, and A is an m × n matrix with
full row rank, m < n. As a blanket assumption, we assume that the optimal value
for problem (P) is finite and attainable, therefore, we use min rather than inf in
problem (P).

The following notations are used in the sequel

Rn
+ = {x ∈ Rn|x ≥ 0}, Rn

++ = {x ∈ Rn|x > 0},

P+ = {x ∈ Rn|Ax = b, x ≥ 0}, P++ = {x ∈ Rn|Ax = b, x > 0}.
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It is conventional to assume that P++ is nonempty in the analysis of interior point
methods. We also assume f(x) ∈ C3 on Rn.

The Wolfe dual problem [1] associated to (P) is

max L(y, z) = f(x)−∇f(x)Tx+ bT y
s.t. −∇f(x) +AT y + z = 0, z ≥ 0,

(D)

and the following notations will be used

D+ = {(x, y, z) ∈ Rn ×Rm ×Rn| − ∇f(x) +AT y + z = 0, z ≥ 0},

D++ = {(x, y, z) ∈ Rn ×Rm ×Rn| − ∇f(x) +AT y + z = 0, z > 0}.

For linearly constrained convex programming (including linear programming),
a number of interior point methods have been proposed, for example, the affine
scaling algorithms by Dikin [2], Saigal [3], Tseng and Luo [4], Tsuchiya [5, 6],
Gonzaga and Carlos [7], Sun [8], Tseng et al. [9], the primal-dual path-following
algorithms by Kojima et al. [10], Monteiro and Adler [11, 12], Renegar [13], Roos
[14], Todd and Ye [15], Gonzaga [16], Monteiro [1], Zhu [17], the primal-dual affine
scaling algorithms by Monteiro et al. [18], and so on. A survey of search directions
in interior point methods for linear programming can be found in Hertog and Roos
[19]. Besides the above iterative methods, many continuous trajectories related
to the above algorithms are also studied in many different ways, for instance, the
affine scaling continuous trajectory by Adler and Monteiro [20], Bayer and Lagarias
[21], Liao [22], Megiddo and Shub [23], Monteiro [24], the continuous trajectory for
a potential reduction algorithm by Monteiro [25], the central path by Mclinden
[26], Megiddo [27], Kojima et al. [28], Monteiro and Tsuchiya [29], Vavasis and
Ye [30], Witzgall et al. [31], Monteiro [32], Drummond and Svaiter [33]. Some ill-
behaved central path examples in convex optimization can be found in [34], however
these examples are different from problem (P). It should be noted that for linear
programming, the primal affine scaling continuous trajectory actually contains the
primal central path if the initial point is on the central path.

In the interior point method, the central path plays a vital role. For the central

path where the barrier function
n∑

i=1
− lnxi is used in problem (P), convergence

can be obtained under the strict complementarity condition [26], the analyticity
of f(x) [32], or the condition that there exists a subspace W of Rn such that
Ker(∇2f(x)) = W [33].

In this paper, we are interested in the interior point continuous trajectories that
are closely related to some interior point methods, specifically, the primal-dual
path-following method, and the primal-dual affine scaling method for problem (P).
In addition, we will also study a continuous trajectory which is derived from the
central path. The primal-dual path-following method is closely related to the cen-
tral path, however, the search direction in the primal-dual path-following method
is actually different from the tangent of the central path. In Section 2, we will study
a continuous trajectory which is derived from the search direction in the primal-
dual path-following method. To our knowledge, this kind of continuous trajectory
has not been studied in the literature. The continuous trajectory corresponding
to the search direction of the primal-dual affine scaling method will be studied in
Section 3. In the linear case, the primal-dual affine scaling continuous trajectory
has been studied in [20]. In the nonlinear convex case, since the primal-dual affine
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scaling continuous trajectory is actually a weighted primal-dual central path (see
[20] or Theorem 3.3 below), hence part of the results in Section 3 can be regarded
as contained in [32]. In Section 4, we will study a direction which is tangent to
the primal central path. If the initial point is on the primal central path, the cor-
responding path is of course the central path, otherwise, we call this path as the
central path family. In the linear case, the central path family is actually the primal
affine scaling continuous trajectory.

For simplicity, in what follows, ∥ · ∥ denotes the 2-norm. Ck stands for the class
of kth order continuously differentiable functions. Unless otherwise specified, xj
denotes the jth component of a vector x, e denotes the column vector of all ones,
and ei denotes the unity column vector whose ith component is 1, the dimensions
of e and ei are clear from the context. For any index subset J ⊆ {1, . . . , n}, we
denote by xJ the vector composed of those components of x ∈ Rn indexed by
j ∈ J , rank (Q) denotes the rank of the matrix Q.

The rest of this paper is organized as follows. In Section 2 – Section 4, three
interior point continuous trajectories, which are closely related to the primal-dual
path-following method, the primal-dual affine scaling method, and the central path,
will be studied, respectively. In each of these three sections, we divide our discus-
sions into 3 subsections. In Subsection 1, we introduce the corresponding ordinary
differential equation (ODE) systems for each interior point continuous trajectory,
verify that each ODE system has a unique solution in [t0,+∞) and show some
properties of each continuous trajectory. In Subsection 2, we prove that every ac-
cumulation point of the solution of each ODE system is an optimal solution for
problem (P) (and problem (D)). In Subsection 3, we show the strong convergence
of the solution of each ODE system for any interior feasible point under some mild
conditions. Finally, some concluding remarks will be drawn in Section 5.

2. The weighted primal-dual path-following continuous trajectory

In this section, we study a continuous trajectory that is closely related to the
primal-dual interior point method. First we define the following sets:

F = {(x, y, z) ∈ Rn ×Rm ×Rn|x ∈ P+, (x, y, z) ∈ D+},

F0 = {(x, y, z) ∈ Rn ×Rm ×Rn|x ∈ P++, (x, y, z) ∈ D++}.

The search direction in most of primal-dual interior point algorithms is the solution
of the following system:−∇2f(x) AT I

A 0 0
Z 0 X

∆x
∆y
∆z

 =

 0
0

−XZe+ σµe

 , (1)

where σ ∈ [0, 1] and µ = xT z/n. The search directions of the primal-dual path-
following algorithms and primal-dual potential reduction algorithms are generally
the solution of system (1). The difference between them is the choice of the stepsize
at each iteration. The stepsize in primal-dual path-following algorithms is deter-
mined by the neighborhood of the central path, while the stepsize in primal-dual
potential reduction algorithms is determined by the potential function. If σ = 0,
the search direction is usually called the primal-dual affine scaling direction, and
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for the corresponding continuous trajectory we call it the primal-dual affine scaling
continuous trajectory which will be studied in Section 3. If σ = 1 and (x, y, z) ∈ F0,
the search direction is actually the Newton direction of the following equationAT y + z

Ax
XZe

 =

∇f(x)
b
µe

 ,

where µ = xT z/n. Evidently, the solution of the above equation is a point on

the central path with the dual gap µ = xT z
n , not the optimal solution if µ > 0.

Therefore in this section we study the search direction with σ ∈ (0, 1). We first
extend system (1) to a more general form to get the following ODE system

−∇2f(x)dxdt +AT dy
dt +

dz
dt = 0,

Adx
dt = 0,

γ1X
γ1−1Zγ2 dx

dt + γ2X
γ1Zγ2−1 dz

dt = −(Xγ1Zγ2e− σµw),

(x(t0), y(t0), z(t0) = (x0, y0, z0) ∈ F0,

(2)

where

t0 > 0, σ ∈ (0, 1), µ =
eTXγ1Zγ2e

n
, γ1 > 0, γ2 > 0, w ∈ Rn

++,
n∑

i=1

wi = n,

x ∈ Rn
++, X = diag (x) ∈ Rn×n, z ∈ Rn

++, Z = diag (z) ∈ Rn×n.

We call this ODE system the weighted primal-dual path-following ODE system.
The unique (Theorem 2.3) solution of ODE system (2) defines the weighted primal-
dual path-following continuous trajectory for problem (P). The condition that the

weighted vector w satisfies
n∑

i=1
wi = n is to guarantee µ = eTXγ1Zγ2e

eTw = eTXγ1Zγ2e
n .

From the above ODE system, we can get two equivalent explicit forms, one is

dx
dt = − 1

γ1

[
In + γ2

γ1
(XZ−1)

1

2P
A(XZ−1)

1
2
(XZ−1)

1

2∇2f(x)
]−1

[X1−γ1Z−γ2

−Z−1XAT (AZ−1XAT )−1AX1−γ1Z−γ2 ](Xγ1Zγ2e− σµw),
dy
dt = 1

γ2
(AZ−1XAT )−1AX1−γ1Z−γ2(Xγ1Zγ2e− σµw)

+(AZ−1XAT )−1AXZ−1∇2f(x)dxdt ,
dz
dt = ∇2f(x)dxdt −AT dy

dt , (x(t0), y(t0), z(t0) = (x0, y0, z0) ∈ F0,

(3)

where P
A(XZ−1)

1
2
= In − (XZ−1)

1

2AT (AZ−1XAT )−1A(XZ−1)
1

2 , In is the identity

matrix of order n. The other explicit form is
dx
dt = −G

[
X1−γ1Z1−γ2 − γ2XAT (AGXAT )−1AGX1−γ1Z1−γ2

]
(Xγ1Zγ2e− σµw),

dy
dt =

[
(AGXAT )−1AGX1−γ1Z1−γ2

]
(Xγ1Zγ2e− σµw),

dz
dt = ∇2f(x)dxdt −AT dy

dt , (x(t0), y(t0), z(t0) = (x0, y0, z0) ∈ F0,

where G = (γ1Z + γ2X∇2f(x))−1. The following assumption is made throughout
Section 2.

Assumption 1 The set F0 is nonempty.
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2.1. Properties of the weighted primal-dual path-following continuous
trajectory

First we need the following lemma to obtain the existence and uniqueness of the
solution of the weighted primal-dual path-following ODE system (3).

Lemma 2.1 (AZ−1XAT )−1 ∈ C1 on Rn
++ ×Rn

++ with respect to x and z.

Lemma 2.2 If A, B ∈ Rn×n are both symmetric and positive semidefinite, then
all eigenvalues of AB are nonnegative.

Proof. From Corollary 4.6.3 on page 99 in [35], the result is evident.

Theorem 2.3 and Theorem 2.4 below guarantee the existence, uniqueness, and
feasibility for the solution of ODE system (3).

Theorem 2.3 For the weighted primal-dual path-following ODE system (3), there
exists a unique solution (x(t), y(t), z(t)) with a maximal existence interval [t0, β),
in addition, x(t) > 0, z(t) > 0 on the existence interval.

Proof. Since (XZ−1)
1

2P
A(XZ−1)

1
2
(XZ−1)

1

2 and ∇2f(x) are both symmetric and

positive semidefinite, from Lemma 2.2 we know

[
I +

γ2
γ1

(XZ−1)
1

2P
A(XZ−1)

1
2
(XZ−1)

1

2∇2f(x)

]

is always invertible for any x > 0 and z > 0. Furthermore, from ∇2f(x) ∈ C1 on
Rn

+, Z
−1 ∈ C1 on Rn

++ with respect to z, and Lemma 2.1, it is not hard to see that
the right-hand sides of (3) are all locally Lipschitz continuous on Rn

++×Rm×Rn
++.

Since Rn
++×Rm×Rn

++ is an open set, from the Cauchy-Peano theorem and Picard-
Lindelöf theorem, there exists a unique solution (x(t), y(t), z(t)) of ODE system (3)
on the maximal existence interval [t0, β), for some β > t0 or β = +∞.

Because the right-hand sides of ODE system (3) are defined on the open set
(0,+∞) × Rn

++ × Rm × Rn
++, the solution of ODE system (3) is of course in the

open set Rn
++ × Rm × Rn

++, so x(t) and z(t) are both positive on the existence
interval. Thus the proof is complete.

Later in this section, it will be shown that β = +∞ (Theorem 2.6). To simplify
the presentation, in the remaining of this section, x(t), y(t), and z(t) (orX(t), Z(t))
will be replaced by x, y, and z (or X, Z), respectively, whenever no confusion would
occur.

Theorem 2.4 Let (x(t), y(t), z(t)) be the solution of the weighted primal-dual
path-following ODE system (3) with the maximal existence interval [t0, β). Then
Ax(t) = b and AT y(t) + z(t) = ∇f(x(t)) ∀t ∈ [t0, β).

Proof. Notice AT y0 + z0 = ∇f(x0) and the first equation in (2), then

AT dy

dt
+

dz

dt
≡ ∇2f(x)

dx

dt
,
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we have for any t ∈ [t0, β),

AT y(t) + z(t) = AT (y0 +

∫ t

t0

dy

dt
|t=τ )dτ) + z0 +

∫ t

t0

dz

dt
|t=τ )dτ

= AT y0 + z0 +

∫ t

t0

(AT dy

dt
+

dz

dt
)|t=τ )dτ

= AT y0 + z0 +

∫ t

t0

∇2f(x)
dx

dt
|t=τ )dτ

= ∇f(x0) +∇f(x(t))−∇f(x0) = ∇f(x(t)).

From the second equation in (2) and Ax0 = b, we can get Ax(t) = b similarly.

Next we show that the solution curve is contained in a bounded set.

Theorem 2.5 The unique solution (x(t), y(t), z(t)) of the weighted primal-dual
path-following ODE system (3) is contained in a bounded set in Rn

+ × Rm × Rn
+,

and the bound of x(t) and z(t) depends only on x0, z0, γ1, and γ2, the bound of
y(t) depends only on x0, z0, γ1, γ2, A, and f(x).

Proof. First we assume that x(t)T z(t) is bounded by M > 0. By Theorem 2.4 and
the convexity of f(x), for any t ∈ [t0, β)

(x(t)− x0)T (z(t)− z0) = (x− x0)T (−AT y +AT y0 +∇f(x)−∇f(x0))

= (Ax−Ax0)T (y0 − y) + (x− x0)T (∇f(x)−∇f(x0))

= (x− x0)T (∇f(x)−∇f(x0)) ≥ 0.

Then we get

(x0)T z(t) + x(t)T z0 ≤ (x0)T z0 + x(t)T z(t) ≤ (x0)T z0 +M.

Since x(t) > 0 and z(t) > 0 (Theorem 2.3), we know for any t ∈ [t0, β) and any
1 ≤ i ≤ n,

x(t)i ≤
(x0)T z0 +M

z0i
, z(t)i ≤

(x0)T z0 +M

x0i
,

therefore x(t) and z(t) are contained in a bounded set in Rn
+, and the bound

depends only on x0, z0 and M .

For y(t), since AT y(t) + z(t) = ∇f(x(t)) and the matrix A is of full row rank
which implies AAT is invertible, then we have

y(t) = (AAT )−1A(∇f(x(t))− z(t)).

Thus y(t) must be contained in a bounded set in Rm and the bound depends only
on x0, z0, M , A, and f(x).

Next we show that there exists a bound M > 0 which depends only on x0, z0,
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γ1 and γ2. First from the third equation in (2), we have

deTX(t)γ1Z(t)γ2e

dt
= γ1e

TXγ1−1Zγ2
dx

dt
+ γ2e

TXγ1Zγ2−1dz

dt

= −eT (Xγ1Zγ2e− σµw) = −eTXγ1Zγ2e+ σnµ

= −(1− σ)eTXγ1Zγ2e,

hence

µ = µ0e
−(1−σ)(t−t0), (4)

where µ0 = eTX(t0)
γ1Z(t0)

γ2e/n.

If γ1 > γ2, for any 1 ≤ i ≤ n,

x(t)iz(t)i = xiz
γ2
γ1

i z
(1− γ2

γ1
)

i = (xγ1

i zγ2

i )
1

γ1 z
(1− γ2

γ1
)

i ≤ (nµ)
1

γ1 z
(1− γ2

γ1
)

i ,

furthermore,

z(t)i ≤
(x0)T z0 + x(t)T z(t)

x0i
≤ (x0)T z0 + x(t)T z(t)

min(x0)
,

along with (4), we get

x(t)iz(t)i ≤ (nµ0)
1

γ1 e−(1−σ)(t−t0)/γ1

[
(x0)T z0 + x(t)T z(t)

min(x0)

](1− γ2
γ1

)

,

and

x(t)T z(t) ≤ n(nµ0)
1

γ1 e−(1−σ)(t−t0)/γ1

[
(x0)T z0 + x(t)T z(t)

min(x0)

](1− γ2
γ1

)

.

Since 0 < 1− γ2

γ1
< 1, there should exist a constant M > 0 such that x(t)T z(t) < M ,

and M depends only on x0, z0, γ1, and γ2.

For γ1 < γ2, we can prove this similarly. For γ1 = γ2 and any 1 ≤ i ≤ n,

x(t)iz(t)i = (xγ1

i zγ1

i )
1

γ1 ≤ (nµ0)
1

γ1 e−(1−σ)(t−t0)/γ1 ,

hence x(t)T z(t) ≤ n(nµ0)
1

γ1 e−(1−σ)(t−t0)/γ1 ≤ n(nµ0)
1

γ1 .

After we get the boundedness of the solution curve, we can extend the existence
interval of the solution to infinity.

Theorem 2.6 Let (x(t), y(t), z(t)) be the solution of the weighted primal-dual
path-following ODE system (3) with the maximal existence interval [t0, β). Then
β = +∞.
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Proof. Assume β ̸= +∞. From Theorem 2.3, we can define

V1(t) =
n∑

i=1

(γ1 lnxi + γ2 ln zi),

then from the third equation in (2), we have

γ1X
−1dx

dt
+ γ2Z

−1dz

dt
= −X−γ1Z−γ2(Xγ1Zγ2e− σµw),

hence

dV1(t)

dt
= eTγ1X

−1dx

dt
+ eTγ2Z

−1dz

dt
= −eTX−γ1Z−γ2(Xγ1Zγ2e− σµw)

= −n+ σµeTX−γ1Z−γ2w ≥ −n,

therefore

V1(t) ≥ V1(t0)− nβ. (5)

But according to the Extension Theorem in §2.5, [36], we know that the solution
(x(t), y(t), z(t)) will go to the boundary of the open set (0,+∞)×Rn

++×Rm×Rn
++.

Because of the hypothesis, β ̸= +∞ and the solution (x(t), y(t), z(t)) is bounded
(Theorem 2.5), there must exist at least one i ∈ {1, . . . , n} such that xi(t) → 0 or
zi(t) → 0 as t → β. In this situation V1(t) will go to −∞ as t → β since x(t) and
z(t) are all bounded (Theorem 2.5), which contradicts (5). Hence the hypothesis is
not true and β = +∞.

From Theorem 2.5 and Theorem 2.6, we can define the limit set for the solution
of the weighted primal-dual path-following ODE system (3). Let (x(t), y(t), z(t))
be the solution of ODE system (3), the limit set of {x(t), y(t), z(t)} can be defined
as follows

Ω1(x0, y0, z0) =

{
(x, y, z) | ∃ {tk}+∞

k=0 with lim
k→+∞

tk = +∞ such that

lim
k→+∞

x(tk) = x, lim
k→+∞

y(tk) = y and lim
k→+∞

z(tk) = z

}
.

Theorem 2.7 The limit set Ω1(x0, y0, z0) is nonempty, compact, and connected.
Furthermore Ω1(x0, y0, z0) is contained in F .

Proof. From Theorems 2.3, 2.4, and 2.6, we know that the limit set Ω1(x0, y0, z0)
is contained in F . From Theorem 2.5, we know that the solution (x(t), y(t), z(t))
is contained in a bounded closed set. So similar to the proof of Theorem 1.1 on
page 390 in [37] (the proof in [37] is for n = 2, but it can be easily extended to
the general case), it can be verified that Ω1(x0, y0, z0) is nonempty, compact, and
connected.

2.2. Optimality of the cluster point(s)

In this subsection, we show that every accumulation point of the solution of the
weighted primal-dual path-following ODE system (3) is an optimal solution for
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problems (P) and (D).

Theorem 2.8 Let (x(t), y(t), z(t)) be the unique solution of the weighted primal-
dual path-following ODE system (3). Then

(i) x(t)T z(t) ≤ L2e
−(1−σ)(t−t0)/max(γ1,γ2), where L2 > 0 is a constant which

depends only on x0, z0, γ1, and γ2, hence for any point (x1, y1, z1) ∈
Ω1(x0, y0, z0), x1 is an optimal solution of problem (P), (y1, z1) is an op-
timal solution of problem (D).

(ii) For any 1 ≤ i ≤ n,

(x(t)γ1

i z(t)γ2

i − wiµ) = e−(t−t0)(x(t0)
γ1

i z(t0)
γ2

i − wiµ
0),

where µ0 = eTX(t0)γ1Z(t0)γ2e
n .

Proof. Proof of (i). From Theorem 2.5, we know there exists a bound M > 0 which
depends only on x0, z0, γ1, and γ2 such that for any 1 ≤ i ≤ n,

x(t)iz(t)i ≤ M(nµ)
1

max(γ1,γ2) ,

along with (4), we have

x(t)T z(t) ≤ L2e
−(1−σ)(t−t0)/max(γ1,γ2),

where L2 = Mn(nµ0)
1

max(γ1,γ2) . Hence for any point (x1, y1, z1) ∈ Ω1(x0, y0, z0), we
have

0 ≤ (x1)T z1 ≤ lim sup
t→+∞

x(t)T z(t) ≤ 0,

which indicates that x1 is an optimal solution of problem (P), and (y1, z1) is an
optimal solution of problem (D).

Proof of (ii). For any 1 ≤ i ≤ n, from the third equation in (2), we can get

dx(t)γ1

i z(t)γ2

i

dt
= −(x(t)γ1

i z(t)γ2

i − σµwi),

hence

d(x(t)γ1

i z(t)γ2

i − wiµ)

dt
= −(x(t)γ1

i z(t)γ2

i − wiµ),

therefore (x(t)γ1

i z(t)γ2

i − wiµ) = e−(t−t0)(x(t0)
γ1

i z(t0)
γ2

i − wiµ
0), where µ0 =

eTX(t0)γ1Z(t0)γ2e
n . Thus the theorem is proved.

2.3. Convergence of the weighted primal-dual path-following
continuous trajectory

Now, it comes to the key result of Section 3. Under some mild conditions, the
solution of the weighted primal-dual path-following ODE system (3) will converge
as t → +∞. First we give the definition of the analytic center. We define the
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analytic center of a closed convex set Ω ⊆ Rn corresponding to convex function
g(x) as the unique minimizer of the following problem:

min g(x)
s.t. x ∈ Ω ∩ dom g(x),

where dom g(x) = {x | g(x) < +∞}. Generally, the minimizer of the above problem
may not be unique, but in our context the existence and uniqueness of the minimizer
can be guaranteed and no confuse would occur. First we need the following two
lemmas.

Lemma 2.9 ([38]) Suppose f is differentiable (i.e., its gradient ∇f exists at each
point in domf). Then f is convex if and only if domf is convex and

f(y) ≥ f(x) +∇f(x)T (y − x) (6)

holds for all x, y ∈ domf .

Lemma 2.10 If f(x) is convex and analytic, then for any two different optimal
solutions x1 and x2 of problem (P), and any x ∈ Rn, (x2 − x1)T∇f(x) = 0.

Proof. Since f(x) is convex, we have for any λ ∈ [0, 1],

f(x1 + λ∆x) = f(λx2 + (1− λ)x1)

≤ λf(x2) + (1− λ)f(x1)

= f(x1) = f(x2),

where ∆x = x2 − x1 ̸= 0. Moreover, x1 and x2 are two different optimal solutions
for problem (P) and λx2 + (1− λ)x1 ∈ P+ for any λ ∈ [0, 1], hence

f(x1 + λ∆x) = f(x1) = f(x2),

for any λ ∈ [0, 1]. Since f(x) is analytic, then according to Corollary 1.2.5 in [39],
we have for any λ ∈ R,

f(x1 + λ∆x) = f(x1) = f(x2).

By Corollary 8.6.1 of Rockafellar [40], it follows that for any x ∈ Rn, f(x+ λ∆x)
will be a constant function of λ ∈ R. Hence

df(x+ λ∆x)

dλ
= (x2 − x1)T∇f(x+ λ∆x) = 0,

for any λ ∈ R. Let λ = 0 in the above equality, we have for any x ∈ Rn, (x2 −
x1)T∇f(x) = 0. Thus the lemma is proved.

Theorem 2.11 Let x∗ and (y∗, z∗) be optimal solutions for problems (P) and
(D), respectively, such that x∗ and z∗ have the maximal numbers of positive com-
ponents among all optimal solutions. Let (x(t), y(t), z(t)) be the unique solution of
the weighted primal-dual path-following ODE system (3). Then

10
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(i) for any 1 ≤ i ≤ n,

(x(t)γ1

i z(t)γ2

i − wiµ) =
x(t0)

γ1

i z(t0)
γ2

i − wiµ
0

wiµ0
e−σ(t−t0)wiµ.

(ii) a) If γ1 < γ2, then x(t) will converge to the analytic center of the optimal

solution set of problem (P) corresponding to −
∑

x∗
i>0

(wi)
1/γ2(xi)

1− γ1
γ2 ;

b) if γ1 = γ2, and either there exists a pair of primal and dual optimal so-
lutions satisfying the strict complementarity or f(x) is analytic, then x(t)
will converge to the analytic center of the optimal solution set of problem (P)

corresponding to −
∏

x∗
i>0

(xi)
w

1/γ1
i ;

c) if γ1 > γ2 and f(x) is analytic, then x(t) will converge to the an-
alytic center of the optimal solution set of problem (P) corresponding to∑
x∗
i>0

(wi)
1/γ2(xi)

1− γ1
γ2 .

(iii) a) If γ1 < γ2, then z(t) will converge to the analytic center of the optimal

solution set of problem (D) corresponding to
∑
z∗
i >0

(wi)
1/γ1(zi)

1− γ2
γ1 ;

b) if γ1 = γ2, then z(t) will converge to the analytic center of the optimal

solution set of problem (D) corresponding to −
∏

z∗
i >0

(zi)
w

1/γ1
i ;

c) if γ1 > γ2, then z(t) will converge to the analytic center of the optimal

solution set of problem (D) corresponding to −
∑
z∗
i >0

(wi)
1/γ1(zi)

1− γ2
γ1 .

Proof. Proof of (i). From Theorem 2.8 and (4), it is straightforward that for any
1 ≤ i ≤ n,

(x(t)γ1

i z(t)γ2

i − wiµ) = c0i e
−σ(t−t0)wiµ = d0i (t)wiµ, (7)

where c0i =
x(t0)

γ1
i z(t0)

γ2
i −wiµ0

wiµ0
and d0i (t) = c0i e

−σ(t−t0).

Proof of (ii). If x∗ = 0, the result is evident, so we assume x∗ ̸= 0 below.

a) If γ1 < γ2, from (7), for any 1 ≤ i ≤ n,

z(t)i =
(wiµ(1 + c0i e

−σ(t−t0)))1/γ2

x
γ1/γ2

i

,

then from Theorem 2.4 and Lemma 2.9, we have

0 ≥ f(x∗)− f(x(t)) ≥ (x∗ − x(t))T∇f(x(t)) = (x∗ − x)T (AT y + z)

= (x∗ − x)T z =

n∑
i=1

(wiµ(1 + c0i e
−σ(t−t0)))1/γ2(x∗i − xi)

x
γ1/γ2

i

.

This indicates

n∑
i=1

(wi(1 + c0i e
−σ(t−t0)))1/γ2(x∗i − xi)

x
γ1/γ2

i

≤ 0, (8)

11
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then for any accumulation point x̄ of x(t), since x∗ has the maximal number of
positive components among all optimal solutions of problem (P) and x̄ is also an
optimal solution, so for any i with x∗i = 0, x̄i = 0 which implies that in (8),

∑
x∗
i=0

(wi(1 + c0i e
−σ(t−t0)))1/γ2(x∗i − xi)

x
γ1/γ2

i

→ −(wi)
1/γ2 x̄

1− γ1
γ2

i = 0,

as x(t) → x̄. Also for any i with x∗i > 0, x̄i must be positive, since if x̄i = 0, then

(wi(1 + c0i e
−σ(t−t0)))1/γ2(x∗i − xi)

x
γ1/γ2

i

→ +∞,

as xi → x̄i which contradicts with (8). Hence by (8), x̄ must have the maximal
number of positive components among all optimal solutions of problem (P) and
satisfy

∑
x∗
i>0

(wi)
1/γ2(x∗i − x̄i)

x̄
γ1/γ2

i

≤ 0. (9)

Since function −a
1− γ1

γ2 is strictly convex for a > 0, from Lemma 2.9, we have for
each i with x∗i > 0,

(x∗i − x̄i)(−(1− γ1
γ2

)(x̄i)
− γ1

γ2 ) ≤ −(x∗i )
1− γ1

γ2 + (x̄i)
1− γ1

γ2 ,

hence ∑
x∗
i>0

(wi)
1/γ2(x∗i )

1− γ1
γ2 −

∑
x∗
i>0

(wi)
1/γ2(x̄i)

1− γ1
γ2

≤ (1− γ1
γ2

)
∑
x∗
i>0

(wi)
1/γ2(x∗i − x̄i)

x̄
γ1/γ2

i

≤ 0.

Therefore x̄ is the analytic center of the optimal solution set of problem (P) corre-

sponding to function −
∑

x∗
i>0

(wi)
1/γ2(xi)

1− γ1
γ2 .

b) If γ1 = γ2, and there exist a pair of primal and dual optimal solutions satisfying
the strict complementarity, we know that x∗ and z∗ satisfy the strict complemen-
tarity. Since (y∗, z∗) is an optimal solution for problem (D), we have

f(x∗) = L(y∗, z∗) = inf
x∈Rn

f(x) + (b−Ax)T y∗ − xT z∗

≤ f(x∗) + (b−Ax∗)T y∗ − (x∗)T z∗ = f(x∗)− (x∗)T z∗ ≤ f(x∗),

hence

(x∗)T z∗ = 0, (10)

12
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and

inf
x∈Rn

f(x) + (b−Ax)T y∗ − xT z∗ = f(x∗) + (b−Ax∗)T y∗ − (x∗)T z∗,

which indicates

AT y∗ + z∗ = ∇f(x∗). (11)

Therefore from Theorem 2.4, we have

(x(t)− x∗)T (z(t)− z∗) = (x− x∗)T (AT (y∗ − y) +∇f(x)−∇f(x∗))

= (x− x∗)T (∇f(x)−∇f(x∗)) ≥ 0,

or ∑
x∗
i>0

(x∗i z(t)i) +
∑
z∗
i >0

z∗i x(t)i ≤ x(t)T z(t).

By using (7), we can get

∑
x∗
i>0

x∗i
x(t)i

(wiµ(1+d0i (t)))
1

γ1 +
∑
z∗
i >0

z∗i
z(t)i

(wiµ(1+d0i (t)))
1

γ1 ≤
n∑

i=1

(wiµ(1+d0i (t)))
1

γ1 ,

or

∑
x∗
i>0

x∗i
x(t)i

(wi(1 + d0i (t)))
1

γ1 +
∑
z∗
i >0

z∗i
z(t)i

(wi(1 + d0i (t)))
1

γ1 ≤
n∑

i=1

(wi(1 + d0i (t)))
1

γ1 ,

hence for any point (x̄, ȳ, z̄) ∈ Ω1(x0, y0, z0), x̄ and z̄ also have the maximal num-
bers of positive components among all optimal solutions and satisfy the strict
complementarity, so we must have

∑
x∗
i>0

x∗i
x̄i

w
1/γ1

i
n∑

i=1
w

1/γ1

i

+
∑
z∗
i >0

z∗i
z̄i

w
1/γ1

i
n∑

i=1
w

1/γ1

i

≤ 1,

and

∑
x∗
i>0

w
1/γ1

i
n∑

i=1
w

1/γ1

i

+
∑
z∗
i >0

w
1/γ1

i
n∑

i=1
w

1/γ1

i

= 1.

Therefore

e

∑
x∗
i
>0

w
1/γ1
i

n∑
i=1

w
1/γ1
i

ln
x∗
i

x̄i
+

∑
z∗
i
>0

w
1/γ1
i

n∑
i=1

w
1/γ1
i

ln
z∗i
z̄i

≤ e

ln
∑

x∗
i
>0

x∗
i

x̄i

w
1/γ1
i

n∑
i=1

w
1/γ1
i

+
∑

z∗
i
>0

z∗i
z̄i

w
1/γ1
i

n∑
i=1

w
1/γ1
i ≤ 1,

13
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which implies

(
∏
x∗
i>0

(
x∗i
x̄i

)w
1/γ1
i )(

∏
z∗
i >0

(
z∗i
z̄i
)w

1/γ1
i ) ≤ 1,

or

(
∏
x∗
i>0

(x∗i )
w

1/γ1
i )(

∏
z∗
i >0

(z∗i )
w

1/γ1
i ) ≤ (

∏
x∗
i>0

(x̄i)
w

1/γ1
i )(

∏
z∗
i >0

(z̄i)
w

1/γ1
i ).

Therefore x̄ is the analytic center of the optimal solution set of problem (P) corre-

sponding to function −
∏

x∗
i>0

(xi)
w

1/γ1
i .

If γ1 = γ2 and f(x) is analytic, the proof is contained in the proof of c).

c) If f(x) is analytic, then for any accumulation point x̄ of x(t) with x̄ ̸= x∗,
from Theorem 2.8 and Lemma 2.10, we have

(x∗ − x̄)T∇f(x) = 0,

for any x ∈ Rn. Hence from Theorem 2.4 and (7), we have

0 = (x∗ − x̄)T∇f(x(t)) = (x∗ − x̄)T (AT y(t) + z(t))

= (x∗ − x̄)T z(t) =
n∑

i=1

(wiµ(1 + c0i e
−σ(t−t0)))1/γ2(x∗i − x̄i)

x(t)
γ1/γ2

i

.

Similarly, we know that x̄ must have the maximal number of positive components
among all optimal solutions of problem (P) and satisfy

∑
x∗
i>0

(wi)
1/γ2(x∗i − x̄i)

x̄
γ1/γ2

i

= 0. (12)

If γ1 = γ2, from (12), we have

∑
x∗
i>0

(wi)
1/γ2∑

x∗
i>0

(wi)1/γ2

x∗i
x̄i

= 1,

which implies

e

∑
x∗
i
>0

w
1/γ1
i∑

x∗
i
>0

w
1/γ1
i

ln
x∗
i

x̄i

≤ e

ln
∑

x∗
i
>0

x∗
i

x̄i

w
1/γ1
i∑

x∗
i
>0

w
1/γ1
i

= 1,

thus

(
∏
x∗
i>0

(
x∗i
x̄i

)w
1/γ1
i ) ≤ 1 or (

∏
x∗
i>0

(x∗i )
w

1/γ1
i ) ≤ (

∏
x∗
i>0

(x̄i)
w

1/γ1
i ).

14
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Therefore x̄ is the analytic center of the optimal solution set of problem (P) corre-

sponding to function −
∏

x∗
i>0

(xi)
w

1/γ1
i .

If γ1 > γ2, since the function a
1− γ1

γ2 is strictly convex for a > 0, from Lemma 2.9,
we have for every i such that x∗i > 0,

(x∗i − x̄i)

[
(1− γ1

γ2
)(x̄i)

− γ1
γ2

]
≤ (x∗i )

1− γ1
γ2 − (x̄i)

1− γ1
γ2 ,

so from (12), ∑
x∗
i>0

(wi)
1/γ2(x∗i )

1− γ1
γ2 −

∑
x∗
i>0

(wi)
1/γ2(x̄i)

1− γ1
γ2

≥ (1− γ1
γ2

)
∑
x∗
i>0

(wi)
1/γ2(x∗i − x̄i)

x̄
γ1/γ2

i

= 0.

Therefore x̄ is the analytic center of the optimal solution set of problem (P) corre-

sponding to function
∑

x∗
i>0

(wi)
1/γ2(xi)

1− γ1
γ2 .

Proof of (iii). If z∗ = 0, the result is evident, so we assume z∗ ̸= 0 below. For any
point (x̄, ȳ, z̄) ∈ Ω1(x0, y0, z0), if z̄ ̸= z∗, from Theorem 2.8, same as the analysis
for (10) and (11), we can get

AT ȳ + z̄ = ∇f(x̄) = ∇f(x∗), (13)

and

L(y∗, z∗) = f(x∗)−∇f(x∗)Tx∗ + bT y∗ = L(ȳ, z̄) = f(x∗)−∇f(x∗)Tx∗ + bT ȳ,

which implies

bT ȳ = bT y∗. (14)

Since z∗ has the maximal number of positive components among all optimal solu-
tions of problem (D), so from Theorem 2.8, for any i with z∗i = 0, z̄i = 0. Hence
from (7), (13), and (14),

∑
z∗
i >0

(wiµ(1 + d0i (t)))
1/γ1(z∗i − z̄i)

z(t)
γ2/γ1

i

= x(t)T (z∗ − z̄) = x(t)T (AT ȳ −AT y∗)

= bT ȳ − bT y∗ = 0.

Thus

∑
z∗
i >0

(wi(1 + d0i (t)))
1/γ1(z∗i − z̄i)

z(t)
γ2/γ1

i

= 0,

which indicates that z̄ must have the maximal number of positive components

15
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among all optimal solutions of problem (D) and satisfy

∑
z∗
i >0

(wi)
1/γ1(z∗i − z̄i)

z̄
γ2/γ1

i

= 0.

Therefore, similar to the claim in the proof of (ii), we know if γ1 < γ2, z̄ is the

analytic center of the optimal solution set corresponding to
∑
z∗
i >0

(wi)
1/γ1(zi)

1− γ2
γ1 .

If γ1 = γ2, z̄ is the analytic center of the optimal solution set corresponding to

−
∏

z∗
i >0

(zi)
w

1/γ1
i . If γ1 > γ2, z̄ is the analytic center of the optimal solution set

corresponding to −
∑
z∗
i >0

(wi)
1/γ1(zi)

1− γ2
γ1 . Thus the theorem is proved.

3. The extended primal-dual affine scaling continuous trajectory

In this section, we study the extended primal-dual affine scaling continuous trajec-
tory which is defined by the solution curve of the following ODE system

−∇2f(x)dxdt +AT dy
dt +

dz
dt = 0,

Adx
dt = 0,

γ1X
γ1−1Zγ2 dx

dt + γ2X
γ1Zγ2−1 dz

dt = −Xγ1Zγ2e,

(x(t0), y(t0), z(t0) = (x0, y0, z0) ∈ F0

(15)

where

t0 > 0, µ =
eTXγ1Zγ2e

n
, γ1 > 0, γ2 > 0, x ∈ Rn

++, X = diag (x) ∈ Rn×n,

z ∈ Rn
++, Z = diag (z) ∈ Rn×n.

Note: ODE system (15) is just ODE system (2) with σ = 0. We call this ODE
system the extended primal-dual affine scaling ODE system. The unique solution
of ODE system (15) defines the extended primal-dual affine scaling continuous
trajectory for problem (P). Similar to the weighted primal-dual path-following
ODE system (2), this ODE system also has two explicit forms which are same
as that of ODE system (2) but with σ = 0. The following assumption is made
throughout Section 3.

Assumption 2 The set F0 is nonempty.

3.1. Properties of the extended primal-dual affine scaling continuous
trajectory

The results of Theorems 2.3, 2.4, 2.5, and 2.6 in Section 2 also hold for this extended
primal-dual affine scaling ODE system (15), and the proofs are almost the same,
hence we omit them. Now we can define the limit set for the unique solution
(x(t), y(t), z(t)) of the extended primal-dual affine scaling ODE system (15) as
well, which is denoted by Ω2(x0, y0, z0), and have the following similar result.

Theorem 3.1 The limit set Ω2(x0, y0, z0) is nonempty, compact, and connected.
Furthermore Ω2(x0, y0, z0) is contained in F .

16
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3.2. Optimality of the cluster point(s)

In this subsection, we just show that every accumulation point of the solution of
the extended primal-dual affine scaling ODE system (15) is an optimal solution for
problems (P) and (D).

Theorem 3.2 Let (x(t), y(t), z(t)) be the unique solution of the extended primal-
dual affine scaling ODE system (15). Then

(i) x(t)T z(t) ≤ L3e
−(t−t0)/max(γ1,γ2), where L3 > 0 is a constant which depends

only on x0, z0, γ1, and γ2, hence for any point (x1, y1, z1) ∈ Ω2(x0, y0, z0),
x1 is an optimal solution of problem (P), (y1, z1) is an optimal solution of
problem (D).

(ii) For any 1 ≤ i ≤ n,

(x(t)γ1

i z(t)γ2

i − µ) = e−(t−t0)(x(t0)
γ1

i z(t0)
γ2

i − µ0),

where µ0 = eTX(t0)γ1Z(t0)γ2e
n .

Proof. The proof is similar to the proof of Theorem 2.8.

3.3. Convergence of the extended primal-dual affine scaling
continuous trajectory

Now, it comes to the key result of Section 3. Theorem 3.3 below shows that the
solution of the extended primal-dual affine scaling ODE system (15) converges to
the analytic centers of the optimal solution sets corresponding to some convex
functions which depend on the initial point as t → +∞ and is actually a weighted
central path. Similar to Theorem 2.11, we let x∗ and (y∗, z∗) be optimal solutions
for problems (P) and (D), respectively, such that x∗ and z∗ have the maximal
numbers of positive components among all optimal solutions.

Theorem 3.3 Let (x(t), y(t), z(t)) be the unique solution of the extended primal-

dual affine scaling ODE system (15), c0i = (x0
i )

γ1 (z0
i )

γ2

µ0 and µ0 = eTX(t0)γ1Z(t0)γ2e
n .

Then

(i) for any 1 ≤ i ≤ n,

x(t)γ1

i z(t)γ2

i =
x(t0)

γ1

i z(t0)
γ2

i

µ0
µ.

(ii) The same as (ii) of Theorem 2.11 but with wi = c0i .
(iii) The same as (iii) of Theorem 2.11 but with wi = c0i .

Proof. The proof is similar to the proof of Theorem 2.11.

4. The weighted central path family

In Section 2, the weighted primal-dual path-following continuous trajectory (2)
contains the weighted central path if the initial point is on the central path. The
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weighted central path actually comes from the following equation system:AT y + z
Ax

Xγ1Zγ2e

 =

∇f(x)
b
µw

 ,

where x > 0, z > 0, µ > 0 is the parameter and w ∈ Rn
++ is a given weighted

vector. Taking derivative with respect to µ in the above equation, we can get

dx

dµ
=

1

γ1µ

[
I +

γ2
γ1

DPADD∇2f(x)

]−1

DPADD∇f(x),

where D = W
− 1

2γ2 X
γ1+γ2
2γ2 and PAD = I−DAT (AD2AT )−1AD. Let t = µ

− 1

γ2 . Then
the above ODE system becomes

dx

dt
= −

[
γ1
γ2

I + tDPADD∇2f(x)

]−1

DPADD∇f(x).

If we do not require the initial point to be on the central path, we can get the
following ODE system

dx

dt
= −

[
γ1
γ2

I + tDPADD∇2f(x)

]−1

DPADD∇f(x), x(t0) = x0 ∈ P++, (16)

where
t0 > 0, γ1 > 0, γ2 > 0, x ∈ Rn

++, X = diag (x) ∈ Rn×n,

w ∈ Rn
++, W = diag (w), D = W

− 1

2γ2 X
γ1+γ2
2γ2 .

We call this ODE system the weighted central path family ODE system. The unique
solution of ODE system (16) defines the weighted central path family (a continuous
trajectory) for problem (P). For ODE system (16), we sometimes use its equivalent
implicit form

dx

dt
= −γ2

γ1
DPADD

[
∇f(x) + t∇2f(x)

dx

dt

]
, x(t0) = x0 ∈ P++. (17)

The following assumptions are made throughout Section 4.

Assumption 3 The optimal solution set of problem (P) is non-empty and bounded.

Assumption 4 The set P++ is not empty.

4.1. Properties of the weighted central path family

Similar to Theorem 2.3, there exists a unique solution x(t) on the maximal exis-
tence interval for this weighted central path family ODE system (16). In the linear
case, the weighted central path family is actually the weighted affine scaling contin-
uous trajectory [20]. In [20], Adler and Monteiro used some auxiliary optimization
problems and auxiliary continuous trajectories y(µ) and z(µ) to study the limit-
ing behavior of the affine scaling continuous trajectories. Here we also adopt the
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same strategy. In order to propose the auxiliary optimization problems, we choose

a y0 ∈ Rm, and let z0 = ∇f(x0)− AT y0, p = t0z
0 −X(t0)

− γ1
γ2 W

1

γ2 e. Then we get
the following lemma.

Lemma 4.1 For any t ≥ t0, the following optimization problem

min f(x)− 1
t (p

Tx+
n∑

i=1
qi(x)w

1

γ2

i )

s.t. Ax = b, x > 0,
(Pt)

where

qi(x) =

{
γ2

γ2−γ1
x
1− γ1

γ2

i if γ1 ̸= γ2,

lnxi if γ1 = γ2,

has a unique optimal solution, and all optimial solutions are contained in a bounded
set.

Proof. For t = t0, this is evident since (x0, y0, z0) satisfies the following KKT
system


AT y0 + z0 = ∇f(x0),
Ax0 = b, x0 > 0,

t0z
0 = X(t0)

− γ1
γ2 W

1

γ2 e+ p.

(18)

Since for t = t0, the objective function is strictly convex, implying that the opti-
mal solution set is a single point (x0, y0, z0) which must be bounded. Hence from
Theorem 24 in [41], the level set will be of course bounded as well. For any α > 0,
t0 < t < 3t0 and x ∈ P++, if

f(x)− 1

t
(pTx+

n∑
i=1

qi(x)w
1

γ2

i ) ≤ α,

then

f(x)− 1

t0
(pTx+

n∑
i=1

qi(x)w
1

γ2

i ) ≤ t

t0
α− (

t

t0
− 1)f(x)

≤ t

t0
α− (

t

t0
− 1)f(x∗) ≤ 3α+ 2|f(x∗)|,

where x∗ is an optimal solution for problem (P). The above inequality implies that
x is bounded, hence the level set for t0 < t < 3t0 is bounded. For any α > 0, t > 2t0
and x ∈ P++, if

f(x)− 1

t
(pTx+

n∑
i=1

qi(x)w
1

γ2

i ) ≤ α,

19



November 29, 2016 Optimization Revised-Path-CP

then

f(x) ≤ t

t− t0
α− t0

t− t0
(f(x)− 1

t0
(pTx+

n∑
i=1

qi(x)w
1

γ2

i ))

≤ 2α− t0
t− t0

(f(x0)− 1

t0
(pTx0 +

n∑
i=1

qi(x
0)w

1

γ2

i ))

≤ 2α+ 2|f(x0)− 1

t0
(pTx0 +

n∑
i=1

qi(x
0)w

1

γ2

i )|,

which implies that x is bounded since the level set for problem (P) is bounded
under Assumption 3, hence the level set for t > 2t0 is also bounded. Therefore for
any t ≥ t0, the level set for problem (Pt) is bounded, and the bound is independent
of t. Since the objective function for problem (Pt) is strictly convex for any t ≥ t0,
it has a unique optimal solution, moreover all optimal solutions are contained in a
bounded set.

From Lemma 4.1, we can get the auxiliary continuous trajectories y(t) and z(t).

Theorem 4.2 There exist two auxiliary continuous trajectories y(t) and z(t) for
t ≥ t0 such that (x(t), y(t), z(t)) satisfies the following system

AT y(t) + z(t) = ∇f(x(t)),
Ax(t) = b, x(t) > 0,

tz(t) = X(t)
− γ1

γ2 W
1

γ2 e+ p,

(19)

where x(t) is the unique solution of the weighted central path family ODE system
(16).

Proof. From Lemma 4.1, for any t ≥ t0, there exists a unique solution for system
(19). Since f(x) ∈ C3 on Rn, we can take derivative of system (19) with respect to
t and get the dx

dt which is actually the right-hand side of the weighted central path
family ODE system (16). Hence the unique solution x(t) of system (19) is actually
the unique solution of ODE system (16).

Theorem 4.2 also shows the existence of x(t) for any t ≥ t0, i.e., the maximal
existence interval of x(t) in (16) is [t0,+∞). Next we show that y(t) and z(t) are
also bounded.

Theorem 4.3 The auxiliary continuous trajectories y(t) and z(t) are bounded.

Proof. From system (19), we have

X
γ1
γ2 z =

1

t

[
W

1

γ2 e+X
γ1
γ2 p
]
, (20)

since x(t) is bounded, we know x(t)γ1

i z(t)γ2

i → 0 as t → +∞. Then similar to the
proof of Theorem 2.5, we can prove y(t) and z(t) are bounded as well.

Now we can define the limit set for the unique solution (x(t), y(t), z(t)) of system
(19) as well, which is denoted by Ω3(x0, y0, z0), and have the following similar
results.
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Theorem 4.4 The limit set Ω3(x0, y0, z0) is nonempty, compact, and connected.
Furthermore Ω3(x0, y0, z0) is contained in F .

4.2. Optimality of the cluster point(s)

In this subsection, we just show that every point in Ω3(x0, y0, z0) is an optimal
solution for problems (P) and (D).

Theorem 4.5 For any point (x1, y1, z1) ∈ Ω3(x0, y0, z0), x1 is an optimal solution
of problem (P), (y1, z1) is an optimal solution of problem (D).

Proof. From (20), we can get for any 1 ≤ i ≤ n, (x1i )
γ1(z1i )

γ2 = 0, which indicates
x1i z

1
i = 0. Furthermore from system (19), we have z(t) > p

t and x(t) > 0, which
imply x1 ≥ 0 and z1 ≥ 0. From system (19), we also have

AT y1 + z1 = ∇f(x1), Ax1 = b.

Hence (x1, y1, z1) satisfies the KKT system for problems (P) and (D).

4.3. Convergence of the weighted central path family

Theorem 4.6 below shows that the solution of the weighted central path family
ODE system (16) converges to the analytic centers of the optimal solution sets
corresponding to some convex functions. Similar to Theorem 2.11, we let x∗ and
(y∗, z∗) be optimal solutions for problems (P) and (D), respectively, such that
x∗ and z∗ have the maximal numbers of positive components among all optimal
solutions.

Theorem 4.6 Let (x(t), y(t), z(t)) be the unique solution of system (19). Then

(i) a) if γ1 < γ2, then x(t) will converge to the analytic cen-
ter of the optimal solution set of problem (P) corresponding to

−

( ∑
x∗
i>0

γ2

γ2−γ1
(wi)

1/γ2(xi)
1− γ1

γ2 + pTx

)
;

b) if γ1 = γ2, and either there exists a pair of primal and dual optimal so-
lutions satisfying the strict complementarity or f(x) is analytic, then x(t)
will converge to the analytic center of the optimal solution set of problem (P)

corresponding to −

( ∑
x∗
i>0

(wi)
1/γ2 lnxi + pTx

)
;

c) if γ1 > γ2 and f(x) is analytic, then x(t) will converge to the analytic
center of the optimal solution set of problem (P) corresponding to

−

∑
x∗
i>0

γ2
γ2 − γ1

(wi)
1/γ2(xi)

1− γ1
γ2 + pTx

 .

(ii) The same as (iii) of Theorem 2.11.
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Proof. From system (19), we have

xi(t) =
t
− γ2

γ1 w
1

γ1

i

(zi(t)− pi

t )
γ2
γ1

> 0,

for any i = 1, ..., n. Hence by using system (19), similar to the proof of Theorem
2.11, we can prove this theorem.

5. Conclusions

In this paper, three interior point continuous trajectories are fully studied for
linearly constrained convex programming. Under some mild conditions and with
proper choice of some parameters, all three continuous trajectories converge to some
optimal solution(s) of convex programming without requiring either the strict com-
plementarity or the analyticity of the objective function. Another very attractive
feature for our three interior point continuous trajectories is that the initial point is
only required to be in the interior of the feasible region. Therefore, many iterative
solution schemes can be constructed based on these three interior point continuous
trajectories for solving convex programming with general linear constraints. We
will investigate these solution schemes in our future research.
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