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#### Abstract

In this paper, we analyze three interior point continuous trajectories for convex programming with general linear constraints. The three continuous trajectories are derived from the primaldual path-following method, the primal-dual affine scaling method, and the central path, respectively. Theoretical properties of the three interior point continuous trajectories are fully studied. The optimality and convergence of all three interior point continuous trajectories are obtained for any interior feasible point under some mild conditions. In particular, with proper choice of some parameters, the convergence for all three interior point continuous trajectories does not require the strict complementarity or the analyticity of the objective function. These results are new in the literature.
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## 1. Introduction

Consider the following linearly constrained convex programming problem

$$
\begin{array}{ll}
\min & f(x)  \tag{P}\\
\text { s.t. } & A x=b, x \geq 0,
\end{array}
$$

where $f(x)$ is a smooth convex function, $b \in R^{m}$, and $A$ is an $m \times n$ matrix with full row rank, $m<n$. As a blanket assumption, we assume that the optimal value for problem ( P ) is finite and attainable, therefore, we use min rather than inf in problem (P).

The following notations are used in the sequel

$$
\begin{array}{cll}
R_{+}^{n}=\left\{x \in R^{n} \mid x \geq 0\right\}, & R_{++}^{n}=\left\{x \in R^{n} \mid x>0\right\}, \\
\mathcal{P}^{+}=\left\{x \in R^{n} \mid A x=b, x \geq 0\right\}, & \mathcal{P}^{++}=\left\{x \in R^{n} \mid A x=b, x>0\right\} .
\end{array}
$$

[^0]It is conventional to assume that $\mathcal{P}^{++}$is nonempty in the analysis of interior point methods. We also assume $f(x) \in C^{3}$ on $R^{n}$.

The Wolfe dual problem [1] associated to $(\mathrm{P})$ is

$$
\begin{array}{cl}
\max & L(y, z)=f(x)-\nabla f(x)^{T} x+b^{T} y \\
\text { s.t. } & -\nabla f(x)+A^{T} y+z=0, z \geq 0, \tag{D}
\end{array}
$$

and the following notations will be used

$$
\begin{aligned}
\mathcal{D}^{+} & =\left\{(x, y, z) \in R^{n} \times R^{m} \times R^{n} \mid-\nabla f(x)+A^{T} y+z=0, z \geq 0\right\}, \\
\mathcal{D}^{++} & =\left\{(x, y, z) \in R^{n} \times R^{m} \times R^{n} \mid-\nabla f(x)+A^{T} y+z=0, z>0\right\} .
\end{aligned}
$$

For linearly constrained convex programming (including linear programming), a number of interior point methods have been proposed, for example, the affine scaling algorithms by Dikin [2], Saigal [3], Tseng and Luo [4], Tsuchiya [5, 6], Gonzaga and Carlos [7], Sun [8], Tseng et al. [9], the primal-dual path-following algorithms by Kojima et al. [10], Monteiro and Adler [11, 12], Renegar [13], Roos [14], Todd and Ye [15], Gonzaga [16], Monteiro [1], Zhu [17], the primal-dual affine scaling algorithms by Monteiro et al. [18], and so on. A survey of search directions in interior point methods for linear programming can be found in Hertog and Roos [19]. Besides the above iterative methods, many continuous trajectories related to the above algorithms are also studied in many different ways, for instance, the affine scaling continuous trajectory by Adler and Monteiro [20], Bayer and Lagarias [21], Liao [22], Megiddo and Shub [23], Monteiro [24], the continuous trajectory for a potential reduction algorithm by Monteiro [25], the central path by Mclinden [26], Megiddo [27], Kojima et al. [28], Monteiro and Tsuchiya [29], Vavasis and Ye [30], Witzgall et al. [31], Monteiro [32], Drummond and Svaiter [33]. Some illbehaved central path examples in convex optimization can be found in [34], however these examples are different from problem (P). It should be noted that for linear programming, the primal affine scaling continuous trajectory actually contains the primal central path if the initial point is on the central path.
In the interior point method, the central path plays a vital role. For the central path where the barrier function $\sum_{i=1}^{n}-\ln x_{i}$ is used in problem (P), convergence can be obtained under the strict complementarity condition [26], the analyticity of $f(x)$ [32], or the condition that there exists a subspace $W$ of $R^{n}$ such that $\operatorname{Ker}\left(\nabla^{2} f(x)\right)=W[33]$.

In this paper, we are interested in the interior point continuous trajectories that are closely related to some interior point methods, specifically, the primal-dual path-following method, and the primal-dual affine scaling method for problem ( P ). In addition, we will also study a continuous trajectory which is derived from the central path. The primal-dual path-following method is closely related to the central path, however, the search direction in the primal-dual path-following method is actually different from the tangent of the central path. In Section 2, we will study a continuous trajectory which is derived from the search direction in the primaldual path-following method. To our knowledge, this kind of continuous trajectory has not been studied in the literature. The continuous trajectory corresponding to the search direction of the primal-dual affine scaling method will be studied in Section 3. In the linear case, the primal-dual affine scaling continuous trajectory has been studied in [20]. In the nonlinear convex case, since the primal-dual affine
scaling continuous trajectory is actually a weighted primal-dual central path (see [20] or Theorem 3.3 below), hence part of the results in Section 3 can be regarded as contained in [32]. In Section 4, we will study a direction which is tangent to the primal central path. If the initial point is on the primal central path, the corresponding path is of course the central path, otherwise, we call this path as the central path family. In the linear case, the central path family is actually the primal affine scaling continuous trajectory.

For simplicity, in what follows, $\|\cdot\|$ denotes the 2 -norm. $C^{k}$ stands for the class of $k$ th order continuously differentiable functions. Unless otherwise specified, $x_{j}$ denotes the $j$ th component of a vector $x, e$ denotes the column vector of all ones, and $e_{i}$ denotes the unity column vector whose $i$ th component is 1 , the dimensions of $e$ and $e_{i}$ are clear from the context. For any index subset $J \subseteq\{1, \ldots, n\}$, we denote by $x_{J}$ the vector composed of those components of $x \in R^{n}$ indexed by $j \in J, \operatorname{rank}(Q)$ denotes the rank of the matrix $Q$.

The rest of this paper is organized as follows. In Section 2 - Section 4, three interior point continuous trajectories, which are closely related to the primal-dual path-following method, the primal-dual affine scaling method, and the central path, will be studied, respectively. In each of these three sections, we divide our discussions into 3 subsections. In Subsection 1, we introduce the corresponding ordinary differential equation ( ODE ) systems for each interior point continuous trajectory, verify that each ODE system has a unique solution in $\left[t_{0},+\infty\right)$ and show some properties of each continuous trajectory. In Subsection 2, we prove that every accumulation point of the solution of each ODE system is an optimal solution for problem (P) (and problem (D)). In Subsection 3, we show the strong convergence of the solution of each ODE system for any interior feasible point under some mild conditions. Finally, some concluding remarks will be drawn in Section 5.

## 2. The weighted primal-dual path-following continuous trajectory

In this section, we study a continuous trajectory that is closely related to the primal-dual interior point method. First we define the following sets:

$$
\begin{aligned}
\mathcal{F} & =\left\{(x, y, z) \in R^{n} \times R^{m} \times R^{n} \mid x \in \mathcal{P}^{+},(x, y, z) \in \mathcal{D}^{+}\right\} \\
\mathcal{F}^{0} & =\left\{(x, y, z) \in R^{n} \times R^{m} \times R^{n} \mid x \in \mathcal{P}^{++},(x, y, z) \in \mathcal{D}^{++}\right\}
\end{aligned}
$$

The search direction in most of primal-dual interior point algorithms is the solution of the following system:

$$
\left(\begin{array}{ccc}
-\nabla^{2} f(x) & A^{T} & I  \tag{1}\\
A & 0 & 0 \\
Z & 0 & X
\end{array}\right)\left(\begin{array}{c}
\Delta x \\
\Delta y \\
\Delta z
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
-X Z e+\sigma \mu e
\end{array}\right)
$$

where $\sigma \in[0,1]$ and $\mu=x^{T} z / n$. The search directions of the primal-dual pathfollowing algorithms and primal-dual potential reduction algorithms are generally the solution of system (1). The difference between them is the choice of the stepsize at each iteration. The stepsize in primal-dual path-following algorithms is determined by the neighborhood of the central path, while the stepsize in primal-dual potential reduction algorithms is determined by the potential function. If $\sigma=0$, the search direction is usually called the primal-dual affine scaling direction, and
for the corresponding continuous trajectory we call it the primal-dual affine scaling continuous trajectory which will be studied in Section 3. If $\sigma=1$ and $(x, y, z) \in \mathcal{F}^{0}$, the search direction is actually the Newton direction of the following equation

$$
\left(\begin{array}{c}
A^{T} y+z \\
A x \\
X Z e
\end{array}\right)=\left(\begin{array}{c}
\nabla f(x) \\
b \\
\mu e
\end{array}\right)
$$

where $\mu=x^{T} z / n$. Evidently, the solution of the above equation is a point on the central path with the dual gap $\mu=\frac{x^{T} z}{n}$, not the optimal solution if $\mu>0$. Therefore in this section we study the search direction with $\sigma \in(0,1)$. We first extend system (1) to a more general form to get the following ODE system

$$
\left\{\begin{array}{l}
-\nabla^{2} f(x) \frac{d x}{d t}+A^{T} \frac{d y}{d t}+\frac{d z}{d t}=0  \tag{2}\\
A \frac{d x}{d t}=0, \\
\gamma_{1} X^{\gamma_{1}-1} Z^{\gamma_{2}} \frac{d x}{d t}+\gamma_{2} X^{\gamma_{1}} Z^{\gamma_{2}-1} \frac{d z}{d t}=-\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right), \\
\left(x\left(t_{0}\right), y\left(t_{0}\right), z\left(t_{0}\right)=\left(x^{0}, y^{0}, z^{0}\right) \in \mathcal{F}^{0}\right.
\end{array}\right.
$$

where

$$
\begin{aligned}
& t_{0}>0, \sigma \in(0,1), \mu=\frac{e^{T} X^{\gamma_{1}} Z^{\gamma_{2}} e}{n}, \gamma_{1}>0, \gamma_{2}>0, w \in R_{++}^{n}, \sum_{i=1}^{n} w_{i}=n, \\
& x \in R_{++}^{n}, X=\operatorname{diag}(x) \in R^{n \times n}, z \in R_{++}^{n}, Z=\operatorname{diag}(z) \in R^{n \times n}
\end{aligned}
$$

We call this ODE system the weighted primal-dual path-following ODE system. The unique (Theorem 2.3) solution of ODE system (2) defines the weighted primaldual path-following continuous trajectory for problem (P). The condition that the weighted vector $w$ satisfies $\sum_{i=1}^{n} w_{i}=n$ is to guarantee $\mu=\frac{e^{T} X^{\gamma_{1}} Z^{\gamma_{2}} e}{e^{T} w}=\frac{e^{T} X^{\gamma_{1}} Z^{\gamma_{2}} e}{n}$. From the above ODE system, we can get two equivalent explicit forms, one is

$$
\left\{\begin{align*}
\frac{d x}{d t}= & -\frac{1}{\gamma_{1}}\left[I_{n}+\frac{\gamma_{2}}{\gamma_{1}}\left(X Z^{-1}\right)^{\frac{1}{2}} P_{A\left(X Z^{-1}\right)^{\frac{1}{2}}}\left(X Z^{-1}\right)^{\frac{1}{2}} \nabla^{2} f(x)\right]^{-1}\left[X^{1-\gamma_{1}} Z^{-\gamma_{2}}\right.  \tag{3}\\
& \left.-Z^{-1} X A^{T}\left(A Z^{-1} X A^{T}\right)^{-1} A X^{1-\gamma_{1}} Z^{-\gamma_{2}}\right]\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right), \\
\frac{d y}{d t=} & \frac{1}{\gamma_{2}}\left(A Z^{-1} X A^{T}\right)^{-1} A X^{1-\gamma_{1}} Z^{-\gamma_{2}}\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right) \\
& +\left(A Z^{-1} X A^{T}\right)^{-1} A X Z^{-1} \nabla^{2} f(x) \frac{d x}{d t}, \\
\frac{d z}{d t}= & \nabla^{2} f(x) \frac{d x}{d t}-A^{T} \frac{d y}{d t}, \quad\left(x\left(t_{0}\right), y\left(t_{0}\right), z\left(t_{0}\right)=\left(x^{0}, y^{0}, z^{0}\right) \in \mathcal{F}^{0},\right.
\end{align*}\right.
$$

where $P_{A\left(X Z^{-1}\right)^{\frac{1}{2}}}=I_{n}-\left(X Z^{-1}\right)^{\frac{1}{2}} A^{T}\left(A Z^{-1} X A^{T}\right)^{-1} A\left(X Z^{-1}\right)^{\frac{1}{2}}, I_{n}$ is the identity matrix of order $n$. The other explicit form is

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-G\left[X^{1-\gamma_{1}} Z^{1-\gamma_{2}}-\gamma_{2} X A^{T}\left(A G X A^{T}\right)^{-1} A G X^{1-\gamma_{1}} Z^{1-\gamma_{2}}\right] \\
\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right), \\
\frac{d y}{d t}=\left[\left(A G X A^{T}\right)^{-1} A G X^{1-\gamma_{1}} Z^{1-\gamma_{2}}\right]\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right), \\
\frac{d z}{d t}=\nabla^{2} f(x) \frac{d x}{d t}-A^{T} \frac{d y}{d t}, \quad\left(x\left(t_{0}\right), y\left(t_{0}\right), z\left(t_{0}\right)=\left(x^{0}, y^{0}, z^{0}\right) \in \mathcal{F}^{0},\right.
\end{array}\right.
$$

where $G=\left(\gamma_{1} Z+\gamma_{2} X \nabla^{2} f(x)\right)^{-1}$. The following assumption is made throughout Section 2.

Assumption 1 The set $\mathcal{F}^{0}$ is nonempty.

### 2.1. Properties of the weighted primal-dual path-following continuous trajectory

First we need the following lemma to obtain the existence and uniqueness of the solution of the weighted primal-dual path-following ODE system (3).
Lemma $2.1\left(A Z^{-1} X A^{T}\right)^{-1} \in C^{1}$ on $R_{++}^{n} \times R_{++}^{n}$ with respect to $x$ and $z$.
Lemma 2.2 If $A, B \in R^{n \times n}$ are both symmetric and positive semidefinite, then all eigenvalues of $A B$ are nonnegative.

Proof. From Corollary 4.6 .3 on page 99 in [35], the result is evident.

Theorem 2.3 and Theorem 2.4 below guarantee the existence, uniqueness, and feasibility for the solution of ODE system (3).

Theorem 2.3 For the weighted primal-dual path-following ODE system (3), there exists a unique solution $(x(t), y(t), z(t))$ with a maximal existence interval $\left[t_{0}, \beta\right)$, in addition, $x(t)>0, z(t)>0$ on the existence interval.

Proof. Since $\left(X Z^{-1}\right)^{\frac{1}{2}} P_{A\left(X Z^{-1}\right)^{\frac{1}{2}}}\left(X Z^{-1}\right)^{\frac{1}{2}}$ and $\nabla^{2} f(x)$ are both symmetric and positive semidefinite, from Lemma 2.2 we know

$$
\left[I+\frac{\gamma_{2}}{\gamma_{1}}\left(X Z^{-1}\right)^{\frac{1}{2}} P_{A\left(X Z^{-1}\right)^{\frac{1}{2}}}\left(X Z^{-1}\right)^{\frac{1}{2}} \nabla^{2} f(x)\right]
$$

is always invertible for any $x>0$ and $z>0$. Furthermore, from $\nabla^{2} f(x) \in C^{1}$ on $R_{+}^{n}, Z^{-1} \in C^{1}$ on $R_{++}^{n}$ with respect to $z$, and Lemma 2.1, it is not hard to see that the right-hand sides of (3) are all locally Lipschitz continuous on $R_{++}^{n} \times R^{m} \times R_{++}^{n}$. Since $R_{++}^{n} \times R^{m} \times R_{++}^{n}$ is an open set, from the Cauchy-Peano theorem and PicardLindelöf theorem, there exists a unique solution $(x(t), y(t), z(t))$ of ODE system (3) on the maximal existence interval $\left[t_{0}, \beta\right)$, for some $\beta>t_{0}$ or $\beta=+\infty$.

Because the right-hand sides of ODE system (3) are defined on the open set $(0,+\infty) \times R_{++}^{n} \times R^{m} \times R_{++}^{n}$, the solution of ODE system (3) is of course in the open set $R_{++}^{n} \times R^{m} \times R_{++}^{n}$, so $x(t)$ and $z(t)$ are both positive on the existence interval. Thus the proof is complete.

Later in this section, it will be shown that $\beta=+\infty$ (Theorem 2.6). To simplify the presentation, in the remaining of this section, $x(t), y(t)$, and $z(t)$ (or $X(t), Z(t))$ will be replaced by $x, y$, and $z$ (or $X, Z$ ), respectively, whenever no confusion would occur.

THEOREM 2.4 Let $(x(t), y(t), z(t))$ be the solution of the weighted primal-dual path-following ODE system (3) with the maximal existence interval $\left[t_{0}, \beta\right)$. Then $A x(t)=b$ and $A^{T} y(t)+z(t)=\nabla f(x(t)) \forall t \in\left[t_{0}, \beta\right)$.

Proof. Notice $A^{T} y^{0}+z^{0}=\nabla f\left(x^{0}\right)$ and the first equation in (2), then

$$
A^{T} \frac{d y}{d t}+\frac{d z}{d t} \equiv \nabla^{2} f(x) \frac{d x}{d t}
$$

we have for any $t \in\left[t_{0}, \beta\right)$,

$$
\begin{aligned}
A^{T} y(t)+z(t) & \left.\left.=A^{T}\left(y^{0}+\left.\int_{t_{0}}^{t} \frac{d y}{d t}\right|_{t=\tau}\right) d \tau\right)+z^{0}+\left.\int_{t_{0}}^{t} \frac{d z}{d t}\right|_{t=\tau}\right) d \tau \\
& \left.=A^{T} y^{0}+z^{0}+\left.\int_{t_{0}}^{t}\left(A^{T} \frac{d y}{d t}+\frac{d z}{d t}\right)\right|_{t=\tau}\right) d \tau \\
& \left.=A^{T} y^{0}+z^{0}+\left.\int_{t_{0}}^{t} \nabla^{2} f(x) \frac{d x}{d t}\right|_{t=\tau}\right) d \tau \\
& =\nabla f\left(x^{0}\right)+\nabla f(x(t))-\nabla f\left(x^{0}\right)=\nabla f(x(t)) .
\end{aligned}
$$

From the second equation in (2) and $A x^{0}=b$, we can get $A x(t)=b$ similarly.

Next we show that the solution curve is contained in a bounded set.
Theorem 2.5 The unique solution $(x(t), y(t), z(t))$ of the weighted primal-dual path-following ODE system (3) is contained in a bounded set in $R_{+}^{n} \times R^{m} \times R_{+}^{n}$, and the bound of $x(t)$ and $z(t)$ depends only on $x^{0}, z^{0}, \gamma_{1}$, and $\gamma_{2}$, the bound of $y(t)$ depends only on $x^{0}, z^{0}, \gamma_{1}, \gamma_{2}, A$, and $f(x)$.

Proof. First we assume that $x(t)^{T} z(t)$ is bounded by $M>0$. By Theorem 2.4 and the convexity of $f(x)$, for any $t \in\left[t_{0}, \beta\right)$

$$
\begin{aligned}
\left(x(t)-x^{0}\right)^{T}\left(z(t)-z^{0}\right) & =\left(x-x^{0}\right)^{T}\left(-A^{T} y+A^{T} y^{0}+\nabla f(x)-\nabla f\left(x^{0}\right)\right) \\
& =\left(A x-A x^{0}\right)^{T}\left(y^{0}-y\right)+\left(x-x^{0}\right)^{T}\left(\nabla f(x)-\nabla f\left(x^{0}\right)\right) \\
& =\left(x-x^{0}\right)^{T}\left(\nabla f(x)-\nabla f\left(x^{0}\right)\right) \geq 0 .
\end{aligned}
$$

Then we get

$$
\left(x^{0}\right)^{T} z(t)+x(t)^{T} z^{0} \leq\left(x^{0}\right)^{T} z^{0}+x(t)^{T} z(t) \leq\left(x^{0}\right)^{T} z^{0}+M .
$$

Since $x(t)>0$ and $z(t)>0$ (Theorem 2.3), we know for any $t \in\left[t_{0}, \beta\right)$ and any $1 \leq i \leq n$,

$$
x(t)_{i} \leq \frac{\left(x^{0}\right)^{T} z^{0}+M}{z_{i}^{0}}, z(t)_{i} \leq \frac{\left(x^{0}\right)^{T} z^{0}+M}{x_{i}^{0}},
$$

therefore $x(t)$ and $z(t)$ are contained in a bounded set in $R_{+}^{n}$, and the bound depends only on $x^{0}, z^{0}$ and $M$.
For $y(t)$, since $A^{T} y(t)+z(t)=\nabla f(x(t))$ and the matrix $A$ is of full row rank which implies $A A^{T}$ is invertible, then we have

$$
y(t)=\left(A A^{T}\right)^{-1} A(\nabla f(x(t))-z(t)) .
$$

Thus $y(t)$ must be contained in a bounded set in $R^{m}$ and the bound depends only on $x^{0}, z^{0}, M, A$, and $f(x)$.

Next we show that there exists a bound $M>0$ which depends only on $x^{0}, z^{0}$,
$\gamma_{1}$ and $\gamma_{2}$. First from the third equation in (2), we have

$$
\begin{aligned}
\frac{d e^{T} X(t)^{\gamma_{1}} Z(t)^{\gamma_{2}} e}{d t} & =\gamma_{1} e^{T} X^{\gamma_{1}-1} Z^{\gamma_{2}} \frac{d x}{d t}+\gamma_{2} e^{T} X^{\gamma_{1}} Z^{\gamma_{2}-1} \frac{d z}{d t} \\
& =-e^{T}\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right)=-e^{T} X^{\gamma_{1}} Z^{\gamma_{2}} e+\sigma n \mu \\
& =-(1-\sigma) e^{T} X^{\gamma_{1}} Z^{\gamma_{2}} e,
\end{aligned}
$$

hence

$$
\begin{equation*}
\mu=\mu_{0} e^{-(1-\sigma)\left(t-t_{0}\right)}, \tag{4}
\end{equation*}
$$

where $\mu_{0}=e^{T} X\left(t_{0}\right)^{\gamma_{1}} Z\left(t_{0}\right)^{\gamma_{2}} e / n$.
If $\gamma_{1}>\gamma_{2}$, for any $1 \leq i \leq n$,

$$
x(t)_{i} z(t)_{i}=x_{i} z_{i}^{\frac{\gamma_{2}}{\gamma_{1}}} z_{i}^{\left(1-\frac{\gamma_{2}}{\gamma_{1}}\right)}=\left(x_{i}^{\gamma_{1}} z_{i}^{\gamma_{2}}\right)^{\frac{1}{\gamma_{1}}} z_{i}^{\left(1-\frac{\gamma_{2}}{\gamma_{1}}\right)} \leq(n \mu)^{\frac{1}{\gamma_{1}}} z_{i}^{\left(1-\frac{\gamma_{2}}{\gamma_{1}}\right)},
$$

furthermore,

$$
z(t)_{i} \leq \frac{\left(x^{0}\right)^{T} z^{0}+x(t)^{T} z(t)}{x_{i}^{0}} \leq \frac{\left(x^{0}\right)^{T} z^{0}+x(t)^{T} z(t)}{\min \left(x^{0}\right)},
$$

along with (4), we get

$$
x(t)_{i} z(t)_{i} \leq\left(n \mu_{0}\right)^{\frac{1}{\gamma_{1}}} e^{-(1-\sigma)\left(t-t_{0}\right) / \gamma_{1}}\left[\frac{\left(x^{0}\right)^{T} z^{0}+x(t)^{T} z(t)}{\min \left(x^{0}\right)}\right]^{\left(1-\frac{\gamma_{2}}{\gamma_{1}}\right)},
$$

and

$$
x(t)^{T} z(t) \leq n\left(n \mu_{0}\right)^{\frac{1}{\gamma_{1}}} e^{-(1-\sigma)\left(t-t_{0}\right) / \gamma_{1}}\left[\frac{\left(x^{0}\right)^{T} z^{0}+x(t)^{T} z(t)}{\min \left(x^{0}\right)}\right]^{\left(1-\frac{\gamma_{2}}{\gamma_{1}}\right)} .
$$

Since $0<1-\frac{\gamma_{2}}{\gamma_{1}}<1$, there should exist a constant $M>0$ such that $x(t)^{T} z(t)<M$, and $M$ depends only on $x^{0}, z^{0}, \gamma_{1}$, and $\gamma_{2}$.

For $\gamma_{1}<\gamma_{2}$, we can prove this similarly. For $\gamma_{1}=\gamma_{2}$ and any $1 \leq i \leq n$,

$$
x(t)_{i} z(t)_{i}=\left(x_{i}^{\gamma_{1}} z_{i}^{\gamma_{1}}\right)^{\frac{1}{\gamma_{1}}} \leq\left(n \mu_{0}\right)^{\frac{1}{\gamma_{1}}} e^{-(1-\sigma)\left(t-t_{0}\right) / \gamma_{1}},
$$

hence $x(t)^{T} z(t) \leq n\left(n \mu_{0}\right)^{\frac{1}{\gamma_{1}}} e^{-(1-\sigma)\left(t-t_{0}\right) / \gamma_{1}} \leq n\left(n \mu_{0}\right)^{\frac{1}{\gamma_{1}}}$.

After we get the boundedness of the solution curve, we can extend the existence interval of the solution to infinity.

Theorem 2.6 Let $(x(t), y(t), z(t))$ be the solution of the weighted primal-dual path-following ODE system (3) with the maximal existence interval $\left[t_{0}, \beta\right)$. Then $\beta=+\infty$.

Proof. Assume $\beta \neq+\infty$. From Theorem 2.3, we can define

$$
V_{1}(t)=\sum_{i=1}^{n}\left(\gamma_{1} \ln x_{i}+\gamma_{2} \ln z_{i}\right),
$$

then from the third equation in (2), we have

$$
\gamma_{1} X^{-1} \frac{d x}{d t}+\gamma_{2} Z^{-1} \frac{d z}{d t}=-X^{-\gamma_{1}} Z^{-\gamma_{2}}\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right),
$$

hence

$$
\begin{aligned}
\frac{d V_{1}(t)}{d t} & =e^{T} \gamma_{1} X^{-1} \frac{d x}{d t}+e^{T} \gamma_{2} Z^{-1} \frac{d z}{d t}=-e^{T} X^{-\gamma_{1}} Z^{-\gamma_{2}}\left(X^{\gamma_{1}} Z^{\gamma_{2}} e-\sigma \mu w\right) \\
& =-n+\sigma \mu e^{T} X^{-\gamma_{1}} Z^{-\gamma_{2}} w \geq-n,
\end{aligned}
$$

therefore

$$
\begin{equation*}
V_{1}(t) \geq V_{1}\left(t_{0}\right)-n \beta \tag{5}
\end{equation*}
$$

But according to the Extension Theorem in §2.5, [36], we know that the solution $(x(t), y(t), z(t))$ will go to the boundary of the open set $(0,+\infty) \times R_{++}^{n} \times R^{m} \times R_{++}^{n}$. Because of the hypothesis, $\beta \neq+\infty$ and the solution $(x(t), y(t), z(t))$ is bounded (Theorem 2.5), there must exist at least one $i \in\{1, \ldots, n\}$ such that $x_{i}(t) \rightarrow 0$ or $z_{i}(t) \rightarrow 0$ as $t \rightarrow \beta$. In this situation $V_{1}(t)$ will go to $-\infty$ as $t \rightarrow \beta$ since $x(t)$ and $z(t)$ are all bounded (Theorem 2.5), which contradicts (5). Hence the hypothesis is not true and $\beta=+\infty$.

From Theorem 2.5 and Theorem 2.6, we can define the limit set for the solution of the weighted primal-dual path-following ODE system (3). Let $(x(t), y(t), z(t))$ be the solution of ODE system (3), the limit set of $\{x(t), y(t), z(t)\}$ can be defined as follows

$$
\begin{aligned}
\Omega^{1}\left(x^{0}, y^{0}, z^{0}\right)= & \left\{(x, y, z) \mid \exists\left\{t_{k}\right\}_{k=0}^{+\infty} \text { with } \lim _{k \rightarrow+\infty} t_{k}=+\infty\right. \text { such that } \\
& \left.\lim _{k \rightarrow+\infty} x\left(t_{k}\right)=x, \lim _{k \rightarrow+\infty} y\left(t_{k}\right)=y \text { and } \lim _{k \rightarrow+\infty} z\left(t_{k}\right)=z\right\} .
\end{aligned}
$$

Theorem 2.7 The limit set $\Omega^{1}\left(x^{0}, y^{0}, z^{0}\right)$ is nonempty, compact, and connected. Furthermore $\Omega^{1}\left(x^{0}, y^{0}, z^{0}\right)$ is contained in $\mathcal{F}$.

Proof. From Theorems 2.3, 2.4, and 2.6, we know that the limit set $\Omega^{1}\left(x^{0}, y^{0}, z^{0}\right)$ is contained in $\mathcal{F}$. From Theorem 2.5, we know that the solution $(x(t), y(t), z(t))$ is contained in a bounded closed set. So similar to the proof of Theorem 1.1 on page 390 in [37] (the proof in [37] is for $n=2$, but it can be easily extended to the general case), it can be verified that $\Omega^{1}\left(x^{0}, y^{0}, z^{0}\right)$ is nonempty, compact, and connected.

### 2.2. Optimality of the cluster point(s)

In this subsection, we show that every accumulation point of the solution of the weighted primal-dual path-following ODE system (3) is an optimal solution for
problems ( P ) and ( D ).
Theorem 2.8 Let $(x(t), y(t), z(t))$ be the unique solution of the weighted primaldual path-following ODE system (3). Then
(i) $x(t)^{T} z(t) \leq L_{2} e^{-(1-\sigma)\left(t-t_{0}\right) / \max \left(\gamma_{1}, \gamma_{2}\right)}$, where $L_{2}>0$ is a constant which depends only on $x^{0}, z^{0}, \gamma_{1}$, and $\gamma_{2}$, hence for any point $\left(x^{1}, y^{1}, z^{1}\right) \in$ $\Omega^{1}\left(x^{0}, y^{0}, z^{0}\right), x^{1}$ is an optimal solution of problem $(P),\left(y^{1}, z^{1}\right)$ is an optimal solution of problem ( $D$ ).
(ii) For any $1 \leq i \leq n$,

$$
\left(x(t)_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}-w_{i} \mu\right)=e^{-\left(t-t_{0}\right)}\left(x\left(t_{0}\right)_{i}^{\gamma_{1}} z\left(t_{0}\right)_{i}^{\gamma_{2}}-w_{i} \mu^{0}\right),
$$

where $\mu^{0}=\frac{e^{T} X\left(t_{0}\right)^{\gamma_{1}} Z\left(t_{0}\right)^{\gamma_{2}}}{n}$.
Proof. Proof of (i). From Theorem 2.5, we know there exists a bound $M>0$ which depends only on $x^{0}, z^{0}, \gamma_{1}$, and $\gamma_{2}$ such that for any $1 \leq i \leq n$,

$$
x(t)_{i} z(t)_{i} \leq M(n \mu)^{\frac{1}{\max \left(\gamma_{1}, \gamma_{2}\right)}},
$$

along with (4), we have

$$
x(t)^{T} z(t) \leq L_{2} e^{-(1-\sigma)\left(t-t_{0}\right) / \max \left(\gamma_{1}, \gamma_{2}\right)},
$$

where $L_{2}=M n\left(n \mu_{0}\right)^{\frac{1}{\max \left(\gamma_{1}, \gamma_{2}\right)}}$. Hence for any point $\left(x^{1}, y^{1}, z^{1}\right) \in \Omega^{1}\left(x^{0}, y^{0}, z^{0}\right)$, we have

$$
0 \leq\left(x^{1}\right)^{T} z^{1} \leq \limsup _{t \rightarrow+\infty} x(t)^{T} z(t) \leq 0
$$

which indicates that $x^{1}$ is an optimal solution of problem ( P ), and $\left(y^{1}, z^{1}\right)$ is an optimal solution of problem (D).
Proof of (ii). For any $1 \leq i \leq n$, from the third equation in (2), we can get

$$
\frac{d x(t))_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}}{d t}=-\left(x(t)_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}-\sigma \mu w_{i}\right),
$$

hence

$$
\frac{\left.\left.d(x(t))_{i}^{\gamma_{1}} z(t)\right)_{i}^{\gamma_{2}}-w_{i} \mu\right)}{d t}=-\left(x(t)_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}-w_{i} \mu\right),
$$

therefore $\left(x(t){ }_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}-w_{i} \mu\right)=e^{-\left(t-t_{0}\right)}\left(x\left(t_{0}\right)_{i}^{\gamma_{1}} z\left(t_{0}\right)_{i}^{\gamma_{2}}-w_{i} \mu^{0}\right)$, where $\mu^{0}=$ $\frac{e^{T} X\left(t_{0}\right)^{\gamma_{1}} Z\left(t_{0}\right)^{\gamma_{2}} e}{n}$. Thus the theorem is proved.

### 2.3. Convergence of the weighted primal-dual path-following continuous trajectory

Now, it comes to the key result of Section 3. Under some mild conditions, the solution of the weighted primal-dual path-following ODE system (3) will converge as $t \rightarrow+\infty$. First we give the definition of the analytic center. We define the
analytic center of a closed convex set $\Omega \subseteq R^{n}$ corresponding to convex function $g(x)$ as the unique minimizer of the following problem:

$$
\begin{array}{ll}
\min & g(x) \\
\text { s.t. } & x \in \Omega \cap \operatorname{dom} g(x),
\end{array}
$$

where $\operatorname{dom} g(x)=\{x \mid g(x)<+\infty\}$. Generally, the minimizer of the above problem may not be unique, but in our context the existence and uniqueness of the minimizer can be guaranteed and no confuse would occur. First we need the following two lemmas.

Lemma 2.9 ([38]) Suppose $f$ is differentiable (i.e., its gradient $\nabla f$ exists at each point in domf). Then $f$ is convex if and only if domf is convex and

$$
\begin{equation*}
f(y) \geq f(x)+\nabla f(x)^{T}(y-x) \tag{6}
\end{equation*}
$$

holds for all $x, y \in \operatorname{domf}$.
Lemma 2.10 If $f(x)$ is convex and analytic, then for any two different optimal solutions $x^{1}$ and $x^{2}$ of problem $(P)$, and any $x \in R^{n},\left(x^{2}-x^{1}\right)^{T} \nabla f(x)=0$.

Proof. Since $f(x)$ is convex, we have for any $\lambda \in[0,1]$,

$$
\begin{aligned}
f\left(x^{1}+\lambda \Delta x\right) & =f\left(\lambda x^{2}+(1-\lambda) x^{1}\right) \\
& \leq \lambda f\left(x^{2}\right)+(1-\lambda) f\left(x^{1}\right) \\
& =f\left(x^{1}\right)=f\left(x^{2}\right),
\end{aligned}
$$

where $\Delta x=x^{2}-x^{1} \neq 0$. Moreover, $x^{1}$ and $x^{2}$ are two different optimal solutions for problem ( P ) and $\lambda x^{2}+(1-\lambda) x^{1} \in \mathcal{P}^{+}$for any $\lambda \in[0,1]$, hence

$$
f\left(x^{1}+\lambda \Delta x\right)=f\left(x^{1}\right)=f\left(x^{2}\right),
$$

for any $\lambda \in[0,1]$. Since $f(x)$ is analytic, then according to Corollary 1.2.5 in [39], we have for any $\lambda \in R$,

$$
f\left(x^{1}+\lambda \Delta x\right)=f\left(x^{1}\right)=f\left(x^{2}\right) .
$$

By Corollary 8.6.1 of Rockafellar [40], it follows that for any $x \in R^{n}, f(x+\lambda \Delta x)$ will be a constant function of $\lambda \in R$. Hence

$$
\frac{d f(x+\lambda \Delta x)}{d \lambda}=\left(x^{2}-x^{1}\right)^{T} \nabla f(x+\lambda \Delta x)=0
$$

for any $\lambda \in R$. Let $\lambda=0$ in the above equality, we have for any $x \in R^{n},\left(x^{2}-\right.$ $\left.x^{1}\right)^{T} \nabla f(x)=0$. Thus the lemma is proved.

Theorem 2.11 Let $x^{*}$ and $\left(y^{*}, z^{*}\right)$ be optimal solutions for problems ( $P$ ) and $(D)$, respectively, such that $x^{*}$ and $z^{*}$ have the maximal numbers of positive components among all optimal solutions. Let $(x(t), y(t), z(t))$ be the unique solution of the weighted primal-dual path-following ODE system (3). Then
(i) for any $1 \leq i \leq n$,

$$
\left(x(t)_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}-w_{i} \mu\right)=\frac{x\left(t_{0}\right)_{i}^{\gamma_{1}} z\left(t_{0}\right)_{i}^{\gamma_{2}}-w_{i} \mu^{0}}{w_{i} \mu_{0}} e^{-\sigma\left(t-t_{0}\right)} w_{i} \mu .
$$

(ii) a) If $\gamma_{1}<\gamma_{2}$, then $x(t)$ will converge to the analytic center of the optimal solution set of problem $(P)$ corresponding to $-\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}$;
b) if $\gamma_{1}=\gamma_{2}$, and either there exists a pair of primal and dual optimal solutions satisfying the strict complementarity or $f(x)$ is analytic, then $x(t)$ will converge to the analytic center of the optimal solution set of problem ( $P$ ) corresponding to $-\prod_{x_{i}^{*}>0}\left(x_{i}\right)^{w_{i}^{1 / \gamma_{1}}}$;
c) if $\gamma_{1}>\gamma_{2}$ and $f(x)$ is analytic, then $x(t)$ will converge to the analytic center of the optimal solution set of problem ( $P$ ) corresponding to $\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}$.
(iii) a) If $\gamma_{1}<\gamma_{2}$, then $z(t)$ will converge to the analytic center of the optimal solution set of problem $(D)$ corresponding to $\sum_{z_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{1}}\left(z_{i}\right)^{1-\frac{\gamma_{2}}{\gamma_{1}}}$;
b) if $\gamma_{1}=\gamma_{2}$, then $z(t)$ will converge to the analytic center of the optimal solution set of problem ( $D$ ) corresponding to $-\prod_{z_{i}^{*}>0}\left(z_{i}\right)^{w_{i}^{1 / \gamma_{1}}}$;
c) if $\gamma_{1}>\gamma_{2}$, then $z(t)$ will converge to the analytic center of the optimal solution set of problem $(D)$ corresponding to $-\sum_{z_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{1}}\left(z_{i}\right)^{1-\frac{\gamma_{2}}{\gamma_{1}}}$.

Proof. Proof of (i). From Theorem 2.8 and (4), it is straightforward that for any $1 \leq i \leq n$,

$$
\begin{equation*}
\left.\left(x(t)_{i}^{\gamma_{1}} z(t)\right)_{i}^{\gamma_{2}}-w_{i} \mu\right)=c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)} w_{i} \mu=d_{i}^{0}(t) w_{i} \mu, \tag{7}
\end{equation*}
$$

where $c_{i}^{0}=\frac{x\left(t_{0}\right)_{i}^{\gamma_{1}} z\left(t_{0}\right)_{)^{2}}^{2}-w_{i} \mu^{0}}{w_{i} \mu_{0}}$ and $d_{i}^{0}(t)=c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)}$.
Proof of (ii). If $x^{*}=0$, the result is evident, so we assume $x^{*} \neq 0$ below.
a) If $\gamma_{1}<\gamma_{2}$, from (7), for any $1 \leq i \leq n$,

$$
z(t)_{i}=\frac{\left(w_{i} \mu\left(1+c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)}\right)\right)^{1 / \gamma_{2}}}{x_{i}^{\gamma_{1} / \gamma_{2}}}
$$

then from Theorem 2.4 and Lemma 2.9, we have

$$
\begin{aligned}
0 & \geq f\left(x^{*}\right)-f(x(t)) \geq\left(x^{*}-x(t)\right)^{T} \nabla f(x(t))=\left(x^{*}-x\right)^{T}\left(A^{T} y+z\right) \\
& =\left(x^{*}-x\right)^{T} z=\sum_{i=1}^{n} \frac{\left(w_{i} \mu\left(1+c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)}\right)\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-x_{i}\right)}{x_{i}^{\gamma_{1} / \gamma_{2}}} .
\end{aligned}
$$

This indicates

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\left(w_{i}\left(1+c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)}\right)\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-x_{i}\right)}{x_{i}^{\gamma_{1} / \gamma_{2}}} \leq 0 \tag{8}
\end{equation*}
$$

then for any accumulation point $\bar{x}$ of $x(t)$, since $x^{*}$ has the maximal number of positive components among all optimal solutions of problem $(\mathrm{P})$ and $\bar{x}$ is also an optimal solution, so for any $i$ with $x_{i}^{*}=0, \bar{x}_{i}=0$ which implies that in (8),

$$
\sum_{x_{i}^{*}=0} \frac{\left(w_{i}\left(1+c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)}\right)\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-x_{i}\right)}{x_{i}^{\gamma_{1} / \gamma_{2}}} \rightarrow-\left(w_{i}\right)^{1 / \gamma_{2}} \bar{x}_{i}^{1-\frac{\gamma_{1}}{\gamma_{2}}}=0
$$

as $x(t) \rightarrow \bar{x}$. Also for any $i$ with $x_{i}^{*}>0, \bar{x}_{i}$ must be positive, since if $\bar{x}_{i}=0$, then

$$
\frac{\left(w_{i}\left(1+c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)}\right)\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-x_{i}\right)}{x_{i}^{\gamma_{1} / \gamma_{2}}} \rightarrow+\infty
$$

as $x_{i} \rightarrow \bar{x}_{i}$ which contradicts with (8). Hence by (8), $\bar{x}$ must have the maximal number of positive components among all optimal solutions of problem (P) and satisfy

$$
\begin{equation*}
\sum_{x_{i}^{*}>0} \frac{\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-\bar{x}_{i}\right)}{\bar{x}_{i}^{\gamma_{1} / \gamma_{2}}} \leq 0 \tag{9}
\end{equation*}
$$

Since function $-a^{1-\frac{\gamma_{1}}{\gamma_{2}}}$ is strictly convex for $a>0$, from Lemma 2.9, we have for each $i$ with $x_{i}^{*}>0$,

$$
\left(x_{i}^{*}-\bar{x}_{i}\right)\left(-\left(1-\frac{\gamma_{1}}{\gamma_{2}}\right)\left(\bar{x}_{i}\right)^{-\frac{\gamma_{1}}{\gamma_{2}}}\right) \leq-\left(x_{i}^{*}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}+\left(\bar{x}_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}},
$$

hence

$$
\begin{aligned}
& \sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}^{*}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}-\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(\bar{x}_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}} \\
\leq & \left(1-\frac{\gamma_{1}}{\gamma_{2}}\right) \sum_{x_{i}^{*}>0} \frac{\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-\bar{x}_{i}\right)}{\bar{x}_{i}^{\gamma_{1} / \gamma_{2}}} \leq 0 .
\end{aligned}
$$

Therefore $\bar{x}$ is the analytic center of the optimal solution set of problem (P) corresponding to function $-\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}$.
b) If $\gamma_{1}=\gamma_{2}$, and there exist a pair of primal and dual optimal solutions satisfying the strict complementarity, we know that $x^{*}$ and $z^{*}$ satisfy the strict complementarity. Since $\left(y^{*}, z^{*}\right)$ is an optimal solution for problem (D), we have

$$
\begin{aligned}
f\left(x^{*}\right)=L\left(y^{*}, z^{*}\right) & =\inf _{x \in R^{n}} f(x)+(b-A x)^{T} y^{*}-x^{T} z^{*} \\
& \leq f\left(x^{*}\right)+\left(b-A x^{*}\right)^{T} y^{*}-\left(x^{*}\right)^{T} z^{*}=f\left(x^{*}\right)-\left(x^{*}\right)^{T} z^{*} \leq f\left(x^{*}\right)
\end{aligned}
$$

hence

$$
\begin{equation*}
\left(x^{*}\right)^{T} z^{*}=0 \tag{10}
\end{equation*}
$$

and

$$
\inf _{x \in R^{n}} f(x)+(b-A x)^{T} y^{*}-x^{T} z^{*}=f\left(x^{*}\right)+\left(b-A x^{*}\right)^{T} y^{*}-\left(x^{*}\right)^{T} z^{*}
$$

which indicates

$$
\begin{equation*}
A^{T} y^{*}+z^{*}=\nabla f\left(x^{*}\right) \tag{11}
\end{equation*}
$$

Therefore from Theorem 2.4, we have

$$
\begin{aligned}
\left(x(t)-x^{*}\right)^{T}\left(z(t)-z^{*}\right) & =\left(x-x^{*}\right)^{T}\left(A^{T}\left(y^{*}-y\right)+\nabla f(x)-\nabla f\left(x^{*}\right)\right) \\
& =\left(x-x^{*}\right)^{T}\left(\nabla f(x)-\nabla f\left(x^{*}\right)\right) \geq 0
\end{aligned}
$$

or

$$
\sum_{x_{i}^{*}>0}\left(x_{i}^{*} z(t)_{i}\right)+\sum_{z_{i}^{*}>0} z_{i}^{*} x(t)_{i} \leq x(t)^{T} z(t)
$$

By using (7), we can get
$\sum_{x_{i}^{*}>0} \frac{x_{i}^{*}}{x(t)_{i}}\left(w_{i} \mu\left(1+d_{i}^{0}(t)\right)\right)^{\frac{1}{\gamma_{1}}}+\sum_{z_{i}^{*}>0} \frac{z_{i}^{*}}{z(t)_{i}}\left(w_{i} \mu\left(1+d_{i}^{0}(t)\right)\right)^{\frac{1}{\gamma_{1}}} \leq \sum_{i=1}^{n}\left(w_{i} \mu\left(1+d_{i}^{0}(t)\right)\right)^{\frac{1}{\gamma_{1}}}$,
or

$$
\sum_{x_{i}^{*}>0} \frac{x_{i}^{*}}{x(t)_{i}}\left(w_{i}\left(1+d_{i}^{0}(t)\right)\right)^{\frac{1}{\gamma_{1}}}+\sum_{z_{i}^{*}>0} \frac{z_{i}^{*}}{z(t)_{i}}\left(w_{i}\left(1+d_{i}^{0}(t)\right)^{\frac{1}{\gamma_{1}}} \leq \sum_{i=1}^{n}\left(w_{i}\left(1+d_{i}^{0}(t)\right)\right)^{\frac{1}{\gamma_{1}}}\right.
$$

hence for any point $(\bar{x}, \bar{y}, \bar{z}) \in \Omega^{1}\left(x^{0}, y^{0}, z^{0}\right), \bar{x}$ and $\bar{z}$ also have the maximal numbers of positive components among all optimal solutions and satisfy the strict complementarity, so we must have

$$
\sum_{x_{i}^{*}>0} \frac{x_{i}^{*}}{\bar{x}_{i}} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}}+\sum_{z_{i}^{*}>0} \frac{z_{i}^{*}}{\bar{z}_{i}} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}} \leq 1
$$

and

$$
\sum_{x_{i}^{*}>0} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}}+\sum_{z_{i}^{*}>0} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}}=1
$$

Therefore

$$
e^{\sum_{x_{i}^{*}>0} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}} \ln \frac{x_{i}^{*}}{\bar{x}_{i}}+\sum_{z_{i}^{*}>0} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}} \ln \frac{z_{i}^{*}}{\bar{z}_{i}}} \leq e^{\ln \sum_{x_{i}^{*}>0} \frac{x_{i}^{*}}{\bar{x}_{i}} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}}+\sum_{z_{i}^{*}>0} \frac{z_{i}^{*}}{\bar{z}_{i}} \frac{w_{i}^{1 / \gamma_{1}}}{\sum_{i=1}^{n} w_{i}^{1 / \gamma_{1}}}} \leq 1,
$$

which implies

$$
\left(\prod_{x_{i}^{*}>0}\left(\frac{x_{i}^{*}}{\bar{x}_{i}}\right)^{w_{i}^{1 / \gamma_{1}}}\right)\left(\prod_{z_{i}^{*}>0}\left(\frac{z_{i}^{*}}{\bar{z}_{i}}\right)^{w_{i}^{1 / \gamma_{1}}}\right) \leq 1
$$

or

$$
\left(\prod_{x_{i}^{*}>0}\left(x_{i}^{*}\right)^{w_{i}^{1 / \gamma_{1}}}\right)\left(\prod_{z_{i}^{*}>0}\left(z_{i}^{*}\right)^{w_{i}^{1 / \gamma_{1}}}\right) \leq\left(\prod_{x_{i}^{*}>0}\left(\bar{x}_{i}\right)^{w_{i}^{1 / \gamma_{1}}}\right)\left(\prod_{z_{i}^{*}>0}\left(\bar{z}_{i}\right)^{w_{i}^{1 / \gamma_{1}}}\right) .
$$

Therefore $\bar{x}$ is the analytic center of the optimal solution set of problem (P) corresponding to function $-\prod_{x_{i}^{*}>0}\left(x_{i}\right)^{w_{i}^{1 / \gamma_{1}}}$.
If $\gamma_{1}=\gamma_{2}$ and $f(x)$ is analytic, the proof is contained in the proof of c$)$.
c) If $f(x)$ is analytic, then for any accumulation point $\bar{x}$ of $x(t)$ with $\bar{x} \neq x^{*}$, from Theorem 2.8 and Lemma 2.10, we have

$$
\left(x^{*}-\bar{x}\right)^{T} \nabla f(x)=0,
$$

for any $x \in R^{n}$. Hence from Theorem 2.4 and (7), we have

$$
\begin{aligned}
0 & =\left(x^{*}-\bar{x}\right)^{T} \nabla f(x(t))=\left(x^{*}-\bar{x}\right)^{T}\left(A^{T} y(t)+z(t)\right) \\
& =\left(x^{*}-\bar{x}\right)^{T} z(t)=\sum_{i=1}^{n} \frac{\left(w_{i} \mu\left(1+c_{i}^{0} e^{-\sigma\left(t-t_{0}\right)}\right)\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-\bar{x}_{i}\right)}{x(t)_{i}^{\gamma_{1} / \gamma_{2}}} .
\end{aligned}
$$

Similarly, we know that $\bar{x}$ must have the maximal number of positive components among all optimal solutions of problem (P) and satisfy

$$
\begin{equation*}
\sum_{x_{i}^{*}>0} \frac{\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-\bar{x}_{i}\right)}{\bar{x}_{i}^{\gamma_{1} / \gamma_{2}}}=0 . \tag{12}
\end{equation*}
$$

If $\gamma_{1}=\gamma_{2}$, from (12), we have

$$
\sum_{x_{i}^{*}>0} \frac{\left(w_{i}\right)^{1 / \gamma_{2}}}{\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}} \frac{x_{i}^{*}}{\overline{x_{i}}}=1,
$$

which implies

$$
e^{\sum_{x_{i}^{*}>0} \frac{w_{i}^{1 / \gamma}}{\sum_{x_{i}^{*}>0}>w_{i}^{1 / \gamma_{1}}} \ln \frac{x_{i}^{*}}{x_{i}}} \leq e^{\ln \sum_{x_{i}^{*}>0} \frac{x_{i}^{*}}{\bar{x}_{i}} \frac{w_{i}^{1 / \gamma}}{\sum_{i}^{F}>0} w_{i}^{1 / \gamma_{1}}}=1,
$$

thus

$$
\left(\prod_{x_{i}^{*}>0}\left(\frac{x_{i}^{*}}{\bar{x}_{i}}\right)^{w_{i}^{1 / \gamma_{1}}}\right) \leq 1 \quad \text { or } \quad\left(\prod_{x_{i}^{*}>0}\left(x_{i}^{*}\right)^{w_{i}^{1 / \gamma_{1}}}\right) \leq\left(\prod_{x_{i}^{*}>0}\left(\bar{x}_{i}\right)^{w_{i}^{1 / \gamma_{1}}}\right) .
$$

Therefore $\bar{x}$ is the analytic center of the optimal solution set of problem ( P ) corresponding to function $-\prod_{x_{i}^{*}>0}\left(x_{i}\right)^{w_{i}^{1 / \gamma_{1}}}$.

If $\gamma_{1}>\gamma_{2}$, since the function $a^{1-\frac{\gamma_{1}}{\gamma_{2}}}$ is strictly convex for $a>0$, from Lemma 2.9, we have for every $i$ such that $x_{i}^{*}>0$,

$$
\left(x_{i}^{*}-\bar{x}_{i}\right)\left[\left(1-\frac{\gamma_{1}}{\gamma_{2}}\right)\left(\bar{x}_{i}\right)^{-\frac{\gamma_{1}}{\gamma_{2}}}\right] \leq\left(x_{i}^{*}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}-\left(\bar{x}_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}},
$$

so from (12),

$$
\begin{aligned}
& \sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}^{*}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}-\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(\bar{x}_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}} \\
\geq & \left(1-\frac{\gamma_{1}}{\gamma_{2}}\right) \sum_{x_{i}^{*}>0} \frac{\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}^{*}-\bar{x}_{i}\right)}{\bar{x}_{i}^{\gamma_{1} / \gamma_{2}}}=0 .
\end{aligned}
$$

Therefore $\bar{x}$ is the analytic center of the optimal solution set of problem ( P ) corresponding to function $\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}$.

Proof of (iii). If $z^{*}=0$, the result is evident, so we assume $z^{*} \neq 0$ below. For any point $(\bar{x}, \bar{y}, \bar{z}) \in \Omega^{1}\left(x^{0}, y^{0}, z^{0}\right)$, if $\bar{z} \neq z^{*}$, from Theorem 2.8, same as the analysis for (10) and (11), we can get

$$
\begin{equation*}
A^{T} \bar{y}+\bar{z}=\nabla f(\bar{x})=\nabla f\left(x^{*}\right) \tag{13}
\end{equation*}
$$

and

$$
L\left(y^{*}, z^{*}\right)=f\left(x^{*}\right)-\nabla f\left(x^{*}\right)^{T} x^{*}+b^{T} y^{*}=L(\bar{y}, \bar{z})=f\left(x^{*}\right)-\nabla f\left(x^{*}\right)^{T} x^{*}+b^{T} \bar{y},
$$

which implies

$$
\begin{equation*}
b^{T} \bar{y}=b^{T} y^{*} \tag{14}
\end{equation*}
$$

Since $z^{*}$ has the maximal number of positive components among all optimal solutions of problem (D), so from Theorem 2.8, for any $i$ with $z_{i}^{*}=0, \bar{z}_{i}=0$. Hence from (7), (13), and (14),

$$
\begin{aligned}
\sum_{z_{i}^{*}>0} \frac{\left(w_{i} \mu\left(1+d_{i}^{0}(t)\right)\right)^{1 / \gamma_{1}}\left(z_{i}^{*}-\bar{z}_{i}\right)}{z(t)_{i}^{\gamma_{2} / \gamma_{1}}} & =x(t)^{T}\left(z^{*}-\bar{z}\right)=x(t)^{T}\left(A^{T} \bar{y}-A^{T} y^{*}\right) \\
& =b^{T} \bar{y}-b^{T} y^{*}=0
\end{aligned}
$$

Thus

$$
\sum_{z_{i}^{*}>0} \frac{\left(w_{i}\left(1+d_{i}^{0}(t)\right)\right)^{1 / \gamma_{1}}\left(z_{i}^{*}-\bar{z}_{i}\right)}{z(t)_{i}^{\gamma_{2} / \gamma_{1}}}=0
$$

which indicates that $\bar{z}$ must have the maximal number of positive components
among all optimal solutions of problem (D) and satisfy

$$
\sum_{z_{i}^{*}>0} \frac{\left(w_{i}\right)^{1 / \gamma_{1}}\left(z_{i}^{*}-\bar{z}_{i}\right)}{\bar{z}_{i}^{\gamma_{2} / \gamma_{1}}}=0 .
$$

Therefore, similar to the claim in the proof of (ii), we know if $\gamma_{1}<\gamma_{2}, \bar{z}$ is the analytic center of the optimal solution set corresponding to $\sum_{z_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{1}}\left(z_{i}\right)^{1-\frac{\gamma_{2}}{\gamma_{1}}}$. If $\gamma_{1}=\gamma_{2}, \bar{z}$ is the analytic center of the optimal solution set corresponding to $-\prod_{z_{i}^{*}>0}\left(z_{i}\right)^{w_{i}^{1 / \gamma} \gamma_{1}}$. If $\gamma_{1}>\gamma_{2}, \bar{z}$ is the analytic center of the optimal solution set corresponding to $-\sum_{z_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{1}}\left(z_{i}\right)^{1-\frac{\gamma_{2}}{\gamma_{1}}}$. Thus the theorem is proved.

## 3. The extended primal-dual affine scaling continuous trajectory

In this section, we study the extended primal-dual affine scaling continuous trajectory which is defined by the solution curve of the following ODE system

$$
\left\{\begin{array}{l}
-\nabla^{2} f(x) \frac{d x}{d t}+A^{T} \frac{d y}{d t}+\frac{d z}{d t}=0  \tag{15}\\
A \frac{d x}{d t}=0, \\
\gamma_{1} X^{\gamma_{1}-1} Z^{\gamma_{2}} \frac{d x}{d t}+\gamma_{2} X^{\gamma_{1}} Z^{\gamma_{2}-1} \frac{d z}{d t}=-X^{\gamma_{1}} Z^{\gamma_{2}} e \\
\left(x\left(t_{0}\right), y\left(t_{0}\right), z\left(t_{0}\right)=\left(x^{0}, y^{0}, z^{0}\right) \in \mathcal{F}^{0}\right.
\end{array}\right.
$$

where

$$
\begin{aligned}
& t_{0}>0, \mu=\frac{e^{T} X^{\gamma_{1}} Z^{\gamma_{2}} e}{n}, \gamma_{1}>0, \gamma_{2}>0, x \in R_{++}^{n}, X=\operatorname{diag}(x) \in R^{n \times n} \\
& z \in R_{++}^{n}, Z=\operatorname{diag}(z) \in R^{n \times n}
\end{aligned}
$$

Note: ODE system (15) is just ODE system (2) with $\sigma=0$. We call this ODE system the extended primal-dual affine scaling ODE system. The unique solution of ODE system (15) defines the extended primal-dual affine scaling continuous trajectory for problem (P). Similar to the weighted primal-dual path-following ODE system (2), this ODE system also has two explicit forms which are same as that of ODE system (2) but with $\sigma=0$. The following assumption is made throughout Section 3.

Assumption 2 The set $\mathcal{F}^{0}$ is nonempty.

### 3.1. Properties of the extended primal-dual affine scaling continuous trajectory

The results of Theorems 2.3, 2.4, 2.5, and 2.6 in Section 2 also hold for this extended primal-dual affine scaling ODE system (15), and the proofs are almost the same, hence we omit them. Now we can define the limit set for the unique solution $(x(t), y(t), z(t))$ of the extended primal-dual affine scaling ODE system (15) as well, which is denoted by $\Omega^{2}\left(x^{0}, y^{0}, z^{0}\right)$, and have the following similar result.

Theorem 3.1 The limit set $\Omega^{2}\left(x^{0}, y^{0}, z^{0}\right)$ is nonempty, compact, and connected. Furthermore $\Omega^{2}\left(x^{0}, y^{0}, z^{0}\right)$ is contained in $\mathcal{F}$.

### 3.2. Optimality of the cluster point(s)

In this subsection, we just show that every accumulation point of the solution of the extended primal-dual affine scaling ODE system (15) is an optimal solution for problems (P) and (D).

THEOREM 3.2 Let $(x(t), y(t), z(t))$ be the unique solution of the extended primaldual affine scaling ODE system (15). Then
(i) $x(t)^{T} z(t) \leq L_{3} e^{-\left(t-t_{0}\right) / \max \left(\gamma_{1}, \gamma_{2}\right)}$, where $L_{3}>0$ is a constant which depends only on $x^{0}, z^{0}, \gamma_{1}$, and $\gamma_{2}$, hence for any point $\left(x^{1}, y^{1}, z^{1}\right) \in \Omega^{2}\left(x^{0}, y^{0}, z^{0}\right)$, $x^{1}$ is an optimal solution of problem $(P),\left(y^{1}, z^{1}\right)$ is an optimal solution of problem ( $D$ ).
(ii) For any $1 \leq i \leq n$,

$$
\left(x(t)_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}-\mu\right)=e^{-\left(t-t_{0}\right)}\left(x\left(t_{0}\right)_{i}^{\gamma_{1}} z\left(t_{0}\right)_{i}^{\gamma_{2}}-\mu^{0}\right)
$$

where $\mu^{0}=\frac{e^{T} X\left(t_{0}\right)^{\gamma_{1}} Z\left(t_{0}\right)^{\gamma_{2}} e}{n}$.
Proof. The proof is similar to the proof of Theorem 2.8.

### 3.3. Convergence of the extended primal-dual affine scaling continuous trajectory

Now, it comes to the key result of Section 3. Theorem 3.3 below shows that the solution of the extended primal-dual affine scaling ODE system (15) converges to the analytic centers of the optimal solution sets corresponding to some convex functions which depend on the initial point as $t \rightarrow+\infty$ and is actually a weighted central path. Similar to Theorem 2.11, we let $x^{*}$ and $\left(y^{*}, z^{*}\right)$ be optimal solutions for problems (P) and (D), respectively, such that $x^{*}$ and $z^{*}$ have the maximal numbers of positive components among all optimal solutions.

ThEOREM 3.3 Let $(x(t), y(t), z(t))$ be the unique solution of the extended primaldual affine scaling ODE system (15), $c_{i}^{0}=\frac{\left(x_{i}^{0}\right)^{\gamma_{1}}\left(z_{i}^{0}\right)^{\gamma_{2}}}{\mu^{0}}$ and $\mu^{0}=\frac{e^{T} X\left(t_{0}\right)^{\gamma_{1}} Z\left(t_{0}\right)^{\gamma_{2}} e}{n}$. Then
(i) for any $1 \leq i \leq n$,

$$
x(t)_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}}=\frac{x\left(t_{0}\right)_{i}^{\gamma_{1}} z\left(t_{0}\right)_{i}^{\gamma_{2}}}{\mu_{0}} \mu
$$

(ii) The same as (ii) of Theorem 2.11 but with $w_{i}=c_{i}^{0}$.
(iii) The same as (iii) of Theorem 2.11 but with $w_{i}=c_{i}^{0}$.

Proof. The proof is similar to the proof of Theorem 2.11.

## 4. The weighted central path family

In Section 2, the weighted primal-dual path-following continuous trajectory (2) contains the weighted central path if the initial point is on the central path. The
weighted central path actually comes from the following equation system:

$$
\left(\begin{array}{c}
A^{T} y+z \\
A x \\
X^{\gamma_{1}} Z^{\gamma_{2}} e
\end{array}\right)=\left(\begin{array}{c}
\nabla f(x) \\
b \\
\mu w
\end{array}\right),
$$

where $x>0, z>0, \mu>0$ is the parameter and $w \in R_{++}^{n}$ is a given weighted vector. Taking derivative with respect to $\mu$ in the above equation, we can get

$$
\frac{d x}{d \mu}=\frac{1}{\gamma_{1} \mu}\left[I+\frac{\gamma_{2}}{\gamma_{1}} D P_{A D} D \nabla^{2} f(x)\right]^{-1} D P_{A D} D \nabla f(x)
$$

where $D=W^{-\frac{1}{2 \gamma_{2}}} X^{\frac{\gamma_{1}+\gamma_{2}}{2 \gamma_{2}}}$ and $P_{A D}=I-D A^{T}\left(A D^{2} A^{T}\right)^{-1} A D$. Let $t=\mu^{-\frac{1}{\gamma_{2}}}$. Then the above ODE system becomes

$$
\frac{d x}{d t}=-\left[\frac{\gamma_{1}}{\gamma_{2}} I+t D P_{A D} D \nabla^{2} f(x)\right]^{-1} D P_{A D} D \nabla f(x) .
$$

If we do not require the initial point to be on the central path, we can get the following ODE system

$$
\begin{equation*}
\frac{d x}{d t}=-\left[\frac{\gamma_{1}}{\gamma_{2}} I+t D P_{A D} D \nabla^{2} f(x)\right]^{-1} D P_{A D} D \nabla f(x), x\left(t_{0}\right)=x^{0} \in \mathcal{P}^{++} \tag{16}
\end{equation*}
$$

where

$$
\begin{aligned}
& t_{0}>0, \gamma_{1}>0, \gamma_{2}>0, x \in R_{++}^{n}, X=\operatorname{diag}(x) \in R^{n \times n}, \\
& w \in R_{++}^{n}, W=\operatorname{diag}(w), D=W^{-\frac{1}{2 \gamma_{2}}} X^{\frac{\gamma_{1}+\gamma_{2}}{2 \gamma_{2}}} .
\end{aligned}
$$

We call this ODE system the weighted central path family ODE system. The unique solution of ODE system (16) defines the weighted central path family (a continuous trajectory) for problem (P). For ODE system (16), we sometimes use its equivalent implicit form

$$
\begin{equation*}
\frac{d x}{d t}=-\frac{\gamma_{2}}{\gamma_{1}} D P_{A D} D\left[\nabla f(x)+t \nabla^{2} f(x) \frac{d x}{d t}\right], x\left(t_{0}\right)=x^{0} \in \mathcal{P}^{++} \tag{17}
\end{equation*}
$$

The following assumptions are made throughout Section 4.
Assumption 3 The optimal solution set of problem ( P ) is non-empty and bounded.
Assumption 4 The set $\mathcal{P}^{++}$is not empty.

### 4.1. Properties of the weighted central path family

Similar to Theorem 2.3, there exists a unique solution $x(t)$ on the maximal existence interval for this weighted central path family ODE system (16). In the linear case, the weighted central path family is actually the weighted affine scaling continuous trajectory [20]. In [20], Adler and Monteiro used some auxiliary optimization problems and auxiliary continuous trajectories $y(\mu)$ and $z(\mu)$ to study the limiting behavior of the affine scaling continuous trajectories. Here we also adopt the
same strategy. In order to propose the auxiliary optimization problems, we choose a $y^{0} \in R^{m}$, and let $z^{0}=\nabla f\left(x^{0}\right)-A^{T} y^{0}, p=t_{0} z^{0}-X\left(t_{0}\right)^{-\frac{\gamma_{1}}{\gamma_{2}}} W^{\frac{1}{\gamma_{2}}} e$. Then we get the following lemma.

Lemma 4.1 For any $t \geq t_{0}$, the following optimization problem

$$
\begin{array}{ll}
\min & f(x)-\frac{1}{t}\left(p^{T} x+\sum_{i=1}^{n} q_{i}(x) w_{i}^{\frac{1}{\gamma_{2}}}\right)  \tag{Pt}\\
\text { s.t. } & A x=b, x>0,
\end{array}
$$

where

$$
q_{i}(x)= \begin{cases}\frac{\gamma_{2}}{\gamma_{2}-\gamma_{1}} x_{i}^{1-\frac{\gamma_{1}}{\gamma_{2}}} \text { if } \gamma_{1} \neq \gamma_{2} \\ \ln x_{i} & \text { if } \gamma_{1}=\gamma_{2}\end{cases}
$$

has a unique optimal solution, and all optimial solutions are contained in a bounded set.

Proof. For $t=t_{0}$, this is evident since $\left(x^{0}, y^{0}, z^{0}\right)$ satisfies the following KKT system

$$
\left\{\begin{array}{l}
A^{T} y^{0}+z^{0}=\nabla f\left(x^{0}\right),  \tag{18}\\
A x^{0}=b, x^{0}>0, \\
t_{0} z^{0}=X\left(t_{0}\right)^{-\frac{\gamma_{1}}{\gamma_{2}}} W^{\frac{1}{\gamma_{2}}} e+p
\end{array}\right.
$$

Since for $t=t_{0}$, the objective function is strictly convex, implying that the optimal solution set is a single point $\left(x^{0}, y^{0}, z^{0}\right)$ which must be bounded. Hence from Theorem 24 in [41], the level set will be of course bounded as well. For any $\alpha>0$, $t_{0}<t<3 t_{0}$ and $x \in \mathcal{P}^{++}$, if

$$
f(x)-\frac{1}{t}\left(p^{T} x+\sum_{i=1}^{n} q_{i}(x) w_{i}^{\frac{1}{\gamma_{2}}}\right) \leq \alpha,
$$

then

$$
\begin{aligned}
f(x)-\frac{1}{t_{0}}\left(p^{T} x+\sum_{i=1}^{n} q_{i}(x) w_{i}^{\frac{1}{\gamma_{2}}}\right) & \leq \frac{t}{t_{0}} \alpha-\left(\frac{t}{t_{0}}-1\right) f(x) \\
& \leq \frac{t}{t_{0}} \alpha-\left(\frac{t}{t_{0}}-1\right) f\left(x^{*}\right) \leq 3 \alpha+2\left|f\left(x^{*}\right)\right|,
\end{aligned}
$$

where $x^{*}$ is an optimal solution for problem (P). The above inequality implies that $x$ is bounded, hence the level set for $t_{0}<t<3 t_{0}$ is bounded. For any $\alpha>0, t>2 t_{0}$ and $x \in \mathcal{P}^{++}$, if

$$
f(x)-\frac{1}{t}\left(p^{T} x+\sum_{i=1}^{n} q_{i}(x) w_{i}^{\frac{1}{\gamma_{2}}}\right) \leq \alpha,
$$

then

$$
\begin{aligned}
f(x) & \leq \frac{t}{t-t_{0}} \alpha-\frac{t_{0}}{t-t_{0}}\left(f(x)-\frac{1}{t_{0}}\left(p^{T} x+\sum_{i=1}^{n} q_{i}(x) w_{i}^{\frac{1}{\gamma_{2}}}\right)\right) \\
& \leq 2 \alpha-\frac{t_{0}}{t-t_{0}}\left(f\left(x^{0}\right)-\frac{1}{t_{0}}\left(p^{T} x^{0}+\sum_{i=1}^{n} q_{i}\left(x^{0}\right) w_{i}^{\frac{1}{\gamma_{2}}}\right)\right) \\
& \leq 2 \alpha+2\left|f\left(x^{0}\right)-\frac{1}{t_{0}}\left(p^{T} x^{0}+\sum_{i=1}^{n} q_{i}\left(x^{0}\right) w_{i}^{\frac{1}{\gamma_{2}}}\right)\right|,
\end{aligned}
$$

which implies that $x$ is bounded since the level set for problem $(\mathrm{P})$ is bounded under Assumption 3, hence the level set for $t>2 t_{0}$ is also bounded. Therefore for any $t \geq t_{0}$, the level set for problem ( Pt ) is bounded, and the bound is independent of $t$. Since the objective function for problem ( Pt ) is strictly convex for any $t \geq t_{0}$, it has a unique optimal solution, moreover all optimal solutions are contained in a bounded set.

From Lemma 4.1, we can get the auxiliary continuous trajectories $y(t)$ and $z(t)$.
Theorem 4.2 There exist two auxiliary continuous trajectories $y(t)$ and $z(t)$ for $t \geq t_{0}$ such that $(x(t), y(t), z(t))$ satisfies the following system

$$
\left\{\begin{array}{l}
A^{T} y(t)+z(t)=\nabla f(x(t)),  \tag{19}\\
A x(t)=b, x(t)>0, \\
t z(t)=X(t)^{-\frac{\gamma_{1}}{\gamma_{2}}} W^{\frac{1}{\gamma_{2}}} e+p,
\end{array}\right.
$$

where $x(t)$ is the unique solution of the weighted central path family ODE system (16).

Proof. From Lemma 4.1, for any $t \geq t_{0}$, there exists a unique solution for system (19). Since $f(x) \in C^{3}$ on $R^{n}$, we can take derivative of system (19) with respect to $t$ and get the $\frac{d x}{d t}$ which is actually the right-hand side of the weighted central path family ODE system (16). Hence the unique solution $x(t)$ of system (19) is actually the unique solution of ODE system (16).

Theorem 4.2 also shows the existence of $x(t)$ for any $t \geq t_{0}$, i.e., the maximal existence interval of $x(t)$ in (16) is $\left[t_{0},+\infty\right)$. Next we show that $y(t)$ and $z(t)$ are also bounded.

Theorem 4.3 The auxiliary continuous trajectories $y(t)$ and $z(t)$ are bounded.
Proof. From system (19), we have

$$
\begin{equation*}
X^{\frac{\gamma_{1}}{\gamma_{2}}} z=\frac{1}{t}\left[W^{\frac{1}{\gamma_{2}}} e+X^{\frac{\gamma_{1}}{\gamma_{2}}} p\right] \tag{20}
\end{equation*}
$$

since $x(t)$ is bounded, we know $x(t)_{i}^{\gamma_{1}} z(t)_{i}^{\gamma_{2}} \rightarrow 0$ as $t \rightarrow+\infty$. Then similar to the proof of Theorem 2.5, we can prove $y(t)$ and $z(t)$ are bounded as well.

Now we can define the limit set for the unique solution $(x(t), y(t), z(t))$ of system (19) as well, which is denoted by $\Omega^{3}\left(x^{0}, y^{0}, z^{0}\right)$, and have the following similar results.

THEOREM 4.4 The limit set $\Omega^{3}\left(x^{0}, y^{0}, z^{0}\right)$ is nonempty, compact, and connected. Furthermore $\Omega^{3}\left(x^{0}, y^{0}, z^{0}\right)$ is contained in $\mathcal{F}$.

### 4.2. Optimality of the cluster point(s)

In this subsection, we just show that every point in $\Omega^{3}\left(x^{0}, y^{0}, z^{0}\right)$ is an optimal solution for problems (P) and (D).

THEOREM 4.5 For any point $\left(x^{1}, y^{1}, z^{1}\right) \in \Omega^{3}\left(x^{0}, y^{0}, z^{0}\right), x^{1}$ is an optimal solution of problem $(P),\left(y^{1}, z^{1}\right)$ is an optimal solution of problem $(D)$.

Proof. From (20), we can get for any $1 \leq i \leq n,\left(x_{i}^{1}\right)^{\gamma_{1}}\left(z_{i}^{1}\right)^{\gamma_{2}}=0$, which indicates $x_{i}^{1} z_{i}^{1}=0$. Furthermore from system (19), we have $z(t)>\frac{p}{t}$ and $x(t)>0$, which imply $x^{1} \geq 0$ and $z^{1} \geq 0$. From system (19), we also have

$$
A^{T} y^{1}+z^{1}=\nabla f\left(x^{1}\right), A x^{1}=b
$$

Hence $\left(x^{1}, y^{1}, z^{1}\right)$ satisfies the KKT system for problems (P) and (D).

### 4.3. Convergence of the weighted central path family

Theorem 4.6 below shows that the solution of the weighted central path family ODE system (16) converges to the analytic centers of the optimal solution sets corresponding to some convex functions. Similar to Theorem 2.11, we let $x^{*}$ and $\left(y^{*}, z^{*}\right)$ be optimal solutions for problems (P) and (D), respectively, such that $x^{*}$ and $z^{*}$ have the maximal numbers of positive components among all optimal solutions.

THEOREM 4.6 Let $(x(t), y(t), z(t))$ be the unique solution of system (19). Then
(i) a) if $\gamma_{1}<\gamma_{2}$, then $x(t)$ will converge to the analytic center of the optimal solution set of problem ( $P$ ) corresponding to $-\left(\sum_{x_{i}^{*}>0} \frac{\gamma_{2}}{\gamma_{2}-\gamma_{1}}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}+p^{T} x\right) ;$
b) if $\gamma_{1}=\gamma_{2}$, and either there exists a pair of primal and dual optimal solutions satisfying the strict complementarity or $f(x)$ is analytic, then $x(t)$ will converge to the analytic center of the optimal solution set of problem ( $P$ ) corresponding to $-\left(\sum_{x_{i}^{*}>0}\left(w_{i}\right)^{1 / \gamma_{2}} \ln x_{i}+p^{T} x\right)$;
c) if $\gamma_{1}>\gamma_{2}$ and $f(x)$ is analytic, then $x(t)$ will converge to the analytic center of the optimal solution set of problem $(P)$ corresponding to

$$
-\left(\sum_{x_{i}^{*}>0} \frac{\gamma_{2}}{\gamma_{2}-\gamma_{1}}\left(w_{i}\right)^{1 / \gamma_{2}}\left(x_{i}\right)^{1-\frac{\gamma_{1}}{\gamma_{2}}}+p^{T} x\right)
$$

(ii) The same as (iii) of Theorem 2.11.

Proof. From system (19), we have

$$
x_{i}(t)=\frac{t^{-\frac{\gamma_{2}}{\gamma_{1}}} w_{i}^{\frac{1}{\gamma_{1}}}}{\left(z_{i}(t)-\frac{p_{i}}{t}\right)^{\frac{\gamma_{2}}{\gamma_{1}}}}>0,
$$

for any $i=1, \ldots, n$. Hence by using system (19), similar to the proof of Theorem 2.11, we can prove this theorem.

## 5. Conclusions

In this paper, three interior point continuous trajectories are fully studied for linearly constrained convex programming. Under some mild conditions and with proper choice of some parameters, all three continuous trajectories converge to some optimal solution(s) of convex programming without requiring either the strict complementarity or the analyticity of the objective function. Another very attractive feature for our three interior point continuous trajectories is that the initial point is only required to be in the interior of the feasible region. Therefore, many iterative solution schemes can be constructed based on these three interior point continuous trajectories for solving convex programming with general linear constraints. We will investigate these solution schemes in our future research.
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