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Abstract – Academic progresses of students are measured by using variety of 

statistical analysis techniques like central tendency, variability, percentiles and 

others. These measures help the teaching professionals to understand their student 

progress in their class. A relatively simple technique that can be used for exploratory 

data analysis is the Spearman rank correlation coefficient. In this paper the authors 

describe how the Spearman rank correlation coefficient can be used as a statistical 

tool to find out the correlation between two different types of assessments for a 

mathematics unit as a case study. This method is perhaps the simplest method for 

calculation of coefficient correlation. Is a non parametric technique for evaluating the 

degree of linear association or correlation between two independent variables. It is 

operates on the ranks of the data rather than the raw data. The case study result show 

that existence of a positive correlation of medium order between the formative and 

summative assessments. That is, increase in formative assessment the summative 

assessment also increase. In other words, some students who scored high in the 

formative assessment only managed to get medium scores in the summative 

assessment and vice versa.   
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INTRODUCTION 

 

Academic progresses of students are measured by using variety of statistical analysis 

techniques like central tendency (mean, median and mode), variability (range, quartile 

deviation, average deviation and standard deviation) and percentiles. These measures 

help the teaching professionals to understand their student progress in their class. At 

the same time technique like standard scores (Z scores and T scores) are useful in 

interpretation of the results of an examination (M.Bhandarkar, 2007). Therefore 

statistical measures and techniques are useful in evaluating the progress of students. A 

relatively simple technique that can be used for exploratory data analysis is the 

Spearman rank correlation coefficient (Thomas, 2001). In this paper the authors 

describe how the Spearman rank correlation coefficient can be used as a statistical tool 
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to find out the correlation between two different types of assessments for a 

mathematics unit. 

 

The main author teaches Mathematics and Statistics for undergraduates. According to 

him some of the important questions are still yet to be answered. For example, why 

the students of equal ability differ in their achievements? Can student scoring good 

marks in mathematics also score good marks in physics?  Do the marks scored in 

mathematics have any relationship to the marks scored in programming? These are 

some of the questions which strike his mind. According to him the teaching 

professionals can only find out the answers to these types of questions if they have 

adequate knowledge about correlation which exits among the various subjects or units. 

The authors also believe that knowledge of correlation is extremely essential to make 

the teaching and learning more effective.  

 

Correlation -Interrelation between two variables is known as correlation which 

indicates how change in one variable affects the other variable. The correlation among 

more than two variables is a multiple correlation and correlation between two 

variables is a simple or liner correlation (Walpole et al, 2002). Correlation also can be 

divided into five different categories: Positive correlation, Perfect positive Correlation, 

Zero Correlation, Negative Correlation and Perfect Negative Correlation. There are 

three factors have to be considered in understanding the correlation. 1. The direction 

of correlation. (positive or negative), 2.The existence of correlation between the 

variables and 3.The extent of correlation. (High, Medium or Low) (M.Bhandarkar, 

2007). 

 

Coefficient of correlation - A constant which denotes the extent of correlation that 

exists between the two variables is known as coefficient of correlation. Since, the 

coefficient of correlation is a ratio, it has no unit. In general, coefficient of correlation 

is denoted by ρ (rho). The limit of coefficient correlation extends from -1 to +1 where 

the positive or negative signs indicate the nature or direction of correlation. In 

statistics, the value of the correlation coefficient varies between +1 and -1. When the 

value of the correlation coefficient is ± 1, then it is said to be a perfect correlation 

between the two variables. As the value goes towards zero, the relationship between 

the two variables will be weaker (Myers et al, 2003). There are three types of 

correlation coefficients in statistics: Pearson correlation, Kendall rank correlation and 

Spearman correlation (William C. 2005). The case study in these paper focuses on 

Spearman Rank Difference Method.  

 

A CASE STUDY 

 

The sample comprised 18 students who enrolled in the Mathematics 277 unit semester 

1, 2010 in their second year engineering programme in Curtin University of 

Technology Sarawak Campus, Sarawak, Malaysia. Mathematics 277 is a core unit in 

the course of Bachelor of Electrical and Computer Engineering. Assessment details 
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are as follows: Formative Assessment (Online Quizzes and Assignments) is 40% and 

Summative Assessment (Final Exam) is 60%. The main author is the lecturer cum 

examiner for Mathematics 277 unit and the score distribution for the formative and 

summative assessments raw score is given in the Table 1. 

 

Objective of the study - The case study intended to find out is there any correlation 

between the students score in formative and summative assessment for Mathematics 

277 unit by computing the coefficient of correlation using Spearmen’s rank method.   

 

METHODOLOGY 

 

Spearman’s Rank Difference Method – This method is perhaps the simplest method 

for calculation of coefficient correlation. Is a non parametric technique for evaluating 

the degree of linear association or correlation between two independent variables. It is 

similar to Pearson’s product moment correlation coefficient except that it operates on 

the ranks of the data rather than the raw data. Spearman’s rank order correlation ρ  (or 

rho) determines the relationship between two sets of ordinal data (usually paired) that 

initially appear in rank order or have been converted to rank order (Walpole et al, 

2003). There are advantages to using Spearman’s rank correlation coefficient over 

other common product moment correlation coefficients. It is a non parametric 

technique so it is unaffected by the distribution of the population. Because the 

technique operates on the ranks of the data it is insensitive to outliers and there is no 

requirement that the data be collected over regularly spaced intervals. It can be used 

with very small sample sizes and it is easy to apply.  

 

There are three imported steps in the case study: 1.Compute the coefficient of 
correlation by Spearman’s rank method, 2.Interpret the coefficient of correlation and 
3. Perform the hypothesis test to test the significance of the correlation (Singaravelu 
and Sivasubramanian, 2010).  
 

Steps1:  Computing Coefficient of Correlation by Spearman’s Rank Method 

 

• Each variable (formative and summative assessments scores) is ranked 

separately from lowest to highest (e.g. 1, 2, 3, etc). Ranks for the formative 

and summative assessments are denoted by �� and �� respectively. 

• If two or more students obtain equal scores, then same rank was given to them. 

Therefore the average of the concerned rank is computed. It is an average of 

their ranks in the ascending order of the values. For example (Refer to Table 

1), rank 9.5 (column��) is given to students 3 and 4 by obtaining average of 9
th

 

and 10
th

 rank.  

• Calculate the difference (D) between two ranks by subtracting �� from 

��, i.e.  � � �� 	 ��. Take note that if the sum of differences  
∑�� comes 

out to be zero, then we can conclude that the steps followed are correct. 

• The differences are squared
���.  
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• All �� are summed up and the total is denoted by
∑���. 

• Compute the value of Spearman’s rank correlation coefficient ρ (rho) by using 

the equation 1(Myers et al, 2003; Maritz, 1981). 

    ρ � 1 	
�∑D�

N
N����
       (Equation 1) 

 

Where, ρ (rho) is Spearman’s rank order correlation coefficient,  

D is the difference between ranks for the two observations within a pair 

N represents the total number of pair data. 

   
Step 2: Interpretation of Coefficient of Correlation  

 

Once the value of coefficient of correlation computed by using equation 1 the 
approximate interpretation of the correlation coefficient can be refer to Table 2. 

 

Step 3: Hypothesis Testing  
 
• We assume that there is no correlation between formative and summative 

assessment by saying that the null hypothesis is zero otherwise the alternative 
hypothesis that it is not equal to zero at the 0.05 level of significance. 

Null Hypothesis HO: � � 0 vs Alternative Hypothesis   HA: � � 0 

• Significance level  � � 0.05 
• Find the Critical Value of Spearman’s Rank Correlation by referring to Table 3.  

• To determine whether  the rho coefficient is statistically significant (e.g., reject 
the null hypothesis that the rho is zero), compare the calculated rho with rho 
value found in Table 3 corresponding to the two sets of data R1 and R2 . 

• If the calculated rho is equal to or greater than the tabulated rho, reject the null 
hypothesis at the 5% level of confidence. If the calculated rho is less than the 
tabulated rho, fail to reject the null hypothesis (reject alternative hypothesis) at 
the 5% level of confidence. 

• Conclusion: The rejection of the null hypotheses gives the conclusion that there 
is a significant correlation or linear relationship between the formative and 
summative assessments otherwise there was no correlation. 

 

 RESULT AND DISCUSSION 
 

Correlation - The Table 1 shows that total sum of Ds 
∑D�  are equal to zero therefore 
can confirm that the ranks are calculated correctly. The Spearman rank correlation 
coefficient (ρ) calculated by two methods where the ρ equal to 0.53 was calculated by  

using the equation 1is given below.  

ρ � 1 	
�
���.���

��
������
� 0.53  

 

and the ρ equal to 0.522 was given by the SPSS output Table 4. Both values are 
almost same and only different in term of decimal point. 



 

Table 1: Distribution of Scores and Rank for Formative and Summative Assessment
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Table 3: Table for the Critical Value
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The two variables are said to be positively correlated because
0.53). The value of 0.53 shows
two variables are medium order. 
decrease in one variable also 
variable. 

 
Hypothesis Testing – The calculated
correlation coefficient of 0.476
of significance in the two-tailed test with N = 18. 
than the tabulated rho. Therefore 
confidence. The rejection of 
significant correlation or line
assessments.  

CONCLUSIONS AND RECOMMENDATIONS

The value of  ρ � �0.53.  The value
indicating the existence of 
formative and summative assessment
summative assessment also increase. 
in the formative assessment only manage
assessment and vice versa. While 
between the two sets of ranks R

he Critical Value of Spearman’s Rank Correlation (one 

two variables are said to be positively correlated because of the positive
shows that the strength of the linear relationship between the 

medium order. Therefore we can interpret that any 
 can causes increase or decrease respectively in 

The calculated ρ � 0.53 and from Table 3, the tabulated
476 is required for statistical significance at the 0.025 level 

tailed test with N = 18.  The calculated rho is clearly 
Therefore we reject the null hypothesis at the 5% level of 

ion of the null hypotheses gives the conclusion that there is a 
significant correlation or linear relationship between the formative and 

 

CONCLUSIONS AND RECOMMENDATIONS 

 

.  The value of rho is positive and of medium order, 
ence of a positive correlation of medium order between the 

summative assessments. That is, increase in formative assessment the 
summative assessment also increase. In other words, some students who 

formative assessment only managed to get medium scores in the 
While ρ = +1.00  represents a perfect positive correlation 

between the two sets of ranks R1 and R2, the difference ∆ρ = 0.47 gives a rough 
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(one – tailed) 

positive sign (+ 
that the strength of the linear relationship between the 

any increase or 
causes increase or decrease respectively in the other 

tabulated rho 
at the 0.025 level 

clearly greater 
reject the null hypothesis at the 5% level of 

that there is a 
formative and summative 

is positive and of medium order, 
between the 

That is, increase in formative assessment the 
 scored high 

the summative 
represents a perfect positive correlation 

 = 0.47 gives a rough 
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estimate of the proportion of students whose ranks R1 and R2 failed to correlate as 
explained above.  

 

The most important disadvantage of rank difference method is that it is useful only if 
the number of scores N is less than 30. If N is more than 30, this method is not useful. 
The method becomes complicated as the number of scores increases. Another 
disadvantage is that the data there is loss of information when the data are converted 
to ranks and if the data are normally distributed, it is less powerful than the Pearson 
correlation method. In that case, the Peason’s Product Moment Method is 
recommended for calculation of coefficient of correlation.  
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