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Abstract-The evolution of Collaborative Environments to-
wards Digital Ecosystems comes with increased risks to per-
sonal data and entity privacy. To address privacy protection
concerns we propose a conceptual framework that integrates
technical, legal and contextual components to provide com-
prehensive system wide privacy. Part of the framework is a
Privacy Evaluator Module (PEM). The PEM's function is to
assimilate individual information system privacy protection
strategies into a consistent ecosystem wide approach.

Index Terms-Privacy, PETs, Privacy Regulations, TLC
Privacy Protection, Privacy Evaluator Module.

I. INTRODUCTION

The field of Digital Ecosystems' (DE) was first defined
in 2002 [1] and provides many innovative ways of applying
information and communications technology. Recent re-
search into the field of Digital Ecosystems has produced a
number of potentially beneficial results for knowledge shar-
ing and increasing productivity for small to medium enter-
prises. DE's by their very nature promote cooperation and
the development of open and adaptive technologies [2].
Such environments present many interesting issues and
challenges for information privacy and data security. As
with classical computer system evolution the relatively new
field of digital ecosystems is already at risk of following a
similar path of overlooking information privacy concerns.
Clarke [3] defines information privacy as being a combina-
tion of communications privacy and data privacy. He for-
mally defines it as '... the interest an individual has in con-
trolling, or at least significantly influencing, the handling of
data about themselves' [3]. An individual's concern about
their information privacy is a significant issue regardless of
the technology used to implement the information systems
the entities are interacting with. It is widely regarded that
many of the current information systems privacy inadequa-
cies derive from the fact that privacy was never a serious
consideration during the development life cycle of the sys-
tems [4]. This is in addition to the fact that the idea of pri-
vacy is itself very subjective in nature, unique to each indi-
vidual and influenced by a broad range of factors from con-
text to culture [5, 6]. From a financial perspective the abil-
ity to place monetary values on individual privacy is very
difficult and therefore hard to integrate such factors into
system design specifications and costing [7].

Modern privacy solutions are often derived from the ap-
plication, both in combination and isolation, of the four
main models of privacy protection [8]. The models are

Comprehensive Laws, Sectoral Laws, Self Regulation, and
Technologies of Privacy. Of interest to our own work is the
impact of digital ecosystems on information privacy and
what modifications are required for privacy enhancing
technologies (PETs) to operate effectively in digital ecosys-
tems. The reason being is that many of the technology of
privacy solutions rely on varying levels of computationally
secure methods, such as encryption, to provide security and
privacy of personal data [9]. With progression to more open
collaborations and increased data sharing, application and
regulation of personal data protection methods will become
more complex. Privacy considerations in Digital Ecosys-
tems have to date only received minimal attention. Mention
has been made of privacy from a civil liberties perspective
[10]. In this context privacy protection is seen as being of-
fered through legal and regulatory methods. Privacy has
also been identified as one element of the 'Top Ten Truths
About Digital Ecosystems' [11]. Privacy protection en-
forcement and information security issues arise due to the
self-organizing and dynamic nature of digital ecosystems.

The focus of this paper is to provide a foundational per-
spective of our work investigating Information Privacy is-
sues in the realm of digital ecosystems. We propose that
solutions to address the increased privacy threats posed by
digital ecosystems are fundamentally similar to those re-
quired for current information privacy issues for collabora-
tive environments. That is, not only does Information Pri-
vacy conformance need to be integrated from system incep-
tion, but an effective privacy solution must be a symbiotic
moulding of technical, legal, and social elements. Due to
the complex systems involved and their self-organizing na-
ture no single model of privacy protection is adequate for
digital ecosystems. Rather, all models need to be incorpo-
rated into the environments and continually monitored and
updated to ensure they maintain privacy while also facilitat-
ing the functionality of digital ecosystems.

The rest of the paper follows a common structure outline
as follows. Section 2 provides relevant background material
on Information Privacy for data at rest and in transit. Addi-
tionally, what constitutes a Digital Ecosystems and how
they have evolved is also discussed. Current collaborative
environment approaches to Information Privacy and Data
Security is included in Section 3. Section 4 provides our
proposals on what can be done to insure information pri-
vacy protection in Digital Ecosystems. The TLC Frame-
work for Digital Ecosystems is detailed in Section 5. A
brief conclusion and future work is provided in Section 6.
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II. BACKGROUND AND RELATED WORK

Digital Ecosystems and the operational environment
they foster may inherent many of the same privacy issues
that are faced by classical information systems and com-
munication technologies [12]. However, it is the possibility
that many unforeseeable privacy problems may be part of
the new technology and therefore need investigation in the
digital ecosystem context. Our focus is on Information Pri-
vacy rather than Information Security, and specifically the
development of a comprehensive system wide approach to
information privacy. From a technological perspective this
involves the development and integration of Privacy En-
hancing Technologies [13] into Digital Ecosystems. The
uniqueness of privacy in terms of its subjective nature and
openness to individual interpretation and representation has
allowed it to evolve with advances in technology, society,
culture and values [14]. In the field of IS research privacy
solutions are not always based on technological approaches.
The use and enforcement of legal regulations, laws (sectoral
and comprehensive), and even self regulation attempts will
still be applicable and perhaps even more significant to in-
formation privacy in digital ecosystems. However, protec-
tion against intentional malicious attacks is still heavily re-
liant on technological solutions. Therefore, when approach-
ing information privacy issues in the environments that en-
courage openness, information sharing and dynamic con-
figurations all models of privacy protection should be
evaluated and utilized where ever possible.

According to the Common Criteria [15] privacy re-
quirements for identity and privacy protection are con-
cerned with anonymity, pseudonymity, unlinkability and
unobservability. These set of requirements also provide a
baseline level of protection requirements for privacy en-
hancing technologies (PETs). A major set of tools that fa-
cilitate these requirements is that of encryption. Encryption
in general is used to protect information stored on a com-
puter or transmitted over communication networks. By pre-
venting access to data it also helps protect privacy. A num-
ber of PETs make extensive use of encryption in some
manner to help protect privacy. These include the Identity
Protector [16], Privacy Shield [17], and Privacy Protector
[18]. The form of encryption used is normally based on
some form of Public Key Infrastructure (PKI), RSA, and
other computationally hard (from a classical sense) algo-
rithms. With such requirements comes the need for some
consistent key storage medium as well as a way of ensuring
the keys are correct and enforceable. This is a challenging
issue then for environments that are able to dynamically
configure themselves and allow an equally diverse set of
system users. Digital ecosystems are about building virtual
communities sharing business, knowledge, and infrastruc-
tures [19]. Operation of such environments also allows the
connection of multiple data sources. When used in combi-
nation with advanced data mining and profiling algorithms,
access to and generation of, personal profiles would be
more readily available community members. This is a ma-
jor risk to users wishing to protect their privacy and avoid
being subject to profiling and other targeted personal data
analysis.

With any new information technology with potential
risks for privacy also come the potential for privacy bene-
fits. The field of digital ecosystems is no exception. Perhaps
the biggest advantage of the new technology is the fact it is
so new. Being in its infancy allows system designers to
hopefully learn from previous mistakes, in particular the
design oversights of classical systems when considering
information privacy. Privacy by design is a key concept that
should be applied to all new information systems, whether
they are classical or dynamic in nature. Even hybrid combi-
nations of both technologies should offer better privacy
protection to the users of the systems. For example, while
all aspects envisaged for digital ecosystems are still some
time away from general use, there has been substantial re-
search conducted on privacy in collaborative environments
and e-Business infrastructures [17, 20].

Collaborative environments and networked organiza-
tions may not support all the traits expected from digital
ecosystems. However, they are part of the evolutionary path
that has led to digital ecosystems [1], so many of their pri-
vacy issues that have been and are currently being investi-
gated are also applicable. What is important is the fact that
information privacy benefits from any type of exposure.
Raising user and system owner's awareness is an important
phase in the over all process of protection of personal data
and entity privacy. Digital ecosystems are aimed at empow-
ering small to medium enterprises allowing them to form
transitory structures through collaboration. Digital ecosys-
tems not only facilitate knowledge transfer but also re-
source and expertise sharing. An ideal situation is to ensure
that privacy best practises can be formulated and spread by
the sharing of resources. Perhaps one member of the com-
munity does provide privacy protection to which other
members are able to benchmark against. The synergy of
sharing community resources should not be limited to only
business related objectives. Rather it should also encompass
the knowledge of providing effective information privacy
and security. Our work serves two purposes then. Firstly to
highlight potential threats to information privacy and any
advantages that may be gained from digital ecosystems.
Secondly, we propose a framework to address the threats to
privacy in digital ecosystems. We show that many of these
solutions will require a unique moulding of technical, legal
and social elements to ensure information privacy is pre-
served.

III. INFORMATION PRIVACY IN INFORMATION SYSTEMS

The evolutionary path to digital ecosystems is one that is
composed of a number of phases. Each phase is part of a
continuous process made up of a set of sequential steps [1].
These steps represent the progressive adoption of more
complex information systems and increasing inter-
connection between them. The phases are listed as being:
E-mail; Web-presence; E-Commerce; E-Business; Net-
worked organizations; and Digital Ecosystems. In each
phase the level of interaction and data exchanges between
different entities is increasing. That is, more information is
required at each progression through the sequential steps in
order for the phase to function correctly. For example,
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email may take place between any two entities. The content
of the emails, option of replying and who they are sent to
and received by is under the control of the entities involved.
The main risk to privacy at this level of interaction is email
interception, viewing by unknown entities, and unauthor-
ized access. Towards the later phases of the evolution such
as Networked organizations, many entities, systems and
processes are involved. The amount of data exchanged be-
tween member organizations has increased significantly
and so to has the risk to entity privacy. In our research con-
text an entity can be an individual, a group, or an organiza-
tion. A formal Information Privacy taxonomy is provided in
[21] where these terms are defined in more detail and ap-
plied to our own work.

Digital ecosystems are the next evolutionary step in the
move towards interaction across multiple domains of multi-
disciplinary nature. Current collaborative environments are
viewed as being to rigorously defined, not transparent
enough, and not flexible enough to foster dynamic collabo-
ration between small to medium enterprises. However, cen-
tral to digital ecosystems infrastructure is collaborative en-
vironments composed of any number of information sys-
tems. Therefore, privacy issues found in collaborations are
also applicable to digital ecosystems. Further, the digital
species of digital ecosystems, consisting of software, data-
bases, applications and services, are components of infor-
mation systems all requiring privacy protection. Collabora-
tive environments provide a data and knowledge sharing
service. Whether they are client-server, P2P, grid and web
services or digital ecosystems models they support informa-
tion communication that enables shared understanding of
concepts. When ever personal data or private information is
involved in this service it can have both a positive and
negative impact on privacy. When the knowledge sharing is
about how to protect privacy then this is a privacy benefit.
When the knowledge sharing involves unauthorized or un-
known disclosure of personal data then this is a privacy
risk. Therefore we endorse the protection of privacy at all
levels or within all digital species of digital ecosystems.
That is, privacy protection should form an integral part of
all information systems within the digital ecosystem with
consistent privacy principles and practices enforced
throughout the digital ecosystems life cycle.

As mentioned in the introduction four common models
of privacy protection [8] are: Comprehensive Laws; Sec-
toral Laws; Self Regulation; and Technologies of Privacy.
Our earlier work [17] has shown that the use of a single
model is ineffective for providing privacy protection. To
achieve a comprehensive privacy solution a combination of
the models is required. Which models to use together is de-
termined by the operational conditions of the environment.
For example, in those regions where there is a lack of com-
prehensive laws then increased application of self regula-
tion methods and increased use of PET's (Privacy Enhanc-
ing Technologies) would be required. The models are lim-
ited in that they only represent clearly defined ways of pro-
viding protection. They are often unable to represent indi-
vidual preferences and the influences of changing situations
and different contexts. We propose that in order to achieve

privacy protection suitable for all entities, especially for en-
vironments as dynamic as digital ecosystems, then a
framework is required that is capable of performing the fol-
lowing functions:

* Integrates all four models of privacy protection
and allows them to be modified as required

* Allows privacy preferences and protection to be
modified for different situations

* Allows privacy preferences and protection to be
adaptable to different contexts

* Ensures that privacy 'best practise' is enforced
across the whole ecosystem

The last point refers to taking a restrictive approach to pri-
vacy rather than an unrestrictive approach. That is, where a
number of information systems are collaborating at any
given time, then the most comprehensive and restrictive
data protection and privacy operational principles from the
member systems should be applied and enforced across the
whole ecosystem. This function is against key objectives of
digital ecosystems, that being openness, transparency and
information sharing. However, in many countries and re-
gions privacy protection is the law and must be upheld.
This approach also follows the privacy design method of
'opt-in' rather than 'opt-out'. All transactions should be
privacy sensitive by default rather than requiring the data
providing entity to ensure their personal data is protected.
Privacy protection is the responsibility of system owners
and not system users.

IV. THE TLC APPROACH To INFORMATION PRIVACY

Research to date strongly indicates that no single model
of privacy protection is sufficient to provide a complete in-
formation privacy solution [8]. Therefore, we propose that
a solution to this issue is to develop systems and operating
environments that integrate a symbiotic moulding of all
four models of privacy protection. In addition, privacy by
design and information system Hippocratic principles [4,
22] should be adhered to throughout the systems life cycle.
To compliment the for-mentioned factors and provide ro-
bust information privacy protection architectures, the oper-
ating contexts [23, 24] as well as social and cultural envi-
ronmental conditions need to be accounted for within the
framework during development, deployment and operation.

Technology achievements advance at a rapid rate bring-
ing new threats to privacy and an entities identity. Many
PET's that have been proposed only deal with immediate
threats to information privacy and do not look far beyond
the current computational capabilities of systems and de-
sired information sharing environments. Not only are the
computational abilities of systems increasing but also their
level of ubiquity. Pervasive computing environments are
becoming more common, and when coupled with increased
computational capabilities dramatically increase the risks to
information privacy. So when these factors are considered
ain conjunction with the increasing use of digital ecosys-
tems there is a greater risk to entity privacy. Even early de-
ployment of digital ecosystems that have not devoted time
and effort to a complete information privacy evaluation,
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impact assessment, and methodical approach to protection
pose a serious threat to privacy. Many of the digital ecosys-
tems currently in operation are still in their infancy and
therefore it is very difficult to determine their actual impact
on privacy. However, any system that promotes and sup-
ports the sharing of knowledge and resources must factor in
privacy considerations.

Any sustainable privacy solution must make every effort
to take into consideration all current and foreseeable future
factors that pose a threat to information privacy. Therefore,
we propose a framework entitled T.L.C. (Technical, Legal,
and Contextual) Privacy Protection, referred to as TLC-PP.
It is an approach that combines all four models of privacy
protection [8], as well as consideration for the influence of
social and cultural ideals and perceptions. It supports the
implementation and methods of enforcement for both com-
prehensive and sectoral laws, self regulation and certifica-
tion schemes, and the impact the operating context has on
all of these components [23, 24]. The TLC-PP objective is
to address the issue of information privacy that is at risk
from the increasing computational capacities, distributed
nature, and information sharing objectives of current and
future computing environments. In particular, we are con-
cerned with the possibility that in the near future, with the
evolution of digital ecosystems, computing environments
will have very dynamic and hard to defined operating
boundaries. The diagram in Figure 1 provides a visual rep-
resentation of the three TLC cornerstones of privacy protec-
tion and their respective components.

Technological advances should be applied in equal
measure to ensure privacy protection. With increased col-
lection and processing of information it is imperative that
industries and researchers contributing to technological ad-
vances also develop complimentary methods of privacy
protection. For example, with the advent of Digital Ecosys-
tems there is the risk of compromising many of the widely
used privacy technologies that help provide privacy protec-
tion. In order to offset this problem then it must be possible
to leverage the new technology to also provide better
awareness of risks to privacy. With awareness comes in-
creased concern and research interest and like our own
framework may promote further solutions. Many of the cur-
rent approaches to privacy protection can be extended for
digital ecosystem use. This includes the design and operat-
ing objective of when ever possible the use of anonymous
and pseudo-anonymous identities should be implemented.
This approach to identity and privacy protection when
taken at a conceptual level, abstracted from the technologi-
cal implementation details, is applicable to all systems pro-
viding privacy. Therefore, no matter the computational ca-
pabilities, dynamic and distributed nature of the computing
environment, PET's should provide anonymous and
pseudo-anonymous services, use of anonymous transmis-
sion for data communications, and private information re-
trieval.

Addressing Information

Consistency of Laws and Regulations
Methods of enforcement and recrimnation
procedures
Consideration of longterr techinological
advFancet
Burden and costs upon the organizations
and system owners not on the users

I A
_ egal -

vacy in Digital Ecosystems
Integration oF current PET7s used inx

.collaborative envirotnments
Use ofAnorymous and Psuedo-
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Use ofAnonymous Transmission

Usechnca of technology to determinehnira envirollnmentzl Hrde privacy policies

I

Fig.1 TLC-PP

Legal approaches to privacy protection have the advan-
tage of being even further abstracted from technological
advances. However, the need in the future will be to ensure
consistency of privacy laws and regulations across all re-
gions and countries. Equally important will be the ability to
enforce the laws and regulations that are put in place. The
burden and costs involved to pursue information privacy
breaches should not be placed upon the user. Rather the
onus should be on the system owners to ensure they cor-
rectly adhere to the privacy laws and regulations governing
their operation. Currently the EU seems to be focusing on
comprehensive privacy legislation rather than the sectoral
approach seen in other countries and regions. Australia has
made a number of promising steps towards improving their
information privacy laws; however there still seems to be a
lack of consumer awareness and organizational uptake.
While this may be seen as a negative for current informa-
tion privacy advocates at least one positive can be to be
drawn from such a state. That is, it provides opportunities
to incorporate measures that take into consideration future
threats to information privacy such as the information shar-
ing and dynamic nature of digital ecosystems.

Contextual conditions also play an important part in in-
formation privacy protection. Foremost of these initiatives
should be increasing social awareness of data collection and
usage. This is in combination with system users compre-
hending the need to protect their privacy and personal in-
formation from abuse. Not all users, groups, organizations
and even societies and cultures perceive privacy the same.
Further, certain situations and different contexts affect an
entities need for and perception of privacy. Therefore, fu-
ture systems need to allow users to customize their privacy
preferences based on different contexts, social and situ-
ational conditions [23]. These environmental influences are
what we have termed Contextual conditions for managing
privacy. Entities and system users should also be able to
clearly understand and comprehend the privacy and data
usage policies of the system they are using. The key com-
ponents then for Contextual privacy protection are adapta-
bility to different contexts, changing situations, and indi-
vidual perceptions and preferences.
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V. TLC-PP FRAMEWORK FOR DIGITAL ECOSYSTEMS

Digital ecosystems are often viewed as holistic ap-
proaches to enterprise integration [25]. By definition they
often seem to be in conflict with the ideas of privacy and
data protection. DE's promote open resource sharing and
knowledge access to all entity members with access being
relatively easy to obtain. In order to ensure privacy is main-
tained throughout the symbiotic relationships, information
privacy protection must be a fundamental component of the
supporting infrastructure. The first step towards this goal is
to try and model privacy protection on the environment it is
to be integrated with. We propose that privacy should fol-
low the analogy used throughout the digital ecosystem
methodologies. That is, like natural biological ecosystems,
the privacy protection species should be adaptable to local
conditions. For example, as mentioned in Section 3 not all
privacy laws are consistent across countries and regions.
Therefore privacy protection in digital ecosystems than
span multiple regions and borders would be different for
each information system forming the infrastructure of the
ecosystem. This becomes a serious issue when members of
the collaboration may not be governed by any privacy laws
or regulations. Therefore the overall objective for the TLC-
PP framework is to take a restrictive approach to privacy,
with the burden for privacy management placed on system
owners and digital ecosystem members rather than system
users.

The TLC-PP framework we are proposing is still at a
conceptual level. We acknowledge that before a fully func-
tional model can be realised advances in all areas are re-
quired. This will involve such initiatives as:

* A global baseline of privacy laws regulations gov-
erning personal data management and entity privacy.

* Further advances in technologies of privacy and
their widespread adoption.

* Increased awareness of privacy and personal data
management. System owners taking responsibility
and everyone recognizing the individuality of pri-
vacy that is influenced by context and situation.

We also acknowledge that many digital ecosystems are be-
ing created from existing information systems that may not
provide privacy protection. However, part of the framework
integration is to evaluate current infrastructure and identify
privacy issues that need addressing. As mentioned, the ap-
proach to privacy protection should be one that is able to
adapt to local conditions and dynamic formation. With
these limitations realised the remainder of this section ex-
plains the conceptual framework of TLC-PP for digital eco-
systems.

Contextual components are often the most easily identi-
fied but the hardest to evaluate and implement. When we
state that increased entity awareness of privacy protection is
required there seems no clear method for achieving this.
Therefore the best place is at system inception with system
designers. If information systems are currently in operation
then as part of their merging evolution into an ecosystem
then part of the process should be integration of privacy
protection. Membership to the ecosystem should also be
mandated with entity privacy agreements. This may be digi-
tal signing or confirmation of privacy awareness statements
as well as mandatory viewing of information system pri-

vacy policies. The use of privacy preferences should be
made available to users that also incorporate situational and
contextual elements [23].
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Fig.2 TLC-PP Framework with PEM Module

The critical component of the framework however is the
Privacy Evaluator Module (PEM). This is an application
module tasked with privacy management within digital eco-
systems. Its main function is to ensure that by default the
most comprehensive and restrictive privacy practices are
maintained consistently across the whole digital ecosystem.
The PEM will require each information system to deter-
mine and provide its operational origin. That is, state which
region or country the system is located in and the privacy
laws and regulations it is governed by. The PEM will be
required to read the privacy policies of each system, pro-
vided in a P3P format [26], and determine the most restric-
tive conditions to govern all systems operating as part of
the digital ecosystem. Notification will be provided to
member system owners of the associated regions and coun-
tries the collaboration is operating across. Owners will be
made aware of the possibility of specific privacy laws and
regulations of those members. The actual details of the laws
and regulations will not be provided by PEM, but rather the
onus is on the system owners to ensure their privacy man-
agement practices comply. System owners may then be re-
quired to modify their local system privacy preferences to
ensure they are compatible with the 'best practice' of the
digital ecosystem. The additional benefit provided by
membership in the ecosystem is access to privacy protec-
tion best practises and ensuring local systems meet the
standard. Enforcement of the preferences and data protec-
tion will be provided by the continual upgrading and inte-
gration of the latest Privacy Enhancing Technologies. For
example, a standard requirement should be the support of
anonymous and pseudo-anonymous entity identities. Fur-
ther all storage and transit of personal data should be done
through encrypted means. A model of the PEM module and
the operational TLC-PP framework is provided in figure 2.
It is planned to extend the module to maintain updateable
privacy laws and regulations for systems wide reference.

VI. CONCLUSION AND FUTURE WORK

With any new technology there is a much to learn often
through trial an error. Previous privacy mistakes and issues
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that have been made with classical computing systems are
ones that can be avoided or at least addressed with the evo-
lution of digital ecosystems. Privacy laws, regulations and
policies are applicable to any information systems, regard-
less of the operating environment. The issue is to ensure
consistency and enforceability in environments that are dy-
namic and distributed. Our work is focused on the chal-
lenges faced to Information Privacy with the advent of digi-
tal ecosystems. We have proposed a symbiotic moulding of
various privacy protection models into an approach we
have termed TLC-PP (Technical, Legal, and Contextual
Privacy Protection). The TLC-PP framework positions in-
formation privacy as a key objective of system design and
operation. TLC-PP recognizes privacy risks of the dynamic
nature of future digital ecosystems. Our ongoing work en-
compasses the continual integration and implementation of
all models of privacy protection into the framework. An
important objective of the research is to highlight the need
for Information Privacy awareness from an early develop-
ment stage. This can be further achieved by the integration
of privacy by design principles and developing solutions
that are dynamic and distributed to work cohesively with
the operating conditions of digital ecosystems.
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