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Repeated eigenstructure assignment in the computation of
friends of output-nulling subspaces

Lorenzo Ntogramatzidis

Abstract— This paper is concerned with the parameterisation
of basis matrices and the simultaneous computation of friends
of the output nulling subspacesV ⋆, V ⋆

g and R⋆ with the
assignment of the corresponding inner and outer closed-loop
free eigenstructure. Differently from the classical techniques
presented in the literature so far on this topic, which are
based on the standard pole assignment algorithms and are
therefore applicable only in the non-defective case, the method
presented in this paper can be applied in the case of closed-loop
eigenvalues with arbitrary multiplicity.

I. INTRODUCTION

In the last forty years, geometric control has played
a fundamental role in the understanding of the structural
properties of linear and non-linear dynamical systems and
in the solution of several control and estimation problems,
including disturbance decoupling, non-interacting control,
fault detection, model matching and optimal control to name
a few. The monographs [16], [2], [15], [3] provide surveys
of the extensive literature in this area.

The subspaces that underpin the classic geometric theory
of linear time-invariant (LTI) systems are the so-called
output-nulling and input-containing subspaces. The most
important output-nulling subspace is undoubtedlyV ⋆, which
represents the set of initial states for which a control function
exists that maintains the output function identically at zero;
the second isR⋆, which represents the reachable subspace
within V ⋆, and can be interpreted as the set of initial states
that are reachable from the origin of the state space by means
of a control function that maintains the output function at
zero. Finally, the subspaceV ⋆

g represents the set of initial
states for which a control can be found that maintains the
output at zero by means of state trajectories that converge
to the origin. This latter subspace has played a central role
in the solution of control problems with additional stability
requirements. In the LTI case, these input functions can
always be expressed as a static state feedback, by means
of a feedback matrix usually referred to as afriend of the
output-nulling subspace.1

The computation of friends of output nulling subspaces
that assign the inner and outer assignable spectrum of the
closed-loop has been considered by many authors and the
texts [2] and [3] included publicly available MATLABR©
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1This property does not necessarily hold outside the domain of finite
dimensional LTI systems over a field.

toolboxes. In the MATLABR© GA toolbox2, theeffesta.m
routine is used for computing the friends. Similarly, the SCB
method of [4] was incorporated into the computation of the
friends in the MATLABR© Linsyskit toolbox3; the atea.m
routine is used for computing the friends, and is described
in [6].

All the methods currently available in the literature are
based on decompositions that reduce the problem to one
where a feedback matrixF is sought that assigns all the
eigenvalues of a closed-loop matrix, sayÂ+ B̂F, where the
pair (Â, B̂) is reachable. Both the methods in the MATLABR©

toolboxesGA andLinsyskit exploit the MATLAB R© instruc-
tion place.m to this purpose, based on the algorithm of
[5], which can only assign eigenvalues ofÂ+ B̂F with a
multiplicity for each eigenvalue that must not exceed the
rank of B̂. This limitation of the routineplace.m is thus
inherited by the MATLABR© instructions of the toolboxes
GA and Linsyskit, which can therefore compute the friend
of the output-nulling subspace at hand only in the case of
non-defective closed-loop.

A different approach for the computation of a basis matrix
for R⋆ and V ⋆ was proposed by Moore and Laub in [8],
who presented an algorithm for the computation ofR⋆ and
V ⋆ based on the computation of the null-spaces of the
system Rosenbrock matrix pencil [12]. This procedure has
the advantage of computing a basis matrix forR⋆ (and
V ⋆) and simultaneously delivering a corresponding friend
F that assigns a certain inner closed-loop eigenstructure.
The drawback was the number of restrictive assumptions
that were made in that paper. These assumptions have been
recently removed in [11] and [10]. Moreover, in these papers
an additional generalisation of the procedure in [8] was
proposed to the end of delivering a friend that also assigns
the free outer eigenstructure ofR⋆ (or V ⋆). However, the
most important aspect of the method presented in [8], which
remained unexploited until very recent times, is the fact that
the friend ofR⋆ (or V ⋆) that assigns the free inner and outer
eigenstructure of the closed-loop with respect toR⋆ is given
in parameterised form. This fundamental aspect invites the
formulation of optimisation problems aimed at exploiting the
available freedom to deal with objectives such as minimum
gain or improved robustness of the eigenstructure. The paper
[11] is the first to propose a method for assigning friends that
exploits this freedom.

2The geometric approach toolboxGA for MATLAB R© is freely download-
able at www3.deis.unibo.it/Staff/FullProf/GiovanniMarro/geometric.htm.

3The Linear System Toolkit is available on request from the first author
of [3]; see http://vlab.ee.nus.edu.sg/∼bmchen/.



One of the restrictive assumptions of the method proposed
in [8], which remains in the generalisations presented in
[10] and [11], is the fact that the closed-loop eigenvalues to
be assigned must be distinct. This paper addresses this issue:
we generalise the method in [8] to also take into account
the case of repeated closed-loop eigenvalues, with arbitrary
multiplicity. This task is accomplished by introducing a new
parameterisation of the basis matrices forR⋆, V ⋆ andV ⋆

g ,
which also provides a natural method for determining the
associated friend which can place the assignable closed-loop
eigenvalues to desired locations virtually without any
assumptions on the location or on the multiplicity of such
eigenvalues. Future research will consider the exploitation
of this parameterisation of the friends ofV ⋆, R⋆ and
V ⋆

g to address problems of determining the friends with
minimum Frobenius norm or improved robustness of the
eigenstructure along the same lines of the non-defective
case of [11].

Notation. Throughout this paper, the symbol 0q stands for
the origin of the vector spaceRq. The image and the kernel
of matrix A are denoted by imA and kerA, respectively.
The Moore-Penrose pseudo-inverse ofA is denoted byA†.
Given a linear mapA : X −→ Y and a subspaceS of Y ,
the symbolA−1S stands for the inverse image ofS with
respect to the linear mapA. If J ⊆ X , the restriction of
the mapA to J is denoted byA |J . If X = Y andJ is
A-invariant, the eigenvalues ofA restricted toJ are denoted
by σ (A |J ). If J1 andJ2 are A-invariant subspaces and
J1⊆J2, the mapping induced byA on the quotient space
J2/J1 is denoted byA |J2/J1. The symbol⊕ stands for
the direct sum of subspaces.

Given a mapA : X −→ X and a subspaceB of X , we
denote by〈A,B〉 the smallestA-invariant subspace ofX
containingB. The symboli stands for the imaginary unit,
i.e., i=

√
−1. The symbolα denotes the complex conjugate

of α ∈ C. Given a matrixM, we denote byMi its i-th row
and by M j its j-th column, respectively. The normal rank
of a rational matrixM(λ ) is defined as normrankM(λ ) ,
max
λ∈C

rankM(λ ).

II. PRELIMINARIES

Consider an LTI systemΣ modelled by

Σ :

{
ẋ(t) = Ax(t)+Bu(t), x(0) = x0,
y(t) =C x(t)+Du(t),

(1)

where, for allt≥0, x(t)∈X = Rn is the state,u(t)∈U =
Rm is the control input,y(t)∈Y = R p is the output, andA,
B, C andD are appropriate dimensional constant real-valued
matrices. Let the systemΣ described by (1) be identified
with the quadruple(A,B,C,D). We assume with no loss of

generality that all the columns of
[

B
D

]

and all the rows of

[C D ] are linearly independent. We define the Rosenbrock
system matrix pencil in the indeterminateλ ∈ C as

PΣ(λ ),
[

A−λ I B
C D

]

, (2)

[8]. The invariant zeros ofΣ are identified with the values
of λ ∈C for which the rank ofPΣ(λ ) is strictly smaller than
its normal rank. More precisely, the invariant zeros are the
roots of the non-zero polynomials on the principal diagonal
of the Smith form ofPΣ(λ ), see e.g. [1].

Given an invariant zeroλ = z ∈ C, the rank deficiency of
PΣ(λ ) at the valueλ = z is the geometric multiplicity of the
invariant zeroz, and is equal to the number of elementary
divisors (invariant polynomials) ofPΣ(λ ) associated with the
complex frequencyλ = z. The degree of the product of the
elementary divisors ofPΣ(λ ) corresponding to the invariant
zero z is the algebraic multiplicity ofz, see [7]. More
explicitly, given the set of invariant zerosZ = {z1, . . . ,zt}
of (2), if

γk(λ ) = (λ − z1)
m1,k (λ − z2)

m2,k · · · (λ − zt)
mt,k ,

k ∈ {1, . . . ,c}, are the elementary divisors ofPΣ(λ ) (or-
dered in such a way thatmk,c ≥ mk,c−1 ≥ . . . ≥ mk,2 ≥
mk,1 for any k ∈ {1, . . . , t}), the geometric multiplicity
of the invariant zerozi equals the cardinality of the set
{

mi, j 6= 0| j ∈ {1, . . . ,c}
}

, while the algebraic multiplicity of
zi is equal to∑c

k=1 mi,k. Finally, the invariant zero structure
of Σ is given by

{
mi, j | i ∈ {1, . . . , t}, j ∈ {1, . . . ,c}

}
. Thus,

the algebraic multiplicity of an invariant zero in not smaller
than its geometric multiplicity. The set of invariant zerosof Σ
is denoted withZ , and the set of minimum-phase invariant
zeros ofΣ is denoted withZg.

Given λ ∈ C, we use the symbolNΣ(λ ) to denote a
basis matrix for the null-space ofPΣ(λ ), and we denote
by d(λ ) the dimension of this null-space. Letd , n+m−
normrankPΣ(λ ). Clearly d(λ ) = d, unlessλ is an invariant
zero ofΣ, in which cased(λ )> d.

For any matrix M with n + m rows, we defineπ{M}
and π{M} by taking the uppern and lowerm rows of M,
respectively.

Geometric background. Geometric objects extensively
used in this paper are defined here. A controlled invari-
ant subspaceV of the pair (A,B) is a subspace ofX
satisfying AV ⊆ V + imB. An output-nulling subspace of
Σ = (A,B,C,D) is a controlled invariant subspaceV of Σ
which satisfies

[
A
C

]

V ⊆ (V ⊕0p)+ im
[

B
D

]

or, equivalently,

for which two matricesΞ and Ω exist such that
[

A
C

]

V =
[

V
0

]

Ξ+
[

B
D

]

Ω, whereV is a basis matrix ofV .
These conditions are equivalent to the existence of a matrix

F ∈Rm×n such that(A+BF)V ⊆ V ⊆ ker(C+DF). Any
such matrixF is referred to as afriend of V . The largest
output-nulling subspace ofΣ is denoted withV ⋆, and repre-
sents the set of all initial statesx0 of (1) for which a control
u exists such that the corresponding outputy is identically
zero. Such input function can always be implemented as a
static state feedback of the formu(t) = F x(t) where F is
a friend of V ⋆. The so-called largestreachability output-
nulling subspace on V ⋆, here denoted with the symbolR⋆,
is the smallest(A+BF)-invariant subspace ofX containing



the subspaceV ⋆∩B kerD, where F is a friend of V ⋆.
Loosely speaking, this subspace represents the states thatare
reachable from the origin on a state trajectory for which the
output is zero, [15, Ch. 8], [9]. IfF is a friend ofV ⋆, it is also
a friend ofR⋆. The spectrumσ(A+BF |R⋆) is assignable,
whereas the spectrumΓin , σ(A + BF |V ⋆/R⋆) is fixed,
and its elements are the invariant zeros ofΣ. Similarly, if
we denote byR0 the reachable subspace from the origin,
i.e., R0 = 〈A, imB〉 = im[B AB . . . An−1 B], the spectrum
σ(A+BF |V ⋆ +R0/V

⋆) is assignable, whereas the spec-
trum Γout , σ(A+BF |X /V ⋆+R0) is fixed. Finally,V ⋆

g
is the largest output-nulling subspace for which there exists
a friend F such that(A + BF)V ⋆

g ⊆ V ⋆
g ⊆ ker(C + DF)

and σ(A+ BF |V ⋆
g ) ⊂ Cg, whereCg denotes the left-half

complex plane. Thus, there holds in generalR⋆ ⊆ V ⋆
g ⊆ V ⋆.

III. T HE NON-DEFECTIVE CASE

We now recall some results on the computation of basis
matrices forR⋆, V ⋆ andV ⋆

g and the corresponding friends
that assign the free closed-loop eigenstructure under the
assumption that the closed-loop eigenvalues are distinct.

A. Computation of R⋆

Given a set ofh self-conjugate complex numbersL =
{λ1, . . . ,λh} containing exactlys complex conjugate pairs,
we say thatL is s-conformably ordered if the first 2s values
of L are complex while the remaining are real, and for all
odd k ≤ 2s we haveλk+1 = λ k. For example, the setsL1 =
{1+ i,1− i,3,−4}, L2 = {10i,−10i,2+ 2i,2− 2i,7} and
L3 = {3,−1} are respectively 1-, 2- and 0-conformably or-
dered. We now recall the main result in [10], which provides
a method to construct a basis forR⋆ and simultaneously a
friendF that assigns thedistinct eigenstructure of the closed-
loop restricted toR⋆.

Theorem 3.1: Let r = dimR⋆. Let L = {λ1, . . . ,λr} be
s-conformably ordered and distinct, and such thatL ∩Z =
/0. Let K , diag{k1, . . . ,kr}, where ki ∈ Cd for each i ∈
{1, . . . ,2s}, and for all oddi≤2s, we haveki = ki+1, whereas
ki ∈ Rd for i ∈ {2s+ 1, . . . ,r}. Let MK be an (n+m)× r
complex matrix given by

MK ,
[

NΣ(λ1) NΣ(λ2) . . . NΣ(λr)
]

K (3)

and let for all j ∈ {1, . . . ,r}

mK, j ,







Re{M j
K} if j ≤ 2s is odd

Im{M j
K} if j ≤ 2s is even

M j
K if j > 2s

(4)

Finally, let

XK , π {[mK,1 mK,2 . . . mK,r ]}, (5)

YK , π {[mK,1 mK,2 . . . mK,r ]}. (6)

For almost every choice of the parameter matrixK =
diag{k1, . . . ,kr}, the rank ofXK is equal tor. Moreover, for
all K such that rankXK = r, there holdsR⋆ = imXK, and the

set of all friends ofR⋆ such thatσ(A+BF |R⋆) = L is
parameterised as

FK = YK X†
K . (7)

Theorem 3.1 contains a procedure for the construction of
a friendF of the subspaceR⋆ that arbitrarily assigns all the
eigenvalues of the closed-loop restricted toR⋆. However,
we also know that the spectrum induced by the mapA+BF
on the quotient spaceR0+R⋆/R⋆ = R0/R

⋆ is assignable
using a friendF . In [10] and [11], a procedure is outlined to
the end of generalising the statement of Theorem 3.1 to the
case in which the free outer eigenstructure ofA+BF with
respect toR⋆ is also assigned.

B. Computation of V ⋆ and V ⋆
g

We now recall another result in [10] which shows that it
is always possible to parameterise all the friends that assign
the internal and external eigenstructure ofV ⋆ by means of
a formula

FK = YK X−1
K ,

i.e., where this timeXK is square and invertible (for almost all
choices of the parameter matrixK). For the sake of simplicity
of exposition, we assume that all the internal/external eigen-
values to be assigned, as well as all the invariant zeros and
uncontrollable modes of the pair(A,B) are real and distinct.

Theorem 3.2: Let r = dimR⋆, ν = dimV ⋆ and q =
dim(V ⋆ +R0). Let Lin = {λ1, . . . ,λr} be real. LetZ =
{zr+1, . . . ,zν} be the set of invariant zeros. LetLout =
{µν+1, . . . ,µq} be also real. Finally, letG = Γout =
{ζq+1, . . . ,ζn}. We assume thatLin, Z , Lout and G are
distinct, and thatLin ∩Z = /0, Lin ∩G = /0, Lout∩Z = /0
andLout∩G = /0. Define

MK =
[

NΣ(λ1) . . . NΣ(λr) NΣ(zr+1) . . . NΣ(zν ) SΣ(µν+1) . . .

. . . SΣ(µq) SΣ(ζq+1) . . . SΣ(ζn)
]
K

whereSΣ(µ) represents a basis matrix for ker[A− µ In B ],
and whereK = diag{Kλ ,Kz,Kµ ,Kζ}, and

• Kλ = diag{kλ
1 , . . . ,k

λ
r }, with kλ

i ∈ Rd , and whered =
dim(kerPΣ(λ )) whenλ is not an invariant zero;

• Kz = diag{kz
r+1, . . . ,k

z
ν}, with kz

i ∈ Rdz , and dz =
dim(kerPΣ(z)) whenz ∈ Z ;

• Kµ = diag{kµ
ν+1, . . . ,k

µ
q }, with kµ

i ∈ Rm, since m =
dim(kerSΣ(µ)) when µ is not in G ;

• Kζ = diag{kζ
q+1, . . . ,k

ζ
n }, with kζ

i ∈ R
mζ , and where

mζ = dim(kerSΣ(ζ )) whenζ ∈ Γout.

Finally, define

XK = π{MK} ∈ R
n×n and YK = π{MK} ∈ R

m×n. (8)

For almost every choice ofK, the matrixXK is invertible, and
the set of all friends ofV ⋆ such thatσ(A+BF |R⋆) = Lin,
σ(A+BF |V ⋆/R⋆) =Z andσ(A+BF |(R0+V ⋆)/V ⋆) =
Lout is parameterised inK as

FK = YK X−1
K , (9)

whereK is such thatXK is invertible. Moreover, for suchK
the firstr columns ofXK are a basis forR⋆, the firstν = r+t



columns ofXK are a basis forV ⋆ and the firstq are a basis
for V ⋆+R0.

The computation of a basis matrix forV ⋆
g and the corre-

sponding friend is obtained from Theorem 3.2, by replacing
Z with Zg, i.e., by only taking into account the minimum-
phase invariant zeros.

IV. REPEATED EIGENVALUES AND INVARIANT ZEROS

In this section we develop a parametric formula for all
friends of R⋆, such that the corresponding eigenstructure
can have eigenvalues with any desired multiplicity, and
any admissible Jordan form. We formulate the problem as
follows. We letL = {λ1, . . . ,λν} be s-conformably ordered
and, for the sake of simplicity, distinct from the system
invariant zeros. Let this desired eigenvalues have associated
algebraic multiplicitiesM = {m1, . . . ,mν} satisfying m1 +
· · ·+mν = r; if λi+1 = λ i, then clearlymi+1 = mi. We aim to
obtain a real gain matrixF and a set of real vectorsX such
that [

A+BF
C+DF

]

X =

[
X
0

]

Λ, (10)

where imX = R⋆ andΛ is a real Jordan matrix in canonical
form

Λ = diag{J(λ1), . . . ,J(λν)}, (11)

where eachJ(λi) represents a real Jordan matrix for the
eigenvalueλi of ordermi, and may be composed of up togi

real mini-blocks, i.e.,

J(λi) = diag{J1(λi), . . . ,Jgi(λi)}. (12)

We useP , {pi, j : 1 ≤ i ≤ ν,1 ≤ j ≤ gi} to denote or-
ders of each Jordan mini-blockJ j(λi), and assume without
loss of generality that for eachi, they are in descending
order pi,1 ≥ pi,2 ≥ ·· · ≥ pi,gi . If L , M and P satisfy the
conditions of the Rosenbrock Theorem4 [12], then we say
that L , M and P define anadmissible Jordan structure
for R⋆. Given such a structure, we define aparameter
matrix K = diag{K1, . . . ,Kν}, where, for eachi ∈ {1, . . . ,2s},
Ki ∈ Cd×mi , for all odd i ≤ 2s, we haveKi = Ki+1; and for
i ∈ {2s+ 1, . . . ,ν}, Ki ∈ Rd×mi . Further, eachKi matrix is
partitioned as

Ki = [Ki,1|Ki,2| . . . |Ki,gi ], (13)

where eachKi, j is of dimensiond× pi, j. Lastly we let

MΣ(λi),

[
A−λi In B

C D

]†[
In

0p×n

]

. (14)

The following theorem is the main result of this paper. It
generalises the procedure of Theorem 3.1 to the end of
computing the desiredF in the case of repeated eigenvalues.

4In the case where the pair(A,B) of real matricesA∈Rn×n andB∈Rn×m

is reachable, the eigenvalues ofA + BF, along with their multiplicities,
are freely assignable with a suitable real matrixF ∈ Rm×n, provided
such eigenvalues are mirrored with respect to the real axis.However, the
Jordan structure associated with such eigenvalues is not entirely free. The
constraints on the Jordan structures that can be obtained inthe closed-loop
matrix are described in the celebrated Rosenbrock Theorem.

Theorem 4.1: Let L , M andP comprise an admissible
Jordan structure forR⋆, and letK be a parameter matrix.
For all odd i ∈ {1, . . . ,2s} and for eachi ∈ {2s+1, . . . ,ν}
and j ∈ {1, . . . ,gi}, build vector chains of lengthpi,k as

si, j,1 = NΣ(λi)K1
i, j (15)

si, j,2 = MΣ(λi)π{si, j,1}+NΣ(λi)K2
i, j (16)

...

si, j,pi, j = MΣ(λi)π{si, j,pi, j−1}+NΣ(λi)K
pi, j
i, j (17)

From these column vectors and for such values of the index
i, construct matrices

Si, j = [si, j,1|si, j,2| . . . |si, j,pi, j ] (18)

of dimension(n +m)× pi, j, and Si = [Si,1|Si,2| . . . |Si,gi ] of
dimension(n+m)×mi, and finally

S = [S1|S2| . . . |Sν ] (19)

XK = Re{π{S}} (20)

YK = Re{π{S}}. (21)

For almost every parameter matrixK, there holds rankXK = r.
For all K such that rankXK = r, there holdsR⋆ = imXK.
Finally, the set of all friends ofR⋆ such that the Jordan
structure ofA+BF restricted toR⋆ is described byL ,M
andP is parameterised inK as

FK = YK X†
K . (22)

whereK is such that rankXK = r.
Proof: For eachi ∈ {1, . . . ,ν}, let Ki be an input parameter
matrix as in (13), and for eachj ∈ {1, . . . ,gi}, let Si, j be
constructed as in (18). We may partitionSi, j as

Si, j =

[

v′i, j,1 v′i, j,2 . . . v′i, j,pi, j

w′
i, j,1 w′

i, j,2 . . . w′
i, j,pi, j

]

, (23)

where the column vectors satisfy
[

A−λiI B
C D

][
v′i, j,1
w′

i, j,1

]

=

[
0
0

]

...
[

A−λiI B
C D

][
v′i, j,l
w′

i, j,l

]

=

[
v′i, j,l−1

0

]

l = 2, . . . , pi, j

Define matrices

V ′
i, j = [v′i, j,1|v′i, j,2| . . . |v′i, j,pi, j

],

W ′
i, j = [w′

i, j,1|w′
i, j,2| . . . |w′

i, j,pi, j
],

and alsoV ′
i = [V ′

i,1|V ′
i,2| . . . |V ′

i,gi
] andW ′

i = [W ′
i,1|W ′

i,2| . . . |W ′
i,gi

].
Note that for all oddi≤ 2s, Ki =Ki+1 implies thatX i = Xi+1,
and henceV

′
i =V ′

i+1 andW
′
i =W ′

i+1. Also let

Ui =
1
2

[
Imi −i Imi

Imi i Imi

]

(24)



Then for each oddi ≤ 2s, we have[V ′
i V ′

i+1]Ui = [Vi Vi+1]
and [W ′

i W ′
i+1]Ui = [Wi Wi+1]. Then, S, XK and YK in (19)

may be written as

S = [V ′
1 V ′

2 . . . V ′
2s |V ′

2s+1 V ′
2s+2 . . . V ′

ν ],

XK = [V1 V2 . . . V2s |V2s+1 V2s+2 . . . Vν ]

YK = [W1 W2 . . . W2s |W2s+1 W2s+2 . . . Wν ].

Notice that, following the same argument of [11, Theorem
3.1], for almost all choices ofK satisfying the conditions
of the statement the rank ofXK equals the dimension of
R⋆. For such aK, define FK as in (22); we then have
FK Vi = Wi for all i ∈ {1, . . . ,ν}, and using (24) we obtain
FK [V ′

i V ′
i+1] = [W ′

i W ′
i+1] for odd i ∈ {1, . . . ,2s}. Hence (24-

24) can be written fori ∈ {2s+1, . . . ,ν} as
[

A+BFK

C+DFK

]

V ′
i =

[
V ′

i
0

]

J(λi) (25)

while for odd i ∈ {1, . . . ,2s}
[

A+BFK

C+DFK

]
[

V ′
i V ′

i+1

]
=

[
V ′

i V ′
i+1

0 0

]

diag{J(λi),J(λi+1)}.
(26)

Let Λ be given by (11). We then have
[

A+BFK

C+DFK

]

XK =

[
XK

0

]

Λ, (27)

whereΛ is in the real Jordan canonical form described by
L , M andP.

We now show that this parameterisation is exhaustive.
Given L and a friendF of R⋆ such that(A+BF)R⋆ ⊆
R⋆ ⊆ ker(C+DF) with σ(A+BF |R⋆) = L , we need to
show that there existsK such that, buildingXK andYK as in
(20-21), there holdsF = YK X†

K . First, notice that the set of
friends F of R⋆ such thatσ(A+BF |R⋆) = L is param-
eterised as the solutions of the linear equationF R = −Ω,
whereΩ satisfies the linear equation

[
A
C

]

R =
[

R
0

]

Λ+
[

B
D

]

Ω
with a certainΛ such thatσ(Λ) = L and whereR is a
basis matrix ofR⋆. Let F be any of such friends ofR⋆.
The associated matrixΛ is such thatσ(Λ) = L satisfies[

A+BF
C+DF

]

R =
[

R
0

]

Λ. Consider a change of coordinatesT that
bringsΛ into the Jordan real canonical form. Let the blocks
be ordered in such a way that thes complex conjugate pairs
of eigenvalues are first. We can write

[
A+BF
C+DF

]

RT =

[
R
0

]

T T−1 ΛT
︸ ︷︷ ︸

ΛJ

, (28)

and in (28) the matrixΛJ can have Jordan mini-blocks of
any order. In other words, (28) can be written as
[

A B
C D

][
X
Y

]

=

[
X
0

]

diag{J1(λ1), . . . ,Jg1(λ1),

J1(λ2), . . . ,Jg2(λ2), . . . ,J1(λν), . . . ,Jgν (λν)},

whereλ1, . . . ,λν are the eigenvalues ofA+BF restricted to
R⋆, gi is the number of Jordan mini-blocks corresponding to
the eigenvalueλi and the generic Jordan mini-blockJ j(λi) is

of order pi, j. Let us partitionX andY conformably with the
corresponding Jordan mini-blocks that they multiply, i.e.,
[

A B
C D

][
X1,1 X1,2 . . . Xν,gν
Y1,1 Y1,2 . . . Yν,gν

]

=

[
X1,1J1(λ1) X1,2J2(λ1) . . . Xν,gν Jgν (λν)

0 0 . . . 0

]

.

Consider the generic term of this product
[

A B
C D

][
Xi, j

Yi, j

]

=

[
Xi, j

0

]

J j(λi), (29)

whereJ j(λi) is the genericj-th Jordan mini-block relative to
the eigenvalueλi. For the sake of simplicity, assume that its
order pi, j is denoted byt. First consider the case in which
λi is real. PartitioningXi = [vi, j,1 vi, j,2 . . . vi, j,t ] and Yi =
[wi, j,1 wi, j,2 . . . wi, j,t ], (29) can be written as
[

Avi, j,1+Bwi, j,1 Avi, j,2+Bwi, j,2 . . . Avi, j,t +Bwi, j,t

C vi, j,1+Dwi, j,1 C vi, j,2+Dwi, j,2 . . . C vi, j,t +Dwi, j,t

]

=

[
vi, j,1 λi vi, j,1+λi vi, j,2 . . . vi, j,t−1+λi vi, j,t

0 0 . . . 0

]

. (30)

Therefore,
[ vi, j,1

wi, j,1

]

∈ ker
[

A−λi In B

C D

]

implies that there exists

K1
i, j such that

[ vi, j,1

wi, j,1

]

= NΣ(λi)K1
i, j . Moreover, from (30) we

find that there existsK2
i, j such that

[
vi, j,2

wi, j,2

]

= MΣ(λi)π
{[

vi, j,1

wi, j,1

]}

+NΣ(λi)K2
i, j .

Repeating this procedure for allk ∈ {1, . . . , t}, we find
the parametersK1

i, j, . . . ,K
t
i, j which satisfy (15)-(17). This

procedure can be carried out for all real Jordan mini-blocks.
Consider now the case of a real mini-block associated with a
complex conjugate eigenvalueλi = σi + iωi. For the sake of
argument assume that the Jordan mini-block has size 4 (so
thatλi andλ i have double multiplicity). Thus, (30) becomes
[

A B
C D

][
vi, j,1+ivi, j,2 vi, j,3+ivi, j,4

wi, j,1+iwi, j,2 wi, j,3+iwi, j,4

]

=

[
vi, j,1+ivi, j,2 vi, j,3+ivi, j,4

0 0

][
σi+iωi 1

0 σi+iωi

]

,

and the arguments above can be utilised after a re-labelling
of the vectors.

Remark 4.1: For everyi ∈ {1, . . . ,ν}, there holdsgi ≤ d.
Indeed, ifgi > d (consider the case of real eigenvalues for the
same of simplicity), thenS = [s1,1,1 s1,2,1, . . . ,s1,gi,1], where
each si, j,1 is a linear combination of the basis vectors of
kerPΣ(λi), whose dimension isd. This means that rankXK <
r, and thereforeL , M andP are not an admissible Jordan
structure. Thus,d also represents the largest multiplicity of
each eigenvalue for which the corresponding Jordan structure
can be made up by mini-blocks of unit size.

Example 4.1: Consider a quadruple(A,B,C,D) where

A =





0 0 0
0 3 0
0 0 0



 , B =





1 0
2 0
0 3



 ,

C =
[

0 0 0
]
, D =

[
0 4

]
.



The only invariant zero of this system isz = 0. It is easy
to verify that R⋆ is spanned by the first two canonical
basis vectors ofR3. Hence,r = dimR⋆ = 2. Suppose we
desire to assign the closed-loop eigenvalue−2 with dou-
ble multiplicity, i.e., L = {−2} and M = {2}. Since the
null-space ofPΣ(−2) is one-dimensional and spanned by
[5 4 0 | − 10 0]T, we need a single chain, i.e., we must
haveP = {2}. Sinceg1 = 1, in this caseK = K1 = K1,1 is
d × pi, j = 1×2. For example, let us takeK = [1 0]. Thus,
s1,1,1 = [5 4 0| −10 0]T and

s1,1,2 = MΣ(−2)π{s1,1,1}+NΣ(−2)K2
1,1

=









58
141 − 4

141 0
− 10

141
25
141 0

0 0 1
2

25
141

8
141 0

0 0 0













5
4
0



+









5
4
0

−10
0









·0=
1

141









274
50
0

157
0









.

It follows that XK =

[
5 274

141

4 50
141

0 0

]

andYK =
[
−10 157

141

0 0

]

, which give

FK = YK X†
K =

[ 4
3 − 25

6 0

0 0 0

]

. Since the rank ofXK is equal to 2,
matrix FK is a solution ofFK XK =YK, and the Jordan form of
the closed-loop matrixA+BFK is indeed diag

{[
−2 1
0 −2

]

,0
}

.

V. CONCLUDING REMARKS

In this paper we have presented a generalisation of a result
in [8] for the computation of a parameterisation of the friends
of R⋆ that assign the free inner and outer eigenstructure of
the closed loop with no restrictions on the multiplicity of
the eigenvalues to be assigned. The next step will be the
exploitation of the parameterisation to the end of obtaining
objectives such as minimum gain, improved robustness of the
eigenstructure and improved departure from normality, along
the same lines of [11] for the case of distinct eigenvalues.
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