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In this brief report, the dynamical hysteresis is investigated in constant-dengiiy system of scale-free,
small-world and lattice networks. With the local searching strategy, hysteresis persists for scale-free networks,
while it disappears for small-world networks and lattice grids when the handling ability of nodes is higher than a
certain threshold. With the shortest path routing strategy, hysteresis persists for all three networks investigated.
When using shortest path strategy, the system is easy to congestffandtdo recover to free flow state.

PACS numbers: 45.70.Vn,89.75.Hc, 05.70.Fh

In the past several decades, a large number of works on theected by its eight nearest neighbors and a periodic boundary
traffic dynamics have been carried out for regular and randomondition is adopted. Therefore, the average degree of nodes
networks. As large communication networks with scale-frees also¢k) = 8. In simulation, we set the size of lattice as
[1] and small world [2, 3] properties become increasingly im-N = 32x 32 = 1024.
portant, the tréiic flow on these networks has drawn more and  As in other models, all nodes are treated as both hosts and
more attention [4—6]. routers for generating and delivering packets. The capacity of

Recent works mainly discussed a constant packet insert ragach node is controlled by two parameters: (i) its maximum
while allowing the fluctuation of packet number in the systempacket queue length, which is proportional to its degrde
[7]. On the other hand, study of a constant densitffitdlow L = a x k; (ii) the maximum number of packets it can handle
is important for many real tfac systems, including the In- pertime stepC = gxL. The capacity and delivering ability of
ternet, urban tfic system [8], and airline network [9]. The a node are limited and vary from node to node, which meets
constant density tfic began to attract more attention from the real condition in most systems. The FIFO (first-in-first-
researchers [10, 11]. Here we note that in order to consider aut) queuing discipline is applied at each node. Once a packet
constant density tfic, there should be queue length limit for arrives at its destination, it is removed from the system.
the node. Otherwise one can not get the packet density of the Two packet routing strategies are considered: (1) the short-
system. One can introduce a finite queue lerigtfor each  est path routing strategy; (2) the local searching strategy [12].
node, and define the packet density of the syste;m:as;‘Tpi, For the first strategy, the packets are routed by the shortest
whereN,, is the total number of packets in the network. path from origins to destinations. In the local searching strat-

In this brief report, we carry out detailed study on the traf-€gy, every node performs a local search among its neighbors:
fic dynamics of constant packet density. The hysteresis phéf & packet’s destination is found in its nearest neighborhood,
nomenon is investigated with a wide variety of network struc-it will be delivered to the target. Otherwise, it is randomly
tures and routing strategies. The simulation shows that théorwarded to one of the neighbors of the searching node. We
hysteresis phenomenon iected by both the network struc- Select these two strategies to represent the sets of routing strat-
tures and the navigation strategies. In particular, it is show®dy: routing with only local information and routing with
that with the shortest path strategy, the system is easy to cofystem-wide information.
gest and dficult to recover to free flow state. For local search-  The fundamental diagram of networkfiiia is investigated.
ing strategy, hysteresis persists on scale-free networks, arffdindamental diagram (flux-density relation) is one of the im-
disappears when the nodes’ handling ability is higher than @ortant criteria that evaluates the transit capacity for fi¢ra
threshold on small-world networks and lattice grids. system. To maintain a constant densityfica a new packet is

We construct the model under three kinds of networks2dded to the system whenever a packet is removed. The flux
scale-free networks, small-world networks and lattice gridsis recorded as the number of packets successfully arrived at
The scale-free network is constructed by the Barabasi-Albei@estinations per time step.
model [1] withmy = m = 4 (with average degreg) = 2m = We firstly present the simulation results with local-
8) and network siz& = 1000. The small-world network is Searching strategy. Figure.1 shows the simulation results on
constructed by adopting the Newman-Watts (NW) model [3],scale-free networks. In Fig.1(a), one can see that the flux sud-
in which new shortcuts are added instead of rewiring old linksdenly drops to a very small value at a density thresholeh of
[2]. The average degree of NW network is controlled by theThe system changes from free flow state to congested state.
probability of adding edges. We set network site= 1000  When decreasing the packet density, the system remains in
and average degre&) = 8 which is equal to that of scale- congested state until a second thresheld p; is reached.
free network. In the lattice grids model, each node is conThus the hysteresis is found betweenand p;, indicating

that the system is bistable in a range of packet density. In or-

der to explain this phenomenon, we investigate the number of

packets delivered from one node to other node per time step
*Electronic addressiumaobin@ustc. edu.cn Np-sens and the number of jammed nodes. jam, as shown in
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FIG. 1: (Color online). (a) Flux-density relation on scale-free net-FIG. 3: (Color online) (a) Flux-density relation on small-world net-
works using local searching strategy. (b) The number of packet deworks using local searching strategy with node parametets1.0
livered from one node to other node per time st¥p (en) vs density.  andB = 0.3. (b) Np_sent VS density. (CNn-jam VS density.

(c) Number of congested nodeN,(jam) Vs density. Node capacity

parameters are = 1.0 andg = 0.3.
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FIG. 4: (Color online) Flux-density relation on small-world networks
using local searching strategy with node parameters 1.0 and
FIG. 2: (Color online) Flux-density relation on scale-free networksdifferem values g8. The inset shows the variation of threshold value
using local searching strategy with node capacity parameters: (& With different values od.
a=10,=10; (b)a=20,8=10.

B = 1, that is, the handling ability is equal to the length of

Fig.1(b) and Fig.1(c). A node is jammed when the number ofjueue, so every packet in the queue can be delivered in one
packets in it reaches its queue lengttOne can see thatat,  step as long as the surrounding nodes are not congested. The
Np-sentdecreases amd,_jam increases suddenly. Thatis, only hysteresis persists with larger valuegfas shown in Fig.2(b).
very few packets can be delivered because most nodes are caviereover, the values gf; andp, are much larger than those
gested. Becaugelux ~ Np_sens andFlux ~ ﬁ itiseasy in Fig.1. Other simulations also show that the valuepof
to understand thaElux will become small above;. When  andp, will increase withs. This indicates that the system can
decreasing the density from a congested stétgam remains maintain a high flux state with very high packet density when
high andNp_sent remains low untilp; is reached. Thus the the delivery ability of nodes are large enough.
system remains in congested state betweeandp;. This is In small-world networks, as shown in Fig.3, hysteresis hap-
in agreement with the result of Fig.1(a). pens in the flux-density relation when= 1.0 andg = 0.3.

Figure 2 shows the simulation results of the special case diVhen the value of increases, the hysteresis loop will dis-
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FIG. 5: (Color online) FluxNp_sentandNn_jam VS density on lattice  FIG. 7: (Color online) Flux-density relation for the scale-free net-

grid using local searching strategy with node parametetsl.0 and  works using shortest path strategy: ¢a> 1.0,8 = 0.3. (b)a = 1.0,

B =02 B = 1.0. (c) Variation ofNy_jam as a function of network’s density
with @ = 1.0,8 = 1.0.
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FIG. 6: (Color online) Flux-density relation on lattice grids using
local searching strategy with node parametees 1.0 and diferent

B_ The inset shows the thresh0|d@;f Corresponding to dlierent FIG. 8: (COlOI’ Online) FlUX-denSity relation for the small-world net-
values ofw. works using the shortest path strategy. ¢aF 1.0, 8 = 0.3. (b)

@ = 10,8 = 1.0. (c) Variation ofN,_jam as a function of network’s
density witha = 1.0,8 = 1.0.

appear, as shown in Fig.4. Whgn> 0.5, the curves of in-

creasing and decreasing density overlap. Thus= 0.5 is

the threshold above which the hysteresis disappears. This bg-> 0.3, the hysteresis disappears. The behavior is similar

havior is dfferent from that of the scale-free networks, whereto that of small-world networks. The value gf for the hys-

the phenomenon of hysteresis persists féfegént node pa- teresis to disappear is also sought out fdfedlent values of

rameters. We find that the threshold valugspfchanges for @, as shown in the inset of Fig.6. Again, one can seeghat

different values ofr. The variation of3; with « is shown in  decreases with.

the inset of Fig.4. Generallg. decreases with. Now we present the simulation results of the shortest path
Figure 5 shows the flux-density relation on lattice grids withstrategy on dferent networks. In Fig.7, the simulation re-

local searching strategy=lux, Np_sentandNy_jam @s a func-  sults of scale-free network are shown. One can see that the

tion of network’s packet density are shown. In Fig.6, one carhysteresis persists with scale-free networks, whether the local

see that the phenomenon of hysteresis exists foplealues, searching strategy or the shortest path strategy is employed.

but it vanishes whep increases above a threshold. WhenComparing Fig.1(a) and Fig.7(a), the flux of the shortest path
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p2 < p < p1 because many nodes have not been dissipated.
Figure 8 shows the simulation results of small-world net-
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of oIy o, Nn-jam increased rapidly. The system enters the congested
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p1, there are still many congested nodes uptilis reached.
One can also see that the valuegppfandp, are far smaller
than that of the local searching strategy.

We note that in small-world networks and lattice grids,
there is no topological hub nodes with high betweenness.
However, the hysteresis persists for these networks when the
shortest path strategy is employed. Although the small-world
networks have the character of short average distance, the sys-

strategy in the free flow state is much larger than that of thdem is easy to congest andiitiult to recover free flow state.
local searching strategy for the same density. However, with In summary, the flux-density relation of networkftia has
the shortest path strategy, the system enters the congested stagen investigated in detail to evaluate tificeency and ro-
at a very low packet density. The valuesgfandp, corre-  bustness of routing strategies and underlying network struc-
sponding to hysteresis are far smaller than those of the locdiires. The phase transition and hysteresis are produced for
searching strategy. The shortest path strategy is easier to coifiee diferent networks and two routing strategies. When the
gest for the system. local routing strategy is employed, the hysteresis only persists
We can define a normalized size of hysteresis lpgp, =  for the scale-free networks. When the shortest path strategy is
”1"’2 . Inthe results of scale-free networks, we find hgp ~ employed, the hysteresis persists for all three network struc-
0. 9 for the shortest path strategy, ngop ~ 0.2forthelocal tures. Although the flux is larger than that of local searching
routing strategy. This implies that it is morefitiult for the  Strategy, the system gets congested at much lower density, and
system to recover from congested state when the shortest pdths difficult to recover it to free flow state. For the small-
strategy is employed. This is because some nodes with h,gworld networks and lattice grids, there is a threshold value
betweenness are very easy to congest with the shortest padhhandling capacity for the hysteresis to disappear.
strategy. The congestion isfiicult to dissipate by randomly This work is funded by National Basic Research Program
removing packets from the system. The special cage sf of China (No. 2006CB705500), the NNSFC Key Project
L is also investigated, as shown in Fig.7(b). The hysteresidlo.10532060, Project N0s.70601026, 10672160,10872194.
persists in this case. The variation of the number of congested-H. Wu acknowledges the support of Australian Research
nodes is shown in Fig.7(c). The system remains congested &ouncil through a Discovery Project Grant.

FIG. 9: (Color online) Flux-density for the lattice networks using the
shortest path strategy: (a)= 1.0, = 0.2. (b)a = 1.0,3 = 1.0. (¢)
Variation of N,,_jam @s a function of network’s density with = 1.0,
B=10.
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