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Abstract—In this paper, we investigate the transceiver design
for amplify-and-forward interference multiple-input multiple-
output (MIMO) relay communication systems, where multiple
transmitter-receiver pairs communicate simultaneously with the
aid of a relay node. The aim is to minimize the mean-squared
error (MSE) of the signal waveform estimation at the receivers
subjecting to transmission power constraints at the transmitters
and the relay node. As the transceiver optimization problem is
nonconvex with matrix variables, the globally optimal solution
is intractable to obtain. To overcome the challenge, we propose
an iterative transceiver design algorithm where the transmit-
ter, relay, and receiver matrices are optimized iteratively by
exploiting the optimal structure of the relay precoding matrix.
To reduce the computational complexity of optimizing the relay
precoding matrix, we propose a simplified relay matrix design
through modifying the transmission power constraint at the relay
node. The modified relay optimization problem has a closed-
form solution. Simulation results demonstrate that the proposed
algorithms perform better than the existing techniques in terms
of both MSE and bit-error-rate.

Index Terms—Interference channel, MIMO relay, MSE

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems can pro-
vide a significant improvement in the system data rate even
under conditions of interference [1]. By incorporating relay
nodes in a MIMO system, the network coverage and reliability
can be significantly improved [2], [3]. In a MIMO relay
system, communication between source nodes and destination
nodes can be assisted by single or multiple relays equipped
with multiple antennas. The relay nodes can either decode-
and-forward (DF) or amplify-and-forward (AF) the relayed
signals [4]. In the AF scheme, the signals received at the
relay nodes are simply amplified (including a possible linear
transformation) through the relay precoding matrices before
being forwarded to the destination nodes. Therefore, in general
the AF strategy has lower complexity and shorter processing
delay than the DF strategy.

For single-user two-hop MIMO communication systems
with a single relay node, the optimal source and relay pre-
coding matrices have been developed in [5], [6]. For a single-
user two-hop MIMO relay system with multiple parallel relay
nodes, the design of relay precoding matrices has been studied
in [7], [8]. Recent progress on the optimization of AF MIMO
relay systems has been summarized in [3].
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For MIMO interference channels, the idea of interference
alignment (IA) [9] was developed for interference suppres-
sion by arranging the desired signal and interference into
corresponding signal spaces. The idea of IA has been applied
in interference MIMO relay systems in [10], [11]. However,
there is still no general solution for IA as a number of
conditions must be met. One main reason is that the number
of dimensions required for IA is very large and it depends
on the number of independent fading channels. This leads to
high computational complexity and infeasibility in practical
systems. In [12], an iterative algorithm has been proposed to
optimize the source beamforming vector and the relay precod-
ing matrices to minimize the total source and relay transmit
power such that a minimum signal-to-interference-plus-noise
ratio (SINR) threshold is maintained at each receiver. An
iterative transceiver design algorithm has been developed in
[13] to minimize the total interference in interference MIMO
relay systems. Recently, a robust joint transceiver design has
been proposed in [14] for interference MIMO relay networks
in the presence of statistical channel state information (CSI)
errors.

In this paper, we consider an interference MIMO relay com-
munication system where multiple transmitter-receiver pairs
communicate simultaneously with the aid of a relay node. The
transmitters, receivers, and the relay node are equipped with
multiple antennas. Based on the fact that the raw bit-error-rate
(BER) is closely related to the mean-squared error (MSE) of
the signal waveform estimation at the receivers, the minimal
MSE (MMSE) is chosen as the design criterion. We aim
at optimizing the transmitter, relay, and receiver matrices to
suppress the interference and minimize the sum MSE (SMSE)
of the signal waveform estimation at the receivers, subjecting
to transmission power constraints at transmitters and the relay
node.

Since the transceiver optimization problem is nonconvex
with matrix variables, a globally optimal solution is computa-
tionally intractable to obtain. To overcome the challenge, we
propose an iterative transceiver design algorithm through solv-
ing convex subproblems. In each iteration of this algorithm, we
first update the receiver matrices based on the transmitter and
relay matrices from the previous iteration. Then we optimize
the relay matrix based on its optimal structure, the trans-
mitter matrices from the previous iteration, and the receiver
matrices in this iteration. Finally, the transmitter matrices are
updated. The MSE and bit-error-rate (BER) simulation results
demonstrate that the proposed algorithm converges in a few
iterations. Note that although an iterative algorithm has been
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proposed in [15] for interference MIMO relay systems, the
optimal structure of the relay matrix is not exploited in [15].

To reduce the computational complexity of optimizing the
relay precoding matrix, we propose a simplified relay matrix
design through modifying the transmission power constraint
at the relay node. The modified relay optimization problem is
suboptimal, but it is convex and has a closed-form solution.
Simulation results show that the simplified relay matrix design
has a slightly worse performance than the optimal relay matrix
in terms of the system MSE and BER. However, the computa-
tional complexity of the simplified algorithm is much smaller
than that of the optimal relay design for interference MIMO
relay systems with a large number of transmitter-receiver pairs.
To the best of our knowledge, the proposed simplified relay
matrix design cannot be found in existing works on transceiver
optimization for interference MIMO relay systems such as
[12]-[15].

The rest of this paper is organized as follow. The system
model and problem formulation are introduced in Section II.
The proposed joint transmitter, relay, and receiver matrices
design algorithms are presented in Section III. In Section IV,
we discuss the possibility of extending the proposed algo-
rithms to two general scenarios: (a) systems with imperfect
CSI; (b) systems with multiple relay nodes. Simulation results
are presented in Section V to demonstrate the performance of
the proposed algorithms. Conclusions are drawn in Section VI.
Throughout this paper, scalars are denoted with lower or upper
case normal letters, vectors are denoted with bold-faced lower
case letters, and matrices are denoted with bold-faced upper
case letters. Superscripts (·)T , (·)H , and (·)−1 denote matrix
transpose, conjugate transpose, and inverse, respectively, tr()
stands for matrix trace, vec() stacks columns of a matrix on
top of each other into a single vector, bd() denotes a block-
diagonal matrix, ⊗ represents the Kronecker product, E[ ]
denotes the statistical expectation, and In stands for the n×n
identity matrix.
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Fig. 1. Block diagram of an interference MIMO relay system.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a two-hop interference MIMO relay communi-
cation system where K transmitter-receiver pairs communicate
simultaneously with the aid of a single relay node as shown
in Fig.1. For simplicity, the direct links between transmitters
and receivers are ignored as they undergo much larger path
attenuation compared with the links via the relay node [12].
The kth transmitter and receiver are equipped with Nsk and
Ndk antennas, respectively, and the number of antennas at the
relay node is Nr.

We assume that the relay node works in the half-duplex
mode so the communication between transmitter-receiver pairs
is completed in two time slots. In the first time slot, the kth
transmitter encodes the d × 1 information-carrying symbol
vector sk with the Nsk × d transmitter precoding matrix Bk

before transmitting the Nsk × 1 precoded signal vector

xsk = Bksk, k = 1, · · · ,K (1)

to the relay node. The received signal vector at the relay node
is given by

yr =
K∑

k=1

HkBksk + nr (2)

where Hk is the Nr×Nsk MIMO channel matrix between the
kth transmitter and the relay node, nr is the Nr × 1 additive
white Gaussian noise (AWGN) vector at the relay node with
zero mean and covariance matrix E

[
nrnH

r

]
= σ2

rINr .
In the second time slot, the relay node amplifies the received

signal vector with the Nr ×Nr precoding matrix F as

xr = Fyr. (3)

The precoded signal vector xr is forwarded to the receivers.
The received signal vector at the kth receiver is given by

ydk = Gkxr + ndk, k = 1, · · · ,K (4)

where Gk is the Ndk×Nr MIMO channel matrix between the
relay node and the kth receiver, ndk is the Ndk × 1 AWGN
vector at the kth receiver with zero mean and covariance
matrix E

[
ndknH

dk

]
= σ2

dkINdk
.

Due to their simplicity, linear receivers are used to retrieve
the transmitted signals, and we have d ≤ Nr and d ≤ Ndk,
k = 1, · · · ,K. The estimated signal vector at the kth receiver
can be written as

ŝk = WH
k ydk, k = 1, . . . , K (5)

where Wk is the Ndk × d receiver weight matrix. Using (2)-
(4), the estimated signal vector in (5) becomes

ŝk = WH
k

(
GkF

K∑
m=1

HmBmsm + n̄dk

)

= WH
k GkFHkBksk︸ ︷︷ ︸

desired signal

+ WH
k GkF

K∑

m=1,m6=k

HmBmsm + WH
k n̄dk

︸ ︷︷ ︸
(6)

interference plus noise

where n̄dk , GkFnr + ndk is the total noise vector at the
kth receiver.

The signal vectors sent by transmitters and the signal vector
forwarded from the relay node must satisfy the following
transmission power constraints

tr
(
BkE

[
sksH

k

]
BH

k

) ≤ Psk, k = 1, · · · ,K (7)

tr
(
FE

[
yryH

r

]
FH

) ≤ Pr (8)
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where Psk and Pr denote the power budget at the kth trans-
mitter and the relay node, respectively, E

[
sksH

k

]
= Id is the

covariance matrix of the information-carrying symbol vector at
the kth transmitter, and E

[
yryH

r

]
=

∑K
m=1 HmBmBH

mHH
m+

σ2
rINr

is the covariance matrix of the received signal vector
at the relay node.

From (6), the MSE of estimating sk can be calculated as

MSEk = tr
(
E

[
(ŝk − sk) (ŝk − sk)H

])

= tr
(
(WH

k Lk − Id)(WH
k Lk − Id)H

+WH
k CnkWk + WH

k ΞkWk

)
, k = 1, · · · ,K (9)

where Lk is the equivalent MIMO channel matrix of the kth
transmitter-receiver pair, Cnk = E

[
n̄dkn̄H

dk

]
is the covariance

matrix of the equivalent noise, and Ξk is the covariance matrix
of interference at the kth receiver. They are given respectively
as

Lk = GkFH̄k, k = 1, · · · ,K

Cnk = E
[
(GkFnr+ndk)(GkFnr+ndk)H

]

= σ2
rGkFFHGH

k + σ2
dkINdk

, k = 1, · · · ,K

Ξk = GkF
K∑

m=1,m6=k

H̄mH̄H
mFHGH

k , k = 1, · · · ,K

where H̄k , HkBk is the equivalent MIMO channel matrix
between the kth transmitter and the relay node.

The aim of this paper is to optimize the transmitter pre-
coding matrices {Bk} , {Bk, k = 1, · · · ,K}, the relay
precoding matrix F, and the receiver weight matrices {Wk} ,
{Wk, k = 1, · · · ,K}, to minimize the sum-MSE of the signal
waveform estimation at the receivers under transmission power
constraints at the transmitters and the relay node. From (7)-
(9), the optimal transmitter, relay, and receiver matrices design
problem can be written as

min
{Wk},{Bk},F

K∑

k=1

MSEk (10)

s.t. tr
(
BkBH

k

)≤Psk, k=1, · · · ,K (11)

tr
(
FE[yryH

r ]FH
)≤Pr. (12)

III. PROPOSED TRANSMITTER, RELAY, AND RECEIVER
MATRICES DESIGN ALGORITHMS

The problem (10)-(12) is highly nonconvex with matrix
variables, and a globally optimal solution is intractable to
obtain. To overcome this challenge, in this section, we propose
two iterative algorithms to solve the problem (10)-(12) by
optimizing {Wk}, {Bk}, and F in an alternating way through
solving convex subproblems.

A. Proposed Tri-Step Algorithm

In each iteration of this algorithm, we first optimize {Wk}
based on {Bk} and F from the previous iteration. Then by us-
ing the optimized receiver matrices {Wk} and the transmitter
matrices {Bk} from the previous iteration, we optimize the

relay matrix F. Finally, we optimize the transmitter matrices
{Bk} based on {Wk} and F obtained from the current
iteration.

It can be seen from (7) and (8) that the power constraints
are independent of {Wk}. Thus, with given relay matrix and
transmitter matrices, the optimal linear receiver matrix which
minimizes MSE in (9) is the well-known MMSE receiver [16]

Wk =
(
LkLH

k + Cnk + Ξk

)−1
Lk, k = 1, · · · , K. (13)

With given transmitter matrices {Bk} and receiver matrices
{Wk} obtained in (13), the sum-MSE SMSE =

∑K
k=1 MSEk

can be rewritten as a function of F as

SMSE =
K∑

k=1

tr
((

WH
k GkFH̄k−Id

)(
WH

k GkFH̄k−Id

)H

+σ2
rW

H
k GkFFHGH

k Wk + σ2
dkW

H
k Wk

+WH
k GkF

K∑

m=1,m 6=k

H̄mH̄H
mFHGH

k Wk

)
. (14)

Let us introduce

H = [H1B1, . . . , HKBK ] = UhΛhVH
h (15)

G = [GT
1 , . . . , GT

K ]T = UgΛgVH
g (16)

as the singular-value decomposition (SVD) of the equivalent
transmitters-relay channel H and the equivalent relay-receivers
channel G. The dimensions of Uh, Λh, Vh are Nr × L1,
L1×L1, Kd×L1, respectively and the dimensions of Ug, Λg ,
Vg are N̄d×L2, L2×L2, Nr×L2, respectively, where N̄d ,∑K

k=1 Ndk, L1 , min(Kd, Nr), and L2 , min(N̄d, Nr).
It can be shown similar to [17] that the optimal structure of

the relay precoding matrix F is

F = VgAUH
h (17)

where A is an L2 × L1 matrix. It can be seen from (17) that
we only need to optimize A in order to optimize F. Since
the dimension of A is smaller than or equal to that of F,
optimizing A may have a smaller computational complexity
than directly optimizing F.

From (15) and (16), we have

HkBk = UhΛhVH
h,k, Gk = Ug,kΛgVH

g , k = 1, · · · ,K
(18)

where Vh,k contains the ((k − 1)d + 1)-th to the kd-th rows
of Vh, and Ug,k contains the (

∑k−1
i=1 Ndi + 1)-th to the

(
∑k

i=1 Ndi)-th rows of Ug , that is, Vh = [VT
h,1, . . . , VT

h,K ]T ,
Ug = [UT

g,1, . . . , UT
g,K ]T . Note that Vh,k and Ug,k have di-

mensions of d×L1 and Ndk×L2, respectively. By substituting
(17) into (18), we obtain that for k = 1, · · · ,K

GkFH̄k = Ug,kΛgAΛhVH
h,k (19)

GkFFHGH
k = Ug,kΛgAAHΛgUH

g,k (20)

GkF
K∑

m=1,m 6=k

H̄mH̄H
mFHGH

k

= Ug,kΛgA
K∑

m=1,m 6=k

ΛhVH
h,mVh,mΛhAHΛgUH

g,k. (21)
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Using (19)-(21), the SMSE in (14) becomes

SMSE =
K∑

k=1

tr
((

WH
k Ug,kΛgAΛhVH

h,k−Id

)

×
(
WH

k Ug,kΛgAΛhVH
h,k−Id

)H

+WH
k Ug,kΛgA

K∑

m=1,m6=k

ΛhVH
h,mVh,mΛhAHΛgUH

g,kWk

+σ2
rW

H
k Ug,kΛgAAHΛgUH

g,kWk + σ2
dkW

H
k Wk

)
. (22)

Using the identities of [18]

tr(AT B) = (vec(A))T vec(B) (23)
tr(AHBAC) = (vec(A))H(CT⊗B)vec(A) (24)

vec(ABC) = (CT⊗A)vec(B) (25)

the SMSE (22) can be represented as a function of a , vec(A)
as

SMSE =
K∑

k=1

[(
Oka− vec(Id)

)H(
Oka− vec(Id)

)

+aHQka + aHSka
]
+t1 (26)

where t1 ,
∑K

k=1 σ2
dktr(WH

k Wk) does not depend on a, and
for k = 1, · · · ,K

Ok =
(
ΛhVH

h,k

)T ⊗ (WH
k Ug,kΛg)

Qk = σ2
rIL1 ⊗ (ΛgUH

g,kWkWH
k Ug,kΛg)

Sk =




K∑

m=1,m 6=k

ΛhVH
h,mVh,mΛh




T

⊗(ΛgUH
g,kWkWH

k Ug,kΛg).

From (17), the relay node transmission power constraint (8)
can be written as

tr(FE
[
yryH

r

]
FH) = tr(A(Λ2

h + σ2
rIL1)A

H). (27)

By introducing D =
(
Λ2

h+σ2
rIL1

)⊗IL2 , (27) can be rewritten
as

aHDa ≤ Pr. (28)

From (26) and (28), the relay matrix optimization problem can
be written as

min
a

SMSE (29)

s.t. aHDa ≤ Pr. (30)

The problem (29)-(30) is a quadratically constrained quadratic
programming (QCQP) problem [19], which is a convex opti-
mization problem and can be efficiently solved by the interior-
point method [19]. The problem (29)-(30) can be solved by the
CVX MATLAB toolbox for disciplined convex programming
[20].

With given receiver matrices {Wk} and the relay matrix F,
the sum-MSE can be rewritten as a function of {Bk} as

SMSE =
K∑

k=1

tr
((

ḠkFHkBk−Id

)(
ḠkFHkBk−Id

)H

+ḠkF
K∑

m=1,m 6=k

HmBmBH
mHH

mFHḠH
k

)
+ t2 (31)

where Ḡk = WH
k Gk and t2 ,

∑K
k=1 tr(WH

k CnkWk) can
be ignored in the optimization process as it does not depend
on {Bk}.

Using the identities in (23)-(25), the SMSE function in (31)
can be written as a function of bk , vec(Bk) as

SMSE

=
K∑

k=1

[
(Skbk − vec(Id))H(Skbk − vec(Id))

+
K∑

m=1,m6=k

bH
m

(
Id ⊗HH

mFHḠH
k ḠkFHm

)
bm

]
+t2

=
K∑

k=1

[(
Skbk−vec(Id)

)
H
(
Skbk−vec(Id)

)
+bH

k Tkbk

]
+t2 (32)

where for k = 1, · · · ,K

Sk , Id ⊗ (ḠkFHk)

Tk , Id ⊗
K∑

m=1,m 6=k

HH
k FHḠH

mḠmFHk.

By introducing T , bd(T1, · · · ,TK) and S̄k ,
[Sk1, · · · ,SkK ], where Skk = Sk and Ski = 0, i 6= k,
the SMSE function (32) can be written as a function of
b = [bT

1 , bT
2 , · · · ,bT

K ]T as

Φ1(b) =
K∑

k=1

(
S̄kb− vec(Id)

)H(
S̄kb− vec(Id)

)
+bHTb.

(33)
Let us introduce Ej = Id ⊗ (

HH
j FHFHj

)
, E =

bd (E1,E2, · · · ,EK), Ēi = bd
(
Ēi1, Ēi2, · · · , ĒiK

)
, where

Ēii = IdNs and Ēij = 0, i 6= j. The optimal b can be obtained
by solving the following problem

min
b

Φ1(b) (34)

s.t. bHĒkb ≤ Psk, k = 1, · · · ,K (35)
bHEb ≤ Pr − σ2

r tr(FFH). (36)

The problem (34)-(36) is a QCQP problem and can be solved
by the CVX MATLAB toolbox [20] for disciplined convex
programming.

The steps of applying the proposed tri-step algorithm to
optimize {Bk}, F, and {Wk} are summarized in Table I,
where the superscript (n) denotes the variable at the nth
iteration, and ε is a small positive number up to which
convergence is acceptable. Since all subproblems (10), (29)-
(30), and (34)-(36) are convex, the solution to each subproblem
is optimal. At the convergence point, since {W(n)}, F(n),
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TABLE I
PROCEDURE OF SOLVING THE PROBLEM (10)-(12) BY THE PROPOSED

TRI-STEP ALGORITHM.

1) Initialize the algorithm with F(0) and
{
B

(0)
k

}
satisfying (7) and (8);

Set n = 0.
2) Obtain

{
W

(n+1)
k

}
based on (13) with fixed F(n) and

{
B

(n)
k

}
.

3) Update A(n+1) through solving the problem (29)-(30) with given{
B

(n)
k

}
and

{
W

(n+1)
k

}
.

4) Update F(n+1) based on (17) from the optimal A(n+1).
5) Update {B(n+1)

k } by solving the problem (34)-(36) with fixed F(n+1)

and
{
W

(n+1)
k

}
.

6) If MSE(n) −MSE(n+1) ≤ ε, then end.
Otherwise, let n := n + 1 and go to Step 2.

and {B(n)
k } are the optimal solutions to the subproblems (10),

(29)-(30), and (34)-(36), respectively, we have

tr
(
∇WJ

(
Θ(n)

)T (
W −W(n)

)) ≥ 0 (37)

tr
(
∇FJ

(
Θ(n)

)T (
F− F(n)

)) ≥ 0 (38)

tr
(
∇BJ

(
Θ(n)

)T (
B−B(n)

)) ≥ 0 (39)

where W , [W1, · · · ,WK ], W(n) , [W(n)
1 , · · · ,W(n)

K ],
B , [B1, · · · ,BK ], B(n) , [B(n)

1 , · · · ,B(n)
K ], Θ(n) ,

[W(n),B(n),F(n)], and ∇XJ
(
Θ(n)

)
denotes the gradi-

ent of the objective function (10) along the direction of
X ∈ {

W(n),B(n),F(n)
}

at Θ(n). By summing up (37)-
(39), we have tr

(
∇J

(
Θ(n)

)T (
Θ − Θ(n)

)) ≥ 0, where

∇J
(
Θ(n)

)
,

[∇WJ
(
Θ(n)

)
,∇BJ

(
Θ(n)

)
,∇FJ

(
Θ(n)

)]
, in-

dicating that Θ(n) is a stationary point of (10) [21].
Now we analyze the computational complexity of the pro-

posed tri-step algorithm assuming Kd ≤ Nr (i.e., L1 =
Kd) and N̄d ≤ Nr (i.e., L2 = N̄d). Since the di-
mension of b is

∑K
k=1 Nskd and the dimension of a is

N̄dKd =
∑K

k=1 NdkKd, the computational complexity of
solving the QCQP problems (29)-(30) and (34)-(36) using
the interior point method [22] is O(

(
∑K

k=1 NdkKd)3
)

and
O(

(K+1)
1
2 (

∑K
k=1 Nskd)3

)
, respectively. Therefore, the com-

putational complexity at each iteration of the proposed tri-step
algorithm is O(

(
∑K

k=1 NdkKd)3 +(K +1)
1
2 (

∑K
k=1 Nskd)3

)
.

It can be seen that the per-iteration computational complexity
of the tri-step algorithm can be very high for interference
MIMO relay systems with a large number of users K, and
in this case, the complexity is dominated by the relay matrix
optimization.

B. Simplified Relay Matrix Design

To reduce the computational complexity of optimizing the
relay matrix, in this subsection, we develop a simplified relay
matrix design algorithm by modifying the power constraint at
the relay node, which enables the relay optimization problem
to be decomposed into convex subproblems with closed-form
solutions.

Substituting the MMSE receiver in (13) to (22) and using

(19)-(21), the SMSE can be rewritten as

SMSE =
K∑

k=1

tr
(
Id − H̄H

k FHGH
k (GkFH̄kH̄H

k FHGH
k

+Cnk + Ξk)−1GkFH̄k

)

=
K∑

k=1

tr
(
Id − (Ug,kΛgAΛhVH

h,k)H

×
( K∑

m=1

Ug,mΛgAΛhVH
h,m(Ug,mΛgAΛhVH

h,m)H

+σ2
rUg,kΛgAAHΛgUH

g,k+σ2
dkINdk

)−1

Ug,kΛgAΛhVH
h,k

)
.(40)

Let us introduce

ΛgA = UH
g C =

K∑

k=1

UH
g,kCk (41)

where C = [CT
1 ,CT

2 , · · · ,CT
K ]T and Ck is an Ndk × L1

matrix. Since UH
g Ug = IL2 , for any A, we have C =

UgΛgA. Thus, instead of optimizing A, we can optimize
{Ck} , {C1, · · · ,CK}.

Using (41), the optimal F in (17) is

F = VgΛ−1
g UH

g CUH
h . (42)

By substituting (41) back into (40), we obtained the SMSE as
a function of {Ck} as

SMSE =
K∑

k=1

ψk(Ck) (43)

where

ψk(Ck) = tr
(
Id−Vh,kΛhCH

k

( K∑
m=1

CkΛhVH
h,mVh,mΛhCH

k

+σ2
rCkCH

k + σ2
dkINdk

)−1

CkΛhVH
h,k

)
. (44)

Interestingly, it can be seen from (43) and (44) that the MSE
of the kth transmitter-receiver pair ψk is a function of Ck

only. In other words, the objective function is decomposed in
terms of the optimization variable.

From (41), the transmission power constraint at the relay
node (27) can be written as

tr(A(Λ2
h + σ2

rIL1)A
H) = tr(CHΠCΨ) ≤ Pr (45)

where Π = UgΛ−2
g UH

g and Ψ = Λ2
h +σ2

rIL1 . It can be seen
from (45) that Ck, k = 1, · · · ,K, are coupled through the
power constraint. We propose to modify the power constraint
(45) by applying the inequality of tr(AB) ≤ tr(A)tr(B).
The transmit power at the relay node becomes

tr(CHΠCΨ) ≤ tr(CΨCH)tr(Π). (46)

Then the power constraint in (45) is modified to be

K∑

k=1

tr(CkΨCH
k ) ≤ Pr/tr(Λ−2

g ). (47)
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In fact, (47) imposes a stricter transmission power constraint at
the relay node, i.e., if (47) holds, the original power constraint
(45) is also satisfied.

Based on (44) and (47), the modified relay matrix optimiza-
tion problem can be written as

min
{Ck}

K∑

k=1

ψk(Ck) (48)

s.t.
K∑

k=1

tr(CkΨCH
k ) ≤ P̄r (49)

where P̄r = Pr/tr(Λ−2
g ) is the modified power budget at the

relay node. We can see from (48) and (49) that the relay matrix
optimization problem can be decomposed into K subproblems
where the kth subproblem is to optimize Ck as

min
Ck

ψk(Ck) (50)

s.t. tr(CkΨCH
k ) ≤ Prk. (51)

Here Prk ≥ 0, k = 1, · · · ,K, and
∑K

k=1 Prk = P̄r.
Interestingly, in the following, we show that the problem
(50)-(51) can be viewed as the MMSE-based relay matrix
optimization problem for a single-user two-hop MIMO relay
system, which is convex and has a closed-form solution.

Let us introduce the following matrices for k = 1, · · · ,K

Jrk =
K∑

m=1,m 6=k

ΛhVH
h,mVh,mΛh + σ2

rIL1 (52)

Xk = J−
1
2

rk ΛhVH
h,k (53)

Yk = CkJ
1
2
rk (54)

where the dimensions of Xk and Yk are L1×d and Ndk×L1,
respectively. The MSE for the kth transmitter-receiver pair
becomes

fk(Yk) = tr
(
Id −XH

k YH
k

(
YkXkXH

k YH
k

+YkYH
k + σ2

dkINdk

)−1

YkXk

)

= tr((Id+XH
k YH

k (YkYH
k +σ2

dkINdk
)−1YkXk)−1)(55)

and the power constraint (51) becomes

tr(Yk(XkXH
k + IL1)Y

H
k ) ≤ Prk. (56)

Using (55) and (56), the problem (50)-(51) can be equiva-
lently rewritten as

min
Yk

fk(Yk) (57)

s.t. tr(Yk(XkXH
k + IL1)Y

H
k ) ≤ Prk. (58)

The problem (57)-(58) is the MMSE-based relay matrix op-
timization problem for a single-user two-hop MIMO relay
system [5], [6] with the first hop channel Xk, the relay matrix
Yk and the second hop channel INdk

. It can be shown similar
to [5], [6] that the optimal structure of Yk is

Yk =
[
Id, 0d×(Ndk−d)

]T
Λy,kUH

x,k (59)

where Xk = Ux,kΛx,kVH
x,k is the SVD of Xk, and the

dimensions of Ux,k, Λx,k and Vx,k are L1 × d, d × d, and
d× d, respectively.

By substituting (59) back into (48) and (49), the relay matrix
optimization problem becomes

min
{Λy,k}

K∑

k=1

tr
(
(Id + Λ2

x,k(Id + σ2
dkΛ

−2
y,k)−1)−1

)
(60)

s.t.
K∑

k=1

tr(Λ2
y,k(Λ2

x,k + Id)) ≤ P̄r (61)

where {Λy,k} , {Λy,1, · · · ,Λy,K}. The problem (60)-(61)
can be equivalently rewritten as the following problem with
scalar variables

min
{λy,k,i}

K∑

k=1

d∑

i=1

(
1 +

λ2
x,k,iλ

2
y,k,i

λ2
y,k,i + σ2

dk

)−1

(62)

s.t.
K∑

k=1

d∑

i=1

λ2
y,k,i(λ

2
x,k,i + 1) ≤ P̄r (63)

λy,k,i ≥ 0, k = 1, · · · ,K, i = 1, · · · , d (64)

where λx,k,i and λy,k,i, i = 1, · · · , d, are the ith diagonal
element of Λx,k and Λy,k, respectively, and {λy,k,i} ,
{λy,1,1, · · · , λy,K,d}.

The problem (62)-(64) has the well-known water-filling
solution and is given by

λy,k,i =

√√√√ 1
λ2

x,k,i + 1

[√
σ2

dkλ2
x,k,i

(λ2
x,k,i + 1)β

− σ2
dk

]†

k = 1, · · · ,K, i = 1, · · · , d (65)

where [x]† , max(x, 0), and β > 0 is the solution to the
following equation

K∑

k=1

d∑

i=1

[√
σ2

dkλ2
x,k,i

(λ2
x,k,i + 1)β

− σ2
dk

]†
= P̄r. (66)

As the left-hand side of (66) is a non-increasing function of
β, it can be efficiently solved by the bisection method [19].
Finally, the relay precoding matrix can be obtaining from (42),
(54), (59), and (65).

We would like to note that the idea of the simplified
relay matrix design is to convert the complicated relay matrix
optimization problem for interference MIMO relay system
to the much simpler relay matrix design for single user
MIMO relay system, through modifying the power constraint.
As the problem (57)-(58) is the MMSE-based relay matrix
optimization problem for a single-user two-hop MIMO relay
system, the derivations (60)-(66) are similar to that in [6].

The transmitter matrices {Bk} and receiver matrices {Wk}
can be optimized through (34)-(36) and (13), respectively. The
steps of applying the simplified relay matrix design to solve the
transceiver optimization problem are summarized in Table II.
Since the dimension of {λy,k,i} is Kd, the computational
complexity of solving the problem (62)-(64) is O(Kd). When
L1 = Kd (as in the complexity analysis in Section III-A), the
SVD of Xk has a complexity order of O(Kd3). Therefore, the
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TABLE II
PROCEDURE OF SOLVING THE PROBLEM (10)-(12) THROUGH THE

SIMPLIFIED RELAY MATRIX DESIGN.

1) Initialize the algorithm with F(0) and
{
B

(0)
k

}
satisfying (7) and (8);

Set n = 0.
2) Obtain

{
W

(n+1)
k

}
based on (13) with fixed F(n) and

{
B

(n)
k

}
.

3) Solve the problems (62)-(64) with given
{
B

(n)
k

}
to find {λy,k,i} and

update F(n+1) through (42), (54), (59), and (65).
4) Update {B(n+1)

k } by solving the problem (34)-(36) with fixed F(n+1)

and
{
W

(n+1)
k

}
.

5) If MSE(n) −MSE(n+1) ≤ ε, then end.
Otherwise, let n := n + 1 and go to Step 2.

complexity of the simplified relay matrix design is O(K2d3),
which is much lower than the computational complexity of
the relay matrix design in the previous subsection. However,
we will see through numerical simulations that the proposed
algorithm in Table I has a better MSE and BER performance
than the algorithm in Table II. Such performance-complexity
tradeoff is very useful for practical interference MIMO relay
communication systems.

IV. EXTENSIONS OF THE PROPOSED ALGORITHMS

In this section, we show that both proposed algorithms
can be extended to interference MIMO relay communication
systems with imperfect CSI. Moreover, the proposed tri-
step algorithm can be extended to interference MIMO relay
systems with multiple relay nodes.

A. Interference MIMO relay systems with CSI mismatch

In the case of CSI mismatch, the true channel matrices can
be modelled as the well-known Gaussian-Kronecker model
[14]

Hk ∼ CN
(
Ĥk,Θh,k ⊗Φh,k

)
, k=1, · · · ,K (67)

Gk ∼ CN
(
Ĝk,Θg,k ⊗Φg,k

)
, k=1, · · · ,K (68)

where Ĥk and Ĝk are the estimated channel matrices, Θh,k

and Φh,k denote the covariance matrix of channel estimation
error seen from transmitter side and receiver side, respectively.
From (67)-(68), we have

Hk = Ĥk + AΦh,k
Hw,kAH

Θh,k
, k=1, · · · ,K

Gk = Ĝk + AΦg,k
Gw,kAH

Θg,k
, k=1, · · · ,K

where AΦi,k
AH

Φi,k
= Φi,k, AΘi,k

AH
Θi,k

= ΘT
i,k, i = h, g,

Hw,k and Gw,k are Gaussian random matrices with i.i.d. zero
mean and unit variance entries and are the unknown parts in
the CSI mismatch. The dimensions of Θh,k is Nsk × Nsk,
Θg,k and Φh,k have a dimension of Nr × Nr, while Φg,k

is an Ndk × Ndk matrix. As the exact CSI is unknown, in
the following, we show that both proposed algorithms can be
extended to design statistically robust transceivers.

It is shown in [23] that for a random matrix H ∼
CN (Ĥ,Θ⊗Φ), there is

EH [HXHH ] = ĤXĤH + tr(XΘT )Φ (69)

where EH [·] stands for the expectation with respect to the
random matrix H. Considering the CSI mismatch (67), (68)
and using (69), we have for m, k = 1, · · · ,K

EG,H [Lk] = ĜkFĤkBk , L̂k (70)
EG,H [GkFH̄mH̄H

mFHGH
k ]

= EG[GkF(ĤmBmBH
mĤH

m + αmΦh,m)FHGH
k ]

= ĜkF(ĤmBmBH
mĤH

m+αmΦh,m)FHĜH
k +βm,kΦg,k (71)

σ2
rEG[GkFFHGH

k ] = σ2
rĜkFFHĜH

k + γkΦg,k (72)

where for m, k = 1, · · · ,K

αm = tr(BmBH
mΘT

h,m)

βm,k = tr(F(ĤmBmBH
mĤH

m + αmΦh,m)FHΘT
g,k)

γk = σ2
r tr(FFHΘT

g,k).

Using (70)-(72), the statistical expectation of the sum-MSE
in (14) with respect to Hk and Gk, k = 1, · · · ,K, can be
calculated as

EG,H [SMSE]

=
K∑

k=1

tr
(
(WH

k L̂k − Id)(WH
k L̂k − Id)H +WH

k

(
Ĉn,k+Ξ̂k

+γkΦg,k+
K∑

m=1

(αmĜkFΦh,mFHĜH
k +βm,kΦg,k)

)
Wk

)
(73)

where for k = 1, · · · ,K

Ĉn,k = σ2
rĜkFFHĜH

k + σ2
dkINdk

Ξ̂k = ĜkF
K∑

m=1,m6=k

ĤmBmBH
mĤH

mFHĜH
k .

By introducing

P1 ,
K∑

m=1

αmΦh,m + σ2
rINr

P2,k ,
( K∑

m=1

βm,k + γk

)
Φg,k + σ2

dkINdk
, k = 1, · · · ,K

we can rewrite (73) as

EG,H [SMSE] =
K∑

k=1

tr
(
(WH

k L̂k − Id)(WH
k L̂k − Id)H

+WH
k

(
ĜkFP1FHĜH

k +Ξ̂k + P2,k

)
Wk

)
. (74)

Let us introduce F̃ , FP
1
2
1 and for k = 1, · · · ,K

W̃H
k , WH

k P
1
2
2,k, H̃k , P−

1
2

1 Ĥk, G̃k , P−
1
2

2,k Ĝk.

We can rewrite (74) as

EG,H [SMSE] =
K∑

k=1

tr
(
(W̃H

k L̃k − Id)(W̃H
k L̃k − Id)H

+W̃H
k (C̃n,k + Ξ̃k)W̃k

)
(75)
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where for k = 1, · · · ,K

L̃k = G̃kF̃H̃kBk

C̃n,k = G̃kF̃F̃HG̃H
k + INdk

Ξ̃k = G̃kF̃
K∑

m=1,m6=k

H̃mBmBH
mH̃mF̃HG̃H

k .

In the case of CSI mismatch, the power constraint in (12)
becomes

tr
(
FEH [yryH

r ]FH
)

= tr
(
F

( K∑
m=1

(ĤmBmBH
mĤH

m+αmΦh,m)+σ2
rINr

)
FH

)

= tr
(
F̃

( K∑
m=1

H̃mBmBH
mH̃H

m+ INr

)
F̃H

)
. (76)

Using (75) and (76), the statistically robust transmitter, relay,
and receiver matrices design problem for interference MIMO
relay systems under CSI mismatch can be equivalently written
as

min
{W̃k},{Bk},F̃

EG,H [SMSE] (77)

s.t. tr
(
BkBH

k

)≤Psk, k=1, · · · ,K (78)

tr
(
F̃

( K∑
m=1

H̃mBmBH
mH̃H

m+INr

)
F̃H

)
≤Pr(79)

where {W̃k} , {W̃1, · · · ,W̃K}. By comparing the problem
(77)-(79) with the problem (10)-(12), it can be seen that the
problem (77)-(79) is in fact a transmitter optimization problem
for an “equivalent” interference MIMO relay system where
the transmitter-relay and relay-receiver channels are H̃k and
G̃k, k = 1, · · · ,K, respectively, the relay precoding matrix
is F̃, and the transmitter and receiver matrices are Bk and
W̃k, k = 1, · · · ,K, respectively. Therefore, both proposed
algorithms can be applied to solve the problem (77)-(79).

B. Interference MIMO relay systems with multiple relay nodes

The proposed tri-step algorithm can be easily extended to
interference MIMO relay systems with multiple relay nodes.
Let us consider a system with L relay nodes, where Fl denotes
the precoding matrix at the lth relay node, Hlk and Gkl are
the channel matrices from the kth transmitter to the lth relay,
and from the lth relay to the kth receiver, respectively. Let us
introduce the following SVDs for l = 1, · · · , L

[Hl1B1, . . . , HlKBK ] = Uh,lΛh,lVH
h,l

[GT
1l, . . . , GT

lK ]T = Ug,lΛg,lVH
g,l.

Similar to (17), it can be shown that the optimal structure of
Fl is

Fl = Vg,lAlUH
h,l, l = 1, · · · , L. (80)

Similar to the procedure in Table I, in each iteration of the tri-
step algorithm, we first update {Wk} with given {Bk} and
{Fl} , {F1, · · · ,FL}. Then we update each relay matrix Fl

based on its optimal structure (80) with fixed {Wk}, {Bk},

and other relay matrices Fm, m = 1, · · · , L, m 6= l. Finally,
we optimize {Bk} with given {Wk} and {Fl}.

On the other hand, the proposed simplified relay matrix
design cannot be straightforwardly extended to multi-relay
systems. Similar to (42), the optimal Fl in (80) can be written
as

Fl = Vg,lΛ−1
g,l U

H
g,lClUH

h,l, l = 1, · · · , L

where Cl = [CT
l,1, · · · ,CT

l,K ]T . It can be shown that the
MSE of the kth transmitter-receiver pair is a function of
C1,k,C2,k, · · · ,CL,k. However, the power constraint at the
lth relay node is a function of Cl,1,Cl,2, · · · ,Cl,K . Thus,
unlike a single-relay system, the optimal relay matrix design
problem in multi-relay systems cannot be easily decomposed
into K subproblems with closed-form solutions, due to the
couplings among all Cl,k. Developing a simplified relay ma-
trices design algorithm for an interference MIMO relay system
with multiple relay nodes is an interesting future research
topic.

V. NUMERICAL EXAMPLES

In this section, we study the performance of the proposed
joint transceiver matrices design algorithms for interference
MIMO relay systems in Table I (Algorithm 1) and Table II
(Algorithm 2) through numerical simulations. We consider an
interference MIMO relay system with d = 3, where all trans-
mitters and receivers have the same number of antennas, i.e.,
Nsk = Ndk = 4, k = 1, · · · ,K. Unless explicitly mentioned,
the relay node has Nr = 20 antennas. We also assume that
all transmitters have the same power budget of Psk = 20dB,
k = 1, · · · ,K. All channel matrices have i.i.d. complex Gaus-
sian entries with zero mean and unit variance, and all noises
are i.i.d. Gaussian with zero mean and unit variance. The
QPSK constellations are used to modulate the source symbols.
All simulation results are averaged over 5× 105 independent
channel realizations. Both proposed algorithms are initialized

with F(0) =
√

Pr/tr
(∑K

k=1 PskHkHH
k /Nsk + INr

)
INr and

B(0)
k =

√
Psk/NskINsk

, k = 1, · · · ,K. As a benchmark,
the performance of the proposed algorithms is compared with
the joint power control and transceiver-relay beamforming
(TxRxBF) algorithm developed in [12] and the total leakage
minimization (TLM) algorithm developed in [13].

In the first example, we study the convergence speed of the
proposed algorithms. Fig. 2 and Fig. 3 show respectively the
normalized SMSE and BER performance of the two proposed
algorithms versus the number of iterations at various levels
of Pr with K = 2. It can be seen that at all Pr levels, the
proposed Algorithm 2 converges within two iterations. Inter-
estingly, the convergence speed of the proposed Algorithm 1
decreases with increasing Pr. However, even at Pr = 20dB,
the proposed Algorithm 1 converges around 10 iterations. In
fact, the decreasing of the MSE and BER are negligible after
seven iterations. Thus, we suggest that only seven iterations
are needed for the proposed Algorithm 1 to achieve a good
performance.

In the second example, we compare the performance of two
proposed algorithms with the TLM algorithm. Fig. 4 shows the
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Fig. 2. Example 1: MSE versus the number of iterations, K = 2.
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Fig. 3. Example 1: BER versus the number of iterations, K = 2.

normalized SMSE performance of the three algorithms tested
versus Pr with K = 2. It can be seen that both proposed algo-
rithms outperform the TLM algorithm throughout the whole
Pr range when Nr = 20. While the proposed Algorithm 1 has
a better MSE performance than the proposed Algorithm 2 at
convergence, the latter algorithm has a lower computational
complexity.

For this example, the BER of all transmitter-receiver pairs
versus Pr yielded by the three algorithms is shown in Fig. 5.
It can be seen that both proposed algorithms yield smaller
BER than the TLM algorithm over the whole Pr range
when Nr = 20. Moreover, when it converges, the proposed
Algorithm 1 has a better BER performance than the proposed
Algorithm 2 at a higher computational complexity. We also
observe from Fig. 5 that both transmitter-receiver pairs achieve
almost identical BER, indicating that both proposed algorithms
are fair to all links.

It can be seen from Figs. 4 and 5 that the MSE and BER
of both proposed algorithms are higher at Nr = 5 compared
with those at Nr = 20. This is because as the number of
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Fig. 4. Example 2: Comparison of MSE versus Pr , K = 2.
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Fig. 5. Example 2: BER versus Pr for each transmitter-receiver pair, K = 2.

independent data streams from all transmitters is Kd = 6,
there is no degree-of-freedom at the relay node to separate
data streams when Nr = 5.

In the third example, we study the performance of the
proposed algorithms with different number of transmitter-
receiver pairs K. The normalized SMSE performance of
both proposed algorithms versus Pr is shown in Fig. 6 for
K = 2, 3, 4. As expected, for both algorithms, the MSE
increases with K. Moreover, the proposed Algorithm 1 has
better MSE performance than the proposed Algorithm 2 for
all K values.

In the fourth example, we study the effect of CSI mismatch
on the performance of two proposed algorithms. We assume
that the channel estimation error at the transmitter side is
uncorrelated, i.e., Θh,k = σ2

eINsk
and Θg,k = σ2

eINr where
σ2

e measures the variance of the channel estimation error. The
covariance matrices of the channel estimation error at the
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Fig. 6. Example 3: MSE versus Pr for different K.
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Fig. 7. Example 4: Effect of CSI mismatch on the proposed algorithms.

receiver side is set as

Φh,k =




1 φh φ2
h φ3

h

φh 1 φh φ2
h

φ2
h φh 1 φh

φ3
h φ2

h φh 1


 , Φg,k =




1 φg φ2
g φ3

g

φg 1 φg φ2
g

φ2
g φg 1 φg

φ3
g φ2

g φg 1




where we choose φh = φg = 0.45 in the simulation. Fig. 7
shows the performance of the two proposed algorithms under
σ2

e = 0.01 and 0.001. As expected, it can be seen from Fig. 7
that the MSE increases with σ2

e . When σ2
e is small, the system

MSE is very close to that of the system with the perfect CSI,
indicating that both proposed algorithms are efficient in the
case of CSI mismatch.

In the last example, we compare the BER performance
of the proposed algorithms with the TLM algorithm and the
TxRxBF algorithm in [12]. As the TxRxBF algorithm is only
applicable to an interference MIMO relay system with d = 1,
thus in this example, we choose d = 1. It can be seen
from Fig. 8 that both proposed algorithms and the TxRxBF
algorithm yield smaller system BER than the TLM algorithm.
Moreover, the proposed Algorithm 1 outperforms the TxRxBF
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Fig. 8. Example 5: Comparison of BER versus Pr , K = 2.

algorithm, while the TxRxBF algorithm has a better BER
performance than the proposed Algorithm 2. Note that the
computational complexity of the TxRxBF algorithm is much
higher than that of the proposed Algorithm 2.

VI. CONCLUSION

In this paper, we have presented two algorithms for jointly
optimizing the transmitter, relay, and receiver matrices of
interference MIMO relay systems. In particular, the optimal
structure of the relay precoding matrix has been derived to
reduce the computational complexity. Moreover, by modifying
the power constraint at the relay node, a simplified relay matrix
design has been proposed which has a closed-form solution.
Numerical simulation results show that the proposed algo-
rithms converge quickly after a few iterations. The proposed
Algorithm 1 has a better MSE and BER performance than the
proposed Algorithm 2 at a higher computational complexity.
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