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MMSE-DFE Based MIMO Relay System with Correlated Fading Channel
Yue Rong, Senior Member, IEEE

Abstract—We consider a practical dual-hop nonregenerative
multiple-input multiple-output (MIMO) relay system, where the
relay node only knows the correlation matrix of the relay-
destination channel. A nonlinear minimal mean-squared error
(MMSE)-based decision feedback equalizer (DFE) is used at
the destination node to retrieve the source signals. We derive
the structure of statistically optimal source and relay precoding
matrices to minimize a class of objective functions which are
multiplicatively Schur-convex with respect to the diagonal ele-
ments of the MSE matrix. Simulation results demonstrate that
the proposed algorithm has a very close performance compared
to MIMO relay system with full channel knowledge at the relay
node, and thus is very useful for practical relay systems.

Index Terms—Channel correlation, DFE, MIMO relay, MMSE.

I. INTRODUCTION

Nonregenerative multiple-input multiple-output (MIMO) re-
lay communication systems have been recently investigated
under various assumptions on the availability of channel state
information (CSI) [1]-[3]. Assuming that the full CSI of both
the source-relay and relay-destination hops is available at the
relay node, the optimal relay precoding matrix was developed
in [1] and [2]. In [3], the relay precoding matrix was designed
to maximize the ergodic source-destination channel capacity
where the full source-relay CSI is available, while only the
covariance matrix of the relay-destination channel is known at
the relay node.

From the aspect of overall system implementation, in a two-
hop relay system, it is most spectrally efficient to carry out the
optimization of the source and relay precoding matrices at the
relay node, which requires the least amount of CSI/precoding
matrices feedback among different nodes. Under this scenario,
in this letter, we make the practical assumption that the full
source-relay CSI is available at the relay node through channel
training, while the full CSI of the relay-destination hop is only
available at the destination node. Moreover, the covariance
matrix of the relay-destination channel is available at the relay
node through a low-rate feedback from the destination node.

Due to its excellent bit-error-rate (BER) performance, a
nonlinear minimal mean-squared error (MMSE) based deci-
sion feedback equalizer (DFE) [4] is used at the destination
node to retrieve the source signals. We derive the structure
of statistically optimal source and relay precoding matrices
to minimize a class of objective functions which are mul-
tiplicatively Schur-convex [5] with respect to the diagonal
elements of the MSE matrix. We would like to mention that for
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point-to-point (single-hop) MIMO system, statistically optimal
source precoding matrix design was recently addressed in [6]
using the zero-forcing (ZF)-DFE receiver. However, our work
is the first one in this direction for MIMO relay systems
using the MMSE-DFE receiver. Simulation results demonstrate
that the proposed algorithm yields much smaller BER than
MIMO relay systems using linear receivers, and has a very
close performance compared to MIMO relay system with
full channel knowledge at the relay node [7]. Thus, the
proposed algorithm is very useful for practical MIMO relay
communication systems.

II. SYSTEM MODEL

We consider a three-node two-hop MIMO communication
system where the source node (node 1) transmits information
to the destination node (node 3) with the aid of one relay
node (node 2). The ith node is equipped with Ni, i = 1, 2, 3,
antennas. We focus on the case where the direct link between
the source and destination nodes is sufficiently weak to be
ignored as in [1]-[3]. This scenario occurs when the direct
link is blocked by an obstacle such as a mountain. Using the
nonregenerative relay strategy as in [1]-[3], the received signal
vector at the destination node can be written as

y = H2F2H1F1s + H2F2v2 + v3 , H̄s + v̄ (1)

where s is the Nb×1 source signal vector, F1 is the N1×Nb

source precoding matrix, H1 is the N2 × N1 MIMO fading
channel matrix between the source and relay nodes, F2 is the
N2 ×N2 relay precoding matrix, H2 is the N3 ×N2 MIMO
fading channel matrix between the relay and destination nodes,
v2 is an N2 × 1 noise vector at the relay node, and v3

is an N3 × 1 noise vector at the destination node. Here
H̄ , H2F2H1F1 is the equivalent source-destination MIMO
channel, and v̄ , H2F2v2 + v3 is the effective noise vector
at the destination node. We assume that E[ssH ] = INb

, where
E[·] denotes statistical expectation, In denotes an n×n identity
matrix, and (·)H stands for matrix (vector) Hermitian trans-
pose. All noises are independent and identically distributed
(i.i.d.) additive white Gaussian noise (AWGN) with zero mean
and unit variance.

We assume that the relay node and the destination node
know the full CSI of H1 and H̄ respectively through channel
training. We also assume that H2 is correlated at the relay
side such that H2 = HwC

T
2
2 [3], [8], where Hw is a Gaussian

random matrix having i.i.d. entries with zero mean and unit
variance, and (·)T stands for matrix (vector) transpose. Here
Hw is unknown at the relay node, C2 = C

1
2
2 C

H
2
2 is the channel

correlation matrix which is known at the relay node through
a low-rate feedback from the destination node. This scenario
occurs, for example, in downlink MIMO relay communication,
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where the source node (base station) and the relay node are
static, while the destination node (user terminal) is mobile. In
such system, H1 is quasi-static and can be estimated at the
relay node, while H2 is time-varying and only its statistics is
known at the relay node.

In the example above, since destination nodes usually have
limited computation capability, the task of joint source and
relay precoding matrices design can not be performed at
destination nodes. Moreover, even if the source and relay
matrices can be designed at the destination node, then the
destination node needs to feed back the source and relay
matrices to the source node and relay node, respectively. This
is less spectrally efficient compared with the approach where
the source and relay matrices are designed at the relay node,
and only the source matrix needs to be fed back. Therefore,
in this letter, we assume that the optimization of precoding
matrices F1 and F2 is carried out at the relay node, and the
optimal F1 is fed back from the relay node to the source node.

Using a nonlinear MMSE-DFE receiver at the destination
node and assuming that there is no error propagation effect,
the kth source symbol is estimated as [4, Ch.8]

ŝNb
= wH

Nb
y, ŝk = wH

k y−
Nb∑

l=k+1

bk,lsl, k = 1, · · · , Nb−1 (2)

where wk is the feed-forward vector for the kth symbol, and
bk,l, l = k + 1, · · · , Nb, are the feedback coefficients for
the kth symbol. By introducing W = [w1,w2, · · · ,wNb

],
ŝ = [ŝ1, ŝ2, · · · , ŝNb

]T and an Nb ×Nb strictly upper-triangle
matrix B with nonzero elements bk,l, we can represent (2) in
matrix form as

ŝ = WHy −Bs =
(
WHH̄−B

)
s + WH v̄ . (3)

Here W and B are the feed-forward and feedback matrices
of the DFE receiver, respectively. From (3), the MSE matrix
of the signal waveform estimation is given by

E = E
[
(ŝ− s)(ŝ− s)H

]

=
(
WHH̄−B− INb

)(
WHH̄−B− INb

)H+WHCv̄W

where Cv̄ , H2F2FH
2 HH

2 + IN3 is the covariance matrix of
v̄.

Let us introduce the following matrix QR decomposition
[9]

G ,
[
C− 1

2
v̄ H̄
INb

]
= QR =

[
Q̄
Q

]
R

where R is an Nb×Nb upper-triangular matrix with all positive
diagonal elements, Q is an (Nb+N3)×Nb semi-unitary matrix
with QHQ = INb

, Q̄ is a matrix containing the first N3 rows
of Q, and Q contains the last Nb rows of Q. It is shown in
[7] that the optimal W, B, and E are given by

W = C− 1
2

v̄ Q̄D−1
R , B = D−1

R R− INb
, E = D−2

R (4)

where (·)−1 denotes matrix inversion, and for a matrix A,
DA is a matrix taking the diagonal elements of A as the main
diagonal and zero elsewhere.

We would like to mention that when error propagation is
considered, it is intractable to derive a closed form expression

for the optimal W, B, and E. The error propagation effect
increases the system BER and will be studied in Section IV.

III. PROPOSED ALGORITHM

We consider a class of objective functions f which are
multiplicatively Schur-convex [5] with respect to the main
diagonal elements of E (or equivalently D−2

R base on (4)).
A list of multiplicatively Schur-convex functions that are
commonly used in MIMO communication system design
can be found in [10, Ch.4] such as the sum of MSEs
f
(
d[D−2

R ]
)

=
∑Nb

i=1[D
−2
R ]i,i and the product of MSEs

f(d[D−2
R ]

)
=

∏Nb

i=1[D
−2
R ]i,i. Here for a matrix A, [A]i,i

denotes the ith main diagonal element of A, and d[A] is a
column vector containing all main diagonal elements of A.
It has been shown in [7] that when the full CSI of H2 is
available at the relay node, the source and relay precoding
matrices optimization problem can be written as

min
F1,F2

f
(
d[D−2

R ]
)

(5)

s.t. INb
+ H̄HC−1

v̄ H̄ = RHR (6)
tr

(
F2(H1F1FH

1 HH
1 + IN2)F

H
2

) ≤ P2 (7)

tr
(
F1FH

1

) ≤ P1 (8)

where tr(·) denotes matrix trace, Pi > 0, i = 1, 2, is the
transmission power available at the ith node, (7) and (8)
represent the transmission power constraint at the relay node
and the source node, respectively.

However, when the full H2 knowledge is not available at the
relay node, the Cholesky decomposition constraint in (6) can
not be guaranteed since matrix M , INb

+ H̄HC−1
v̄ H̄ is un-

known. To make the problem trackable, we consider EH2 [M],
where the expectation is performed over the realization of H2.
Now the source and relay precoding matrices optimization
problem is given by

min
F1,F2

f
(
d[D−2

R̆
]
)

(9)

s.t. EH2 [M] = R̆HR̆ (10)
tr

(
F2(H1F1FH

1 HH
1 + IN2)F

H
2

) ≤ P2 (11)

tr
(
F1FH

1

) ≤ P1. (12)

By using the matrix inversion lemma, we obtain
(IN2 + FH

2 HH
2 H2F2)−1 = IN2 − FH

2 HH
2 (H2F2FH

2 HH
2 +

IN3)
−1H2F2. Therefore, there is FH

2 HH
2 C−1

v̄ H2F2 = IN2 −
(IN2 + FH

2 HH
2 H2F2)−1, and we have

EH2 [M] = EH2

[
INb

+ FH
1 HH

1

×(
IN2 − (IN2 + FH

2 HH
2 H2F2)−1

)
H1F1

]
. (13)

Due to the matrix inversion operation, the exact closed form
expression of (13) is difficult to obtain. To avoid this difficulty,
we resort to a close approximation of (13). Since X−1 is a
matrix convex function of X [5], an upper-bound of (13) can
be obtained as

EH2 [M]
≤ INb

+FH
1 HH

1

(
IN2−(IN2 + FH

2 EH2 [H
H
2 H2]F2)−1

)
H1F1

= INb
+FH

1 HH
1

(
IN2−(IN2 + FH

2 C̃2F2)−1
)
H1F1

, M̃ (14)
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where C̃2 , N3CT
2 , and for two matrices A and B, A ≤ B

means that B−A is a positive semi-definite matrix.
The comparison of the upper-bound (14) and the true value

(13) is shown in Fig. 1 in terms of their traces tr(M̃),
EH2 [tr(M)] and their (2, 2)-th elements [M̃]2,2, EH2

[
[M]2,2

]
versus P1. Here we set Nb = 3, Ni = N = 3, i = 1, 2, 3,
F1 =

√
P1/N1IN1 , and F2 =

√
P2/N2IN2 with P2 = 20dB.

The value of EH2 [tr(M)] and EH2

[
[M]2,2

]
is obtained from

using 104 random realizations of H2. Based on [8], we assume
that C2 has the commonly used exponential Toeplitz structure
such that

[C2]m,n = J0(2π|m− n|/c2) (15)

where J0(·) is the zeroth order Bessel function of the first
kind, and c2 stands for the correlation coefficient which
depends on physical factors such as the angle of arrival spread,
spacing between antenna elements, and the wavelength at
the center frequency [8]. Here we set c2 = 10. It can be
seen from Fig. 1 that tr(M̃) and [M̃]2,2 are very close to
EH2 [tr(M)] and EH2

[
[M]2,2

]
, respectively, indicating that

the upper-bound (14) is indeed very tight. We would like to
mention that the tightness of (14) is observed for different F1,
F2, and C2.

In the following, by using (14), we rewrite the source and
relay precoding matrices design problem as

min
F1,F2

f
(
d
[
D−2

R̃

])
(16)

s.t. M̃ = R̃HR̃ (17)
tr

(
F2(H1F1FH

1 HH
1 + IN2)F

H
2

) ≤ P2 (18)

tr
(
F1FH

1

) ≤ P1 (19)

where R̃ is an Nb × Nb upper-triangular matrix. Let us
introduce H1 = U1Σ1VH

1 as the singularvalue decomposition
(SVD) of H1, C̃2 = U2Σ2

2U
H
2 as the eigenvalue decomposi-

tion (EVD) of C̃2, and M , min(rank(H1), rank(H2), Nb),
where rank(·) denotes the rank of a matrix. We assume that
the main diagonal elements in Σ1 and Σ2 are arranged in an
increasing order, respectively. For any multiplicatively Schur-
convex f with respect to d

[
D−2

R̃

]
, the following theorem is

in order.
THEOREM 1: The optimal structure of F1 and F2 as the

solution to the problem (16)-(19) in the form of their SVDs
is given by

F1 = Ṽ1Λ1VH
F1

, F2 = Ũ2Λ2ŨH
1 (20)

where Ṽ1, Ũ1, Ũ2 contain M columns of V1, U1, U2

associated with the largest M singular (eigen)-values, Λ1 and
Λ2 are M × M diagonal matrices, and VF1 is an Nb × M
(semi)-unitary matrix with VH

F1
VF1 = IM and is chosen such

that d
[
DR̃

]
has equal entries.

PROOF: Introducing C̃2 = C̃
H
2
2 C̃

1
2
2 (with C̃

1
2 = U2Σ2UH

2 )
and applying the matrix inversion lemma to (14), we have

M̃ = INb
+ H̃HC−1

ṽ H̃ = G̃HG̃ (21)

where H̃ , C̃
1
2
2 F2H1F1, Cṽ , C̃

1
2
2 F2FH

2 C̃
H
2
2 + IN2 , and

G̃ ,
[
H̃HC−H

2
ṽ , INb

]H

. Using (21), constraint (17) can be

equivalently represented as the QR decomposition constraint
on G̃ as

G̃ = Q̃R̃. (22)

Now the problem (16)-(19) is converted to a problem com-
posed of (16), (22), (18), (19). The optimal structure of F1

and F2 for the latter problem has been proven in [7] and is
given by (20). ¤

Interestingly, the optimal structure of the source and relay
precoding matrices (20) is similar to that of the relay system
with the full CSI of H2 at the relay node [7]. The major
difference is that F2 is matched to U2, rather than the right
singular vector matrix of H2. Since the upper-bound (14) is
tight, the structure of F1 and F2 in (20) provides a good
solution to the problem (9)-(12).

Using (20) and following the steps in [7], for any mul-
tiplicatively Schur-convex f , the problem (16)-(19) can be
equivalently converted to the following problem

min
λ1,λ2

−
M∑

k=1

log2

(
1 +

λ2
1,kσ2

1,kλ2
2,kσ2

2,k

1 + λ2
2,kσ2

2,k

)
(23)

s.t.
M∑

k=1

λ2
2,k(λ2

1,kσ2
1,k + 1) ≤ P2 (24)

M∑

k=1

λ2
1,k ≤ P1 (25)

where λi , [λi,1, · · · , λi,M ]T , i = 1, 2, λi,k and σi,k are the
kth main diagonal element of Λi and Σi, i = 1, 2, respectively.
Note that the optimization problem with matrix variables (16)-
(19) has been simplified to a problem with scalar variables.
The problem (23)-(25) can be efficiently solved by the iterative
water-filling algorithm developed in [2]. Finally, VF1 should
be chosen such that d

[
DR̃

]
has equal entries. Such VF1 can

be efficiently computed using the numerical method developed
in [11].

IV. NUMERICAL EXAMPLES

In this section, we study the performance of the proposed
source and relay precoding matrices through numerical sim-
ulations. For simplicity, we consider Ni = N , i = 1, 2, 3,
but the extension to the general case where different nodes
have different number of antennas is straightforward. Channel
matrices H1 and Hw have i.i.d. Gaussian entries with zero-
mean and variance 1/N . In each channel realization, 2000
randomly generated bits are transmitted by the source node
using the QPSK modulation scheme. All simulation results
are averaged over 1000 independent channel realizations.

We compare the proposed algorithm with the algorithm
developed in [7] where an MMSE-DFE receiver is used at
the destination node, the maximal mutual information (MMI)
algorithm, and the MMSE algorithm developed in [2] where
a linear receiver is used at the destination node. Note that
all algorithms in [2] and [7] require full H2 knowledge at
the relay node. While for the proposed algorithm, only the
knowledge of C2 is necessary at the relay node. For the pro-
posed algorithm and the algorithm in [7], we study their BER
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performance when an ideal (perfect) MMSE-DFE receiver and
a practical MMSE-DFE receiver (with error propagation) is
used, respectively.

In our first example, we set N = Nb = 4. The channel
correlation coefficient1 is chosen as c2 = 10 in (15). Fig. 2
shows the BER comparison among four algorithms versus P2

for a fixed P1 = 20dB. In the second example, we simulate a
MIMO relay system with N = 5, Nb = 4, and c2 = 10. The
BER performance of four algorithms is displayed in Fig. 3
versus P1 for a fixed P2 = 20dB. It can be clearly seen
from Figs. 2 and 3 that due to the application of MMSE-DFE
receiver, the performance of the proposed algorithm is much
better than the algorithms in [2]. In fact, the performance of
the proposed algorithm is very close to that of the algorithm
in [7] in low to medium P2 or P1. At high power level, the
performance of the proposed algorithm is comparable to that
in [7]. Therefore, the proposed algorithm is very useful for
practical MIMO relay communication systems.

It can also be seen from Figs. 2 and 3 that for the proposed
algorithm and the algorithm in [7], there is an SNR gap
between the BER performance of the system using an ideal
MMSE-DFE receiver and that using a practical MMSE-DFE
receiver. However, even with the error-propagation effect, the
BER of the proposed algorithm is still much lower than that
of the MMI and MMSE algorithms in [2]. The reason is that
although the error propagation reduces the SNR gain, it does
not affect the diversity gain of the MMSE-DFE receiver, which
is more important in MIMO systems, especially at high SNR
region.

We observe in Fig. 2 that the difference between the
proposed algorithm and that of [7] is almost constant when
P2 is above 17dB. While seen from Fig. 3, the difference
between two algorithms increases with P1. This indicates that
at a fixed P2 level, the impact of the difference between F2

using the proposed algorithm and the F2 from [7] on the BER
performance increases with P1.

V. CONCLUSIONS

We have derived the optimal structure of the source and
relay precoding matrices of a two-hop MIMO relay system
with only statistical CSI of H2 at the relay node. A class
of multiplicatively Schur-convex objective functions are opti-
mized when an MMSE-DFE receiver is used at the destination
node. Simulation results show that the proposed algorithm has
a close performance to that of MIMO relay system with full
H2 knowledge at the relay node.
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Fig. 2. Example 1: BER versus P2. N = Nb = 4, c2 = 10, and P1 = 20dB.

0 5 10 15 20 25
10

−3

10
−2

10
−1

10
0

P
1
 (dB)

B
E

R

 

 

MMI [2]
MMSE [2]
MMSE−DFE [7] (perfect)
MMSE−DFE [7] (error propag.)
Proposed (perfect)
Proposed (error propag.)

Fig. 3. Example 2: BER versus P1. N = 5, Nb = 4, c2 = 10, and
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