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Abstract In this paper, we study exponential stability and tracking control problems

for uncertain time-delayed systems. First, sufficient conditions of exponential stability

for a class of uncertain time-delayed systems are established by employing Lyapunov

functional methods and algebraic matrix inequality techniques. Furthermore, tracking

control problems are investigated in which an uncertain linear time-delayed system

is used to track the reference system. Sufficient conditions for solvability of tracking

control problems are obtained for the cases that the system state is measurable and non-

measurable, respectively. When the state is measurable, we design an impulsive control

law to achieve the tracking performance. When the state information is not directly

available from measurement, an impulsive control law based on the measured output

will be used. Finally, numerical examples are presented to illustrate the effectiveness

and usefulness of our results.

Keywords Exponential stability · Time delays · Lyapunov functional · Impulsive

control · State tracking

1 Introduction

In recent decades great concerns have been addressed to stability problems of time-

delayed systems since time delays are often encountered in a variety of practical systems
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such as chemical processes, communication systems and power systems, etc. In partic-

ular, for neural networks, time-delayed control problems have received more attention

(see, for examples, [1]-[4] and their references in which time delays can be constant

or time-varying and stability criteria can be delay-dependent or delay-independent).

Time-delayed systems can model these systems with interconnections between dynam-

ics and propagation or transport phenomena. Time delays sometimes cause undesirable

dynamical behaviors such as oscillation and instability. Consequently, many research

results on stability criteria for time-delayed systems, such as [5]-[10], [14], have ap-

peared in the literature. However, exponential stability problems for control systems

with multiple delays and parameter uncertainty are not fully investigated and need to

be developed further. This motivates us to find new stability criteria for time-delayed

systems with multiple delays. In this paper, we study exponential stability problems for

uncertain time-delayed systems by Lyapunov functional methods and algebraic matrix

inequalities and obtain sufficient conditions for exponential stability of these systems.

On the other hand, in recent years tracking control problems have been investigated

extensively, see [11]-[13] and the references therein. Time delays affect the tracking sig-

nal’s transmission and implementation. To solve tracking control problems with time

delays, some results have been reported in the literature, for example, see [21]-[22]

and the references therein. However, these tracking control methods require that the

control law should be continuous which may not be practical for some real world con-

trol systems. It is well known that the impulsive control method [16]-[20] is one of

important control techniques and impulsive control laws have fast response time, low

energy consumption, good robustness and resistance to disturbances. In this paper,

combining with Lyapunov functional methods and algebraic matrix inequality tech-

niques, we apply the impulsive control method to solve tracking control problems for

the cases that the system state is measurable and non-measurable, respectively. Finally,

the effectiveness and usefulness of our results are demonstrated by numerical examples.

Notations: Let P > 0(≥, <,≤) denote a positive definite (semi-positive definite,

negative definite, semi-negative definite) matrix P . Let Rn denote the n-dimensional

Euclidean space. ‖.‖ denotes the Euclidean norm in Rn, i.e., for x = [x1, ..., xn]T ∈
Rn, ‖x‖ = (

∑n
l=1 x2

l )1/2 and λM (P ) and λm(P ) are respectively the largest and the

smallest eigenvalues of P . PC(R+, R+) is the set of all piecewise continuous functions

p : R+ → R+ such that p ∈ PC(R+, R+), where p : R+ → R+ is continuous on R+

except at the time points in the set {τk} and is left-continuous and has right limit at

τk for all k.

2 Exponential stability analysis of time-delayed systems

2.1 System description

Consider the following system with k time delays and parameter uncertainty,

ẋ(t) = A∆x(t) +

k∑

i=1

BT
i∆x(t− τi(t)) + ω(t, x), (1)

where x(t) ∈ Rn is the state vector, and

A∆ = A + MFN, BT
i∆ = (Bi + MFLi)

T ,
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FT F ≤ I, A, M , N , Bi, Li (i = 1, 2, · · · , k) are known real constant matrices with

appropriate dimensions, F is an uncertain real matrix, I is an identity matrix, ω(t, x)

is a bounded external disturbance described by a continuous vector-valued function

and τi(t) (i = 1, 2, · · · k) is the ith differentiable time-delayed function where

x(t− τi(t)) = (x1(t− τi1(t)), x2(t− τi2(t)), · · · , xn(t− τin(t)))T ,

τ∗ = sup
t≥0

{
max

1≤i≤k,1≤j≤n

{
τij(t)

}}
< ∞, τ̂ = max

1≤i≤k

{
sup
t≥0

{
τ ′i(t)

}}
.

First, we need to introduce some preliminary concepts which will be used throughout

this paper.

Definition 1 Assume that for system (1) there exist positive constants r > 0 and

µ > 1 such that

‖x(t)‖ ≤ µe−rt sup
−τ∗≤t≤0

‖x(t)‖ . (2)

Then, the trivial solution of system (1) is said to be exponentially stable and r is called

the convergence rate of exponential stability.

Lemma 1 ([10]) Let H, P be real matrices of appropriate dimensions. Then, for any

appropriate matrix S > 0 and any scalar δ > 0, the following inequality holds,

HP + PT HT ≤ δ−1HS−1HT + δPT SP (3)

2.2 Stability criteria

We now present our sufficient conditions of exponential stability for system (1).

Theorem 1 Let

Qi = diag(q
(i)
11 , q

(i)
22 , ..., q

(i)
nn) > 0, (i = 1, 2, ..., k)

‖ω(t, x)‖ ≤ l ‖x(t)‖, l ≥ 0, and τ̂ < 1. Then, system (1) is exponentially stable and the

convergence rate of exponential stability is r =
|λ̄|
2 if the following inequality holds,

G = A+AT +MMT +NT N +

k∑

i=1

Qi+
2

1− τ̂

k∑

i=1

1

λi
(BT

i Bi + λ0LT
i Li)+(1+l2)I < 0,

(4)

where λ̄, λ0 are respectively the largest eigenvalues of G and MT M , and λi is the

smallest eigenvalue of Qi.

Proof Choose a Lyapunov-Krasovskii functional candidate as

V (x(t)) = xT (t)x(t) +

k∑

i=1

∫ t

t−τi(t)

xT (s)Qix(s)ds, (5)

where Qi > 0, (i = 1, 2, · · · , k). Taking the derivative of the Lyapunov functional (5)

along the solution of system (1), we obtain

V̇ (x(t)) = ẋT (t)x(t) + xT (t)ẋ(t)
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+

k∑

i=1

xT (t)Qix(t)−
k∑

i=1

(1− τ ′i(t))x
T (t− τi(t))Qix(t− τi(t))

≤ xT (t)(AT
∆ + A∆)x(t) + 2

k∑

i=1

xT (t− τi(t))Bi∆x(t) + 2xT (t)ω(t)

+

k∑

i=1

xT (t)Qix(t)−
k∑

i=1

(1− τ̂)xT (t− τi(t))Qix(t− τi(t))

≤ xT (t)(AT + A + MFN + NT FT MT +

k∑

i=1

Qi)x(t) + 2

k∑

i=1

xT (t− τi(t))Bi∆x(t)

+2xT (t)ω(t)−
k∑

i=1

(1− τ̂)λix
T (t− τi(t))x(t− τi(t)). (6)

By Lemma 1, the following inequalities hold,

MFN + NT FT MT ≤ MMT + NT N,

2xT (t)ω(t) ≤ xT (t)x(t) + ωT (t)ω(t) ≤ (1 + l2)xT (t)x(t),

2xT (t− τi(t))Bi∆x(t) ≤ 1

(1− τ̂)λi
xT (t)BT

i∆Bi∆x(t)

+(1− τ̂)λix
T (t− τi(t))x(t− τi(t)),

and

BT
i∆Bi∆ = BT

i Bi + LT
i FT MT MFLi + LT

i FT MT Bi + BT
i MFLi

≤ 2BT
i Bi + 2λ0LT

i Li.

Then, substituting the above inequalities to (6) gives

V̇ (x(t)) ≤ xT (t)(AT + A + MMT + NT N +

k∑

i=1

Qi)x(t)

+

k∑

i=1

2

(1− τ̂)λi
(BT

i Bi + λ0LT
i Li) + xT (t)(1 + l2)Ix(t) = xT (t)Gx(t). (7)

Thus, it follows from (4) and (7) that

V̇ (x(t)) < 0, ∀t ≥ 0.

Moreover, it is clear that there exists a positive scalar α > 1 such that the following

inequalities are satisfied,

‖x(t)‖2 < V (x(t)) ≤ α ‖x(t)‖2 ,∀t ≥ 0. (8)

Thus,

‖x(t)‖2 < V (x(t)) < V (x(0)) ≤ α ‖x(0)‖2 , ∀t ≥ 0. (9)
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By (9), we have

ln
‖x(t)‖2

α ‖x(0)‖2
< ln

V (x(t))

V (x(0))

=

∫ t

0

V̇ (x(s))

V (x(s))
ds

<

∫ t

0

x(s)T Gx(s)

‖x(s)‖2
ds

≤
∫ t

0

λ̄ ‖x(s)‖2
‖x(s)‖2

ds

= λ̄t = −2rt, (10)

where r =
|λ̄|
2 . Thus, we have from (10) that

‖x(t)‖ <
√

αe−rt ‖x(0)‖ ,

which implies that

‖x(t)‖ <
√

αe−rt sup
−τ∗≤t≤0

‖x(t)‖ ,

where
√

α > 1, r > 0. Therefore, in accordance with Definition 1, system (1) is expo-

nentially stable and the convergence rate of exponential stability is r =
|λ̄|
2 .

3 Impulsive tracking control of time-delayed systems

3.1 System description and basic impulsive theory

We now study the following tracking control problem. For a reference linear system

ẋr(t) = Arxr(t),

xr(0) = xr0,
(11)

we consider a tracking linear system with time delays and disturbances

ẋ(t) = Ax(t) + Bx(t− h) + w(t),

y(t) = Cx(t),

x(0) = x0,

(12)

and the state tracking performance index

lim
t→+∞

‖xr(t)− x(t)‖ = 0, (13)

where xr(t), x(t) ∈ Rn are the state vectors of the reference system and tracking

system respectively, y(t) ∈ Rm is the output vector, Ar, A, B and C are constant

matrices of appropriate dimensions, w(t) is a bounded external disturbance described

by a continuous vector-valued function and h is the delay time.
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We are now in a position to introduce some basic impulsive control theory. Consider

the following impulsive control system with time delays,

ẋ(t) = f(t, x(t), x(t− h)), t 6= τk,

∆x(t) = x(t+)− x(t−) = uk(x), t = τk, (14)

x(τ+
0 ) = x(0), k = 1, 2, · · · ,

where f ∈ C(R+ ×Rn ×Rn, Rn), uk ∈ C(Rn, Rn), while 0 < τ1 < · · · < τk < · · · ,
with τk →∞ as k →∞.

Definition 2 The state of system (12) impulsively asymptotically tracks that of sys-

tem (11) if there exists an impulsive control law {τk, uk(x)} such that lim
t→+∞

‖xr(t)− x(t)‖ =

0 holds.

Definition 3 For each ρ > 0, define

Sρ =
{
x ∈ Rn : ‖x(t)‖ < ρ

}
,

and for (t, x) ∈ (τk−1, τk]×Rn, k = 1, 2, ..., let

D+V (t, x) = lim
h→0

sup
1

h
[V (t + h, x + hf(t, x))− V (t, x)] .

Definition 4 Let V0 be the set containing all functions V (·, ·) : R+×Sρ → R+ which

are continuous on R+ × Sρ, except possibly at a sequence of points {τk}, and satisfy

the following two conditions,

i) for each x ∈ Sρ, k = 1, 2, ..., lim
(t,y)→(τ−

k
,x)

V (t, y) = V (τ−k , x) exists;

ii) V (t, x) is locally Lipschitz in x.

Moreover, the following lemma gives sufficient conditions for asymptotical stability of

system (14).

Lemma 2 ([20]) Assume that there exist α, β, γ, g ∈ K, p ∈ PC(R+, R+), V (t, x) ∈ V0

and σ > 0, such that the following conditions are satisfied.

i) β(‖x‖) ≤ V (t, x) ≤ α(‖x‖), ∀(t, x) ∈ [−h,∞)× Sρ;

ii) V (τk, ϕ(0) + uk(ϕ(τk))) ≤ g(V (τ−k , ϕ(0))),∀(τk, ϕ) ∈ R+ × PC([−h, 0] , Sρ);

iii) D+V (t, ϕ(0)) ≤ p(t)γ(V (t, ϕ(0))), ∀t ∈ R+, t 6= τk and ϕ ∈ PC([−h, 0), Sρ),

when V (t, ϕ(0)) ≥ g(V (t + s, ϕ(s))),∀s ∈ [−h, 0);

iv) G2 = inf
q>0

q∫
g(q)

ds
γ(s)

> sup
t≥0

t+τ∫
t

p(s)ds = G1, where ϕ(0−) = ϕ(0), τ = sup {τk − τk−1} <

∞. Then, the trivial solution of the impulsive system (14) is asymptotically stable.

3.2 Tracking control criteria

3.2.1 Measurable state case

We first consider the case that the state of system (12) is measurable. Under the

designed impulsive control law {τk, uk(x)}, where uk(x) = Qrxr(t) − Qx(t), Q, Qr ∈
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Rn×n, system (12) can be rewritten as

ẋ(t) = Ax(t) + Bx(t− h) + w(t), t 6= τk,

∆x(t) = Qrxr(t)−Qx(t), t = τk,

y(t) = Cx(t),

x(τ+
0 ) = x(0) = x0, k = 1, 2, · · · .

(15)

We thus have the following theorem.

Theorem 2 Let P > 0, ‖xr(t)− x(t)‖ ≤ l ‖x(t)‖, ‖x(t− h)‖ ≤ 1√
η ‖x(t)‖ and ‖w(t)‖ ≤

µ ‖x(t)‖. Then the state of system (12) impulsively asymptotically tracks that of the ref-

erence system (11) if the following inequality holds,

0 < ηe
τ
η < e

−τ(1+λM (E)+ µ2

λm(P ) ) < 1, (16)

where η = 2(λM (F ) +
λM (G)(1+l)2

λm(P )
) > 0, F = I − 2Q + P−1QT PQ, G = QT

r PQr and

E = A + P−1AT P + BP−1BT P .

Proof Choose the following Lyapunov functional candidate as

V (t, x) = x(t)T Px(t), (17)

which clearly satisfies condition (i) of Lemma 2.

At t = τk, k = 1, 2, ..., we have

V (τ+
k , x) = x(τ+

k )T Px(τ+
k )

= x(τk)T (P − 2PQ + QT PQ)x(τk) + 2x(τk)T (PQr −QT PQr)xr(τk)

+xr(τk)T QT
r PQrxr(τk)

≤ 2x(τk)T (P − 2PQ + QT PQ)x(τk) + 2xr(τk)T QT
r PQrxr(τk)T

≤ 2(λM (F ) +
λM (G)(1 + l)2

λm(P )
)V (τk, x) = ηV (τk, x).

Thus, condition (ii) of Lemma 2 is satisfied with g(s) = ηs. On the other hand, by

virtue of the Lyapunov function (17), taking upper Dini derivative along the solution

of system (15) in the time interval {t|t 6= τk, k = 1, 2, ...}, we obtain

D+V (t, x) = x(t)T (AT P + PA)x(t) + 2x(t)T PBx(t− h) + 2x(t)T Pw(t)

≤ x(t)T (AT P + PA)x(t) + 2x(t)T Pw(t) + x(t)T PBP−1BT Px(t) +
1

η
V (t)

≤ x(t)T (AT P + PA)x(t) + (1 +
µ2

λm(P )
)V (t) + x(t)T PBP−1BT Px(t) +

1

η
V (t)

≤ (1 + λM (E) +
1

η
+

µ2

λm(P )
)V (t).

Thus, condition (iii) is satisfied with p(t) = 1 + λM (E) + 1
η + µ2

λm(P )
, and γ(s) = s.

For ε < τ , we have the following two integrals,

G1 = sup
t≥0

t+τ∫

t

p(s)ds = (1 + λM (E) +
1

η
+

µ2

λm(P )
)τ
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and

G2 = inf
q>0

q∫

g(q)

ds

γ(s)
= − ln η.

By (16), the following inequality holds,

G2 > G1.

Thus, condition (iv) of Lemma 2 is also satisfied. Therefore, system (5) is asymptotically

stable. In addition, we have lim
t→+∞

‖x(t)‖ = 0.

By ‖xr(t)− x(t)‖ ≤ l ‖x(t)‖, it follows that lim
t→+∞

‖xr(t)− x(t)‖ = 0. Thus, the

state of system (12) impulsively asymptotically tracks that of the reference system

(11).

3.2.2 Non-measurable case

We now turn to another case. The impulsive controller designed above is no longer

effective when the state of system (12) is not directly available from measurement. We

now consider a new impulsive control law based on the measured output rather than

the state information.

Consider the state estimator of system (12) described by

˙̄x(t) = Ax̄(t) + Bx̄(t− h) + LC(x(t)− x̄(t)) + w(t),

ȳ(t) = Cx̄(t),

x̄(0) = x̄0,

(18)

where L is the output feedback gain matrix. Define the difference between the real

state and the estimator state as

e(t) = x(t)− x̄(t).

From (12) and (18), we have

ė(t) = (A− LC)e(t) + Be(t− h),

ye(t) = Ce(t),

e(0) = e0,

(19)

Then, we have the following theorem for the asymptotical stability of the error system

(19).

Theorem 3 System (19) is asymptotically stable if there exists an output feedback

matrix L such that the following inequality holds,

J = A + AT + I − LC − CT LT + BBT < 0. (20)

Proof Choose the following Lyapunov functional candidate as

V (t, e(t)) = e(t)T e(t) +

t∫

t−h

e(s)T e(s)ds.
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Obviously, V (t, e(t)) > 0. By virtue of the Lyapunov function V (t, e(t)), taking upper

Dini derivative along the solution of system (19), we obtain

V̇ (t, e(t)) = ė(t)T e(t) + e(t)T ė(t) + e(t)T e(t)− e(t− h)T e(t− h)

= e(t)T (A + AT + I − LC − CT LT )e(t) + 2e(t)T Be(t− h)− e(t− h)T e(t− h)

≤ e(t)T (A + AT + I − LC − CT LT + BBT )e(t).

By (20), it is easy to see that

V̇ (t, e(t)) < 0.

Thus, system (19) is asymptotically stable.

We now investigate the problems that the state of estimator system (18) asymptotically

tracks that of the reference system (11). If the difference between the real state and

the estimator state is regarded as the external disturbance of system (18), then (18)

can be rewritten as

˙̄x(t) = Ax̄(t) + Bx̄(t− h) + w̄((t)),

ȳ(t) = Cx̄(t),

x̄(0) = x̄0,

(21)

where w̄(t) = LCe(t) + w(t).

For system (21), by the impulsive control law
{
τk, Q̄rxr(t)− Q̄x̄(t)

}
and analysis

techniques similar to that in the proof of Theorem 3, we give the following result

without proof.

Theorem 4 Let P > 0, ‖xr(t)− x̄(t)‖ ≤ l̄ ‖x̄(t)‖, ‖x(t− h)‖ ≤ 1√
η ‖x(t)‖ and ‖e(t)‖ ≤

m ‖x̄(t)‖. Then, the state of system (12) impulsively asymptotically tracks that of the

reference system (11) if (20) and the following inequality hold,

0 < ηe
τ
η < e

−τ

(
1+λM (Ē)+ µ̄2

λm(P )

)
< 1,

where

η = 2

(
λM (F̄ ) +

λM (Ḡ)(1 + l̄2)

λm(P )

)
> 0, F̄ = I − 2Q̄ + P−1Q̄T PQ̄,

Ḡ = Q̄T
r PQ̄r, Ē = A + P−1AT P + BP−1BT P, µ̄ = ‖LC‖m + µ(1 + m),

Remark 1 In view of Theorem 4, we can see that when system (21) is asymptotically

stable, we can apply the estimated system (19) to obtain the state tracking performance

index by the impulsive control law
{
τk, Q̄rxr(t)− Q̄x̄(t)

}
.
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4 Numerical Examples

In this section, we will present two examples to illustrate our results obtained in Section

3.

Example 1 Consider the following uncertain time delayed system,

ẋ(t) = A∆x(t) + BT
1∆x(t− τ1(t)) + BT

2∆x(t− τ2(t)) + ω(t, x),

where

A = diag(−8.7,−8,−8.9), ω(t, x) = (−√x2x3,
√

x1x3,−√x1x2)
T ,

B1 =




0.05 0.25 0.05

0.1 0.05 0.15

0.15 0.15 0.05


 , B2 =




0.75 0.75 0.95

0 0.5 0.15

0.15 0.15 0.05


 ,

F (t) =




sin t 0 0.

0 1 0

0 0 cos t


 ,

x(t− τ1(t)) = (x1(t− 0.2t), x2(t− 0.5t), x3(t− 0.1t))T ,

x(t− τ2(t)) = (x1(t− 0.013), x2(t− 0.013), x3(t− 0.013))T .

Obviously,

FT F ≤ I, l = 1, τ̂1 = 0.5 < 1, τ̂2 = 0.

Let

M = N = L1 = L2 = Q1 = Q2 = I,

then we obtain from (4) that

G =



−4.09 1.33 1.54

1.33 −1.98 1.70

1.54 1.70 −3.835


 < 0,

and the largest eigenvalue of G is −0.0330. Thus, system (1) is exponential stable and

the convergence rate of exponential stability is r = 0.0165.

Example 2 Consider the reference system (11) and the tracking system with the fol-

lowing data,

Ar =

[
−1.5 −1.2

2 −0.2

]
, A =

[
1.5 −1

−1 −2.3

]
, B =

[
−0.3 −0.2

0.1 −0.4

]
, C = (1.3,−0.7)T ,

xr(0) = (2,−1)T , x(0) = (−2, 1)T , w(t) =

(
−

√
2

3
x1(t)x2(t),

√
4

3
x1(t)x2(t)

)T

.

When the state of tracking system is measurable, it is clear to see that we can choose

that µ = 1. Let Qr = diag
(

1
2(1+l)

, 1
2(1+l)

)
, Q = diag

(
2
3 , 2

3

)
, P = I, τ = 0.01.

Then, we have η = 0.7222, −
(
1 + λM (E) + 1

η + µ2
)

τ = −0.069932. Obviously, η =

0.7222 < e−0.069932 = 0.9325.
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Consequently, it follows from Theorem 2 that the state of system (12) asymptoti-

cally tracks that of system (11) under the impulsive control law

{τk, Qrxr(t)−Qx(t)} .

When the state of tracking system is not measurable, we still choose µ = 1, m = 1.

Let Q̄r = diag
(

1
2(1+l̄)

, 1
2(1+l̄)

)
, Q̄ = diag

(
2
3 , 2

3

)
, P = I, τ = 0.01 and the output

feedback gain matrices candidate L = (1.63,−0.151)T . Then, we have

λM (J) = −0.0001 < 0, η = 0.7222, µ̄ = 17.8481,

and −
(
1 + λM (E) + 1

η + µ̄2
)

τ = −0.2384. It is easy to verify that η = 0.7222 <

e−0.2384 = 0.7879.

Consequently, the state of system (2) asymptotically tracks that of system (11)

under the impulsive control law

{
τk, Q̄rxr(t)− Q̄x(t)

}
.

5 Conclusion

In this paper, we have investigated exponential stability for a class of control systems

with multiple delays and parameter uncertainty. Sufficient conditions are derived on the

basis of Lyapunov functional methods and algebraic matrix inequalities. In addition,

we proposed novel designed impulsive control laws to achieve the state tracking perfor-

mance no matter whether the state information is directly available from measurement.

Finally, numerical examples are given to illustrate to our results.
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