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Abstract— A Service Ecosystem is a biological view of our business and software environment, which is comprised of a Service Use 
Ecosystem and a Service Supply Ecosystem. Service matchmakers play an important role in ensuring the connectivity between the two 
ecosystems. Current matchmakers attempt to employ ontologies to disambiguate service consumers’ service queries by semantically 
classifying service entities and providing a series of human computer interactions to service consumers. However, the lack of relevant 
service domain knowledge and the wrong service queries could prevent the semantic service matchmakers from seeking the service concepts 
that can be used to correctly represent service requests. To solve this issue, in this paper, we propose the framework of a service concept 
recommendation system, which is built upon a semantic similarity model. This system can be employed to seek the concepts used to 
correctly represent service consumers’ requests, when a semantic service matchmaker finds that the service concepts that are eventually 
retrieved cannot match the service requests. Whilst many similar semantic similarity models have been developed so far, most of them focus 
on distance-based measures for the semantic network environment and ignore content-based measures for the ontology environment. For the 
ontology environment in which concepts are defined with sufficient datatype properties, object properties, and restrictions etc., the content of 
concepts should be regarded as an important factor for concept similarity measures. Hence, we present a novel semantic similarity model for 
the service ontology environment. The technical details and evaluation details of the framework are discussed in this paper. 

Index Terms— semantic similarity models, semantic service matchmakers, service concept recommender system, Service Ecosystem, 
service ontology 

1 INTRODUCTION

The term “Service Ecosystem” has emerged from Veryard’s book [1], in which the author utilized a biological view to 
analyse the components of our business and software environment. The Service Ecosystem contains both human users and 
artefacts which can be divided into two major components: 1) services that would be meaningful and viable in the ecosystem; 
and 2) devices that enable the release and delivery of these services into the ecosystem. Services and devices in the Service 
Ecosystem are heterogeneous by nature and cover nearly all commercial and electronic services and devices in human 
society. Moreover, in accordance with the notion of demand/use and supply, Veryard separated the ecosystem into four 
components with respective internal activities described as follows: 

1. Service Use Ecosystem, in which services are demanded, used, and use of services are architected and 
configured, as well as service publications being subscribed by human users and artefacts; 

2. Service Supply Ecosystem, in which human users and artefacts architect, configure, publish, provide or deliver 
services through stable interfaces, 

3. Device Use Ecosystem, in which devices are configured, installed, connected or called, and device behavior and 
system behavior are predicted; 

4. Device Supply Ecosystem, in which devices are architected, provided and managed. 
In addition, there are several factors that influence the above activities within each ecosystem. Availability is one of them, 

which is the ecological principle of the Service Supply Ecosystem. Availability refers to the accessibility, ease-of-use and 
reliability of services for supplying [1]. Furthermore, availability also impacts upon the connectivity between the Service 
Use Ecosystem and the Service Supply Ecosystem.  

In order to ensure the availability of service supply, one important factor is to enable a service entity to be precisely 
matched with a service request. Whilst currently there are plenty of commercial search engines available for the service 
matchmaking, there is a widespread problem that occurs in most of the search engines, namely, an ambiguous service 
request cannot match an appropriate service entity. This is also the reason why many ontology-based service matchmakers 
have been developed. These service matchmakers utilize service domain ontologies for classifying service entities, by 
associating service entities with appropriate service ontology concepts, which enriches the semantical extent of service 
entities [2-9]. Moreover, these matchmakers provide a particular service domain knowledge for service consumers, in order 
to disambiguate their service queries. This is realized by: 1) keyword-based automatic matching between a service request 
and one or more service concepts [2, 3, 6-9]; and 2) service consumers choosing the service concepts that can best present 
their service requests from the matched concepts by means of a series of Human Computer Interactions (HCIs) with service 
ontologies [4]. As a consequence, when a service query finally matches one or more service concepts, the service entities 
associated with the service concepts can be matched and retrieved by the ontology-based service matchmakers. 

However, the principle of the ontology-based service matchmakers gives rise to the following research question – If a 



 

 

service consumer does not have relevant knowledge about his/her service request, and thus his/her service query could be 
incorrect or incomplete at the beginning, are the semantic service matchmakers able to disambiguate his/her service query? 
The answer could be ‘no’, because incorrect or incomplete service queries and the lack of relevant service domain 
knowledge could lead to the ontology-based service matchmakers being incapable of finding appropriate service concepts 
for the service consumer. 

In order to resolve this issue, first of all, whereas the eventually retrieved service concept(s) cannot match the service 
consumer’s service request, this concept(s) is obtained by the HCIs between the service consumer and an ontology-based 
service matchmaker. Therefore, we can premise that there is some extent of overlap between the retrieved service concept(s) 
and the service concept(s) that can correctly represent the service consumer’s service request, as a result of the impact of the 
service consumer’s subjective perception on the retrieval of this service concept(s). As a consequence, we propose to study 
the ontology-based service matchmaking from the perspective of measuring the similarity of concept-concept, instead of 
measuring the similarity of query-concept utilized by those semantic matchmakers. This task can be accomplished by 
utilizing a semantic similarity model. This model can be used to seek semantically similar service concepts for a given 
concept in a service ontology environment, which can be used as a remediation when a semantic matchmaker finds that the 
retrieved service concept cannot match a given service request.  

As a matter of fact, many semantic similarity models have been developed in the field of information retrieval (IR) [10-
12], natural language processing (NLP) [13-16], medicine [17], and bioinformatics [18-20] etc. However, there is a crucial 
issue here that needs research attention – most of these models are designed for the semantic network environment but not 
for the semantically-rich ontology environment. In order to address the above issues, in this paper, we propose a service 
concept recommendation system based on a novel semantic similarity model, with the purpose of enhancing the 
dependability of the semantic service matchmakers. This model integrates the approaches from the perspective of a concept 
content-oriented measure and an ontology structure-oriented measure. 

The remainder of the paper is structured as follows: we give a brief overview of related works in Section 2. In Section 3, 
we deliver the system architecture of the service concept recommendation system. In Section 4, a lightweight ontology 
model is presented in order to allow ontologies to be adapted to the forthcoming hybrid semantic similarity model. In 
Section 5, we present the hybrid semantic similarity model. Section 6 contains the evaluation of the model. Conclusions are 
drawn and future work is proposed in Section 7. 

2 RELATED RESEARCH WORK 
In this section, we will conduct a general survey of the recent works related to semantic service matchmakers, service 
recommendation systems and semantic similarity models. 

2.1 Semantic Service Matchmakers 
Semantic service matchmakers are more concerned with matching a set of service advertisements with a service request by 
means of ontology description languages, such as Resource Description Framework (RDF), Web Ontology Language (OWL) 
etc. in order to determine which service can possibly fulfil the request. The major approach is to use semantic descriptions to 
create the semantic-rich frameworks for advertised services and service requests. The following are the typical examples in 
this domain. 

Various researchers employ ontologies to describe service descriptions for service matchmaking.  
Dong et al. [4] designed a semantic service search engine that uses domain-specific service ontologies to classify and 

describe services. A service is represented by a RDF/OWL-annotated service metadata. The service metadata will then be 
matched with the concepts of a service domain ontology in terms of computing the similarity between the service 
descriptions of the service metadata and the concept descriptions of the service concepts. Therefore, the services are 
described by the conjunction of the matched service concepts. When a service request is sent to the search engine, the search 
engine will use several matchmaking algorithms to determine the semantical similarity between the service request and the 
service concepts. The matched service concepts will be ranked and displayed to the service consumer. The service consumer 
can then choose the appropriate service concepts via the view-based search. Eventually, the service metadata that match the 
selected service concepts are retrieved from the search engine.  

Bianchini et al. [2, 3] proposed an ontology-based hybrid matchmaking approach. First of all, a service can be described 
by the conjunction of Description-Logic (DL)-based concepts from a service ontology. Thus the DL-based classification is 
used to precisely establish the kind of matching between a request and an advertised service, by deducing their relationship 
in the ontology. Then, the similarity between the request and its partially matched services are computed and ranked. Similar 
to Bianchini et al.’s approach, Chiat et al. [21] worked on making use of DL to match semantic web services with service 
requests.  

Kawamura et al. [7] designed a Semantic Service Matchmaker (SSM) in order to search services in the Universal 
Description Discovery Integration (UDDI) Business Registry. The services are coded with the Web Service Semantic Profile 
(WSSP), inspired by the DARPA Agent Markup Language for Services (DAML-S) Service Profile, in order to encode 
semantic information into the Web Service Description Language (WSDL) of services. Then, a constraint filter is used to 
determine whether a service request can be subsumed by a service. 



 

 

A series of researches related to service resource matchmaking in the grid environment, have been undertaken, as a result 
of the feature that the resources and services in the grid environment are distributed. 

Tangmunarunkit et al. [8] proposed such a service matchmaker, which is comprised of ontologies, domain background 
knowledge and matchmaking rules. There are three categories of ontologies as follows: 1) resource ontologies for describing 
resources on the Grid; 2) resource request ontologies for describing requests; 3) policy ontologies for describing the 
authorization and usage policy of resources. In addition, matchmaking rules are designed with the ontologies and the 
ontology-annotated domain background knowledge, in order to match resource providers with requests. Analogously, Harth 
et al. [6] designed an ontology-based matchmaker for performing resource selection on the Grid, by using terms defined in 
ontologies to form the loose coupling between resources and request descriptions. In addition, Vega-Gorgojo et al. [9] made 
use of ontologies to describe Computer Supported Collaborative Learning (CSCL) tools, with the purpose of enabling 
matchmaking learning services in a CSCL system. Furthermore, Han and Berry [5] developed a heuristic algorithm enabling 
agents to find similar neighbors in grids. This is realized by building ontologies for the resources owned by agents and then 
matching between resource ontologies in order to find similar agents. 

The above approaches all focus on the semantic disambiguation of services and requests. However, one challenge 
emerges here – once a service consumer is unable to provide a semantically clarified service request, and instead sends a 
heterogeneous request (this sort of phenomenon often occurs in the commercial search engines), how do these approaches 
address the problem? In fact, the ambiguous service request could reduce the performance of the semantic service 
matchmakers, on account of low-precise matching between service concepts and service requests. 

2.2 Service Recommendation Systems 
A recommendation/recommender system is a software application that aims to present information items that are likely to be 
of interest to users, in order to support users in their decision making, when interacting with large-scale information bases 
[22, 23]. Based on the understanding of users’ interest, this system uses various techniques to filter useless information and 
retain useful information [24]. Recommender techniques have been widely employed in many fields, such as the selling of 
goods [25], movie and news recommendations etc. [26, 27]. Recently, much work has been done in the field of service 
recommendation, which is discussed as follows: 

Costa et al. [28] proposed an ontology-based, context-aware service recommendation system, which uses ontologies to 
represent users’ profiles and service domain knowledge, and find the similarity between ontology-represented users’ profiles 
and services. Analogously, Shahvalady et al. [29] proposed a user profile ontologies-based recommendation approach in the 
Web service domain. The major difference between this and Costa et al.’s work is that Shahvalady et al. take into account 
the factor of quality of service (QoS) for service recommendation. 

Kuo et al. [24] proposed a location-based service (LBS) recommendation system for mobile commerce, which 
recommends location-based services based on user preference. Moreover, the authors divide user preference into short-term 
preference and long-term preference, and allow adjustments in the former by considering real-time user feedbacks, and 
adjustments in the latter by using user histories. 

Blake and Nowlan [30] proposed a methodology to proactively recommend candidate Web services to service consumers 
within their daily routine. This is realized by: 1) capturing documents by monitoring operational sessions, file actions and 
system messages; 2) extracting relevant strings from documents; and 3) determining relevant services from service 
repositories by matching with extracted strings. 

Sellamin et al. [31] proposed a recommendation methodology for Web service discovery in distributed registries. Based 
on a query and a user profile, the methodology can find an appropriate registry from distributed registries by matching them 
with the user profile, and run the query over the registry to recommend proper Web services. 

Han et al. [32] proposed a recommendation system for service selection in the Cloud computing environment. After a 
service request is passed to a Web portal, Cloud services with the optimal attributes of QoS and service-rank, integrating 
quality of virtual hypervisors used by different Cloud service platforms, user feedback and cost for providing better services, 
are selected from Cloud providers. 

There are two limitations in the existing service recommendation systems: 
1. Most of the systems focus on using predefined users’ profiles to find relevant services. Consequently, the 

performance of the systems heavily relies on the quality of users’ profiles. Nevertheless, for the Service Ecosystem, 
we are concerned with the issue that users do not have enough knowledge regarding their service requests. This 
issue normally arises when users first come to a system without profiles or users retrieve new services irrelevant to 
their profiles. Obviously, the users’ profiles-based service recommendation mechanism cannot work in such 
situations. 

2. Most of the systems focus on Web/Cloud service recommendation. As introduced in Chapter 1, services in the 
Service Ecosystem concern all available service entities in human society, and Web services occupy only a limited 
proportion of these. In this research, we are more concerned with generic services rather than Web services. 
Therefore, these systems do not propose any means for generic services recommendation in the Service Ecosystem. 

In order to resolve the two issues observed in this survey, we propose an innovative service recommendation system, 
which predicts semantically similar services based on capturing interactions between users and semantic service 
matchmakers, in order to enhance the dependability of matchmakers in the Service Ecosystem. 



 

 

2.3 Semantic Similarity Models 
The current semantic similarity models are manifold and can be classified into three main categories according to the 
utilized information – edge (distance)-based models [10, 12, 33-37], node (information content)-based models [15, 38, 39] 
and hybrid models [13, 40-42]. In the rest of the section, we will briefly introduce the three categories and the typical models 
in each category, and analyse their limitations. 

 
Edge (Distance)-based Models. The edge-based models are based on the shortest path between two nodes in a 

definitional network that is a type of hierarchical semantic net, in which all nodes are linked with is-a relations. The models 
are based on the assumption that all nodes are evenly distributed and are of similar densities and the distance between any 
two nodes is equal. They can also be applied to a network structure. 

One typical definition of the edge-based model is provided by Rada [10], and is described as: 
 

1 2 1 2Distance ( , ) = Minimum number of edges seperating  and c c c c                                                                                      (1) 

 
and the similarity between c1 and c2 is given by 

 

1 2 1 2( , ) 2 - Distance( , )radasim c c Max c c                                                                                                                          (2)

    

where Max is the maximum depth of the definitional network. 
 

Node (Information Content)-based Models. Information content-based models are used to judge the semantic similarity 
between concepts in a definitional network, based on measuring the similarity by taking information content into account. 
These models can avoid the defect of the edge counting approaches which cannot control variable distances in a dense 
definitional network [15]. 

Resnik [15] developed such a model whereby the information shared by two concepts can be indicated by the concept 
which subsumes the two concepts in the taxonomy. Then, the similarity between the two concepts c1 and c2 can be 
mathematically expressed as follows: 

 

1 2Re 1 2 ( , )( , ) max [ log ( )]snik c S c csim c c P c                                                                                                                          (3) 

 
where S(c1, c2) is the set of concepts that subsume both c1 and c2, and P(c) is the possibility of encountering an instance of 
concept c. 

Lin [38]’s semantic similarity model is the extension of Resnik’s model, which measures the similarity between two 
nodes as the ratio between the amount of commonly shared information of the two nodes and the amount of information of 
the two nodes, which can be mathematically expressed as follows: 
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Hybrid Models. Hybrid models combine the features of edge-based and node-based models for determining the 

similarity measure. Jiang et al. [40] developed a hybrid model that uses node-based theory to enhance the edge-based model. 
Their method takes into account the factors of local density, node depth and link types. The weight between a child concept c 
and its parent concept p can be measured as: 

 

( ) 1
( , ) ( (1 ) )( ) ( ( ) ( )) ( , )
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E p d p
  

                                                                           (5) 

 
where d(p) is the depth of node p, E(p) is the number of edges in the child links, E  is the average density of the whole 
hierarchy, T(c, p) represents the link type, and α and β (α ≥ 0, 0 ≤ β ≤ 1) are the control parameters of the effect of node 
density and node depth towards the weight.  

The distance between two concepts is defined as follows: 
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where path(c1, c2) is the set that contains all the nodes in the shortest path from c1 to c2, and LS(c1, c2) is the lowest concept 
that subsumes both c1 and c2. 

In some special cases, such as when only the link type is considered as the factor of weight computing (α=0, β=1, and 
T(c, p) =1), the distance algorithm can be simplified as follows: 

 

1 2 1 2 1 2Distance( , ) = IC( ) + IC( ) - 2 ( , )c c c c sim c c                                                                                                             (7) 

 

where IC( ) = -log P( )c c , and 
1 21 2 ( , )( , ) max [- log P( )]c LS c csim c c c . 

Finally, the similarity value between two concepts c1 and c2 is measured by converting the semantic distance as follows: 
 

1 2 1 2( , )  1 -  Distance( , )Jiangsim c c c c                                                                                                                              (8) 

 
The testing results show that the parameters α and β do not heavily influence the similarity measure computation [40]. 
It can be observed that the above models are all designed for the semantic network environment that is a graphic notation 

for representing knowledge in patterns of interconnected nodes and arcs [43]. A typical example of a semantic network is 
WordNet®. However, when applied in the ontology environment, the above models could meet some challenges, which are 
addressed as follows [44]: 

It is important to note that semantic networks are not ontologies. An ontology can define the semantics of objects with 
datatype properties, object properties and restrictions etc, e.g., Resource Description Framework Schema (RDFS) and Web 
Ontology Language (OWL). A semantic network cannot represent such rich semantics as can be represented by an ontology. 
Therefore, the above models from the literature can be difficult to apply in the ontology environment.  

These models all ignore the factor of the contents of nodes in the concept similarity measure, due to the feature of nodes 
in the semantic network environment, in which a node is a single word without adequate properties. Nevertheless, in the 
ontology environment, ontology concepts are defined with sufficient data-type and object-type properties and restrictions, 
and the combinations of these properties can be regarded as the crucial identifications for the concepts. Therefore, we can 
deduce that the concept similarity measure in the ontology environment should emphasize the factor of the content of 
concepts, and as a result of this being ignored, these concept similarity models may meet challenges. 

These models primarily focus on computing the relative positions of nodes in the semantic network environment, 
especially in definitional networks, in which nodes are only linked by is-a relations. Jiang et al.’s model is an exception, but 
they do not propose any means to obtain the weight of local density, node depth and link types. In the ontology environment, 
the relations (object properties) between concepts are diverse and customizable. Consequently, the semantic similarity 
models could find it difficult to cope with the multi-relational ontology environment. 

In order to address the crucial issues, we design a semantic similarity model whose purpose is to measure concept 
similarities in the ontology environment. 

3 SERVICE CONCEPT RECOMMENDATION SYSTEM 
In this paper, we propose a framework of a service concept recommendation system by taking into account the 
heterogeneous nature of services in the Service Ecosystem. By incorporating the framework into a semantic service 
matchmaker, the service concept recommendation system can recommend service concepts to service consumers who enter 
incomplete or incorrect queries to the matchmaker, as a result of a lack of relevant domain knowledge about their service 
requests, in order to enhance the dependability of the semantic service matchmaker in the Service Ecosystem. 

3.1 System Architecture and Workflow 
In Fig. 1, we present the system architecture and workflow of the proposed service concept recommendation system. The 
system workflow is comprised of the following four steps: 

Step 1. Service concept selection. A service consumer selects a service ontology concept from the service ontologies 
stored in a service knowledgebase service, by a series of interactions with a semantic service matchmaker. 

Step 2. Service concept obtainment. The service concept recommendation methodology will obtain the selected service 
concept from the semantic service matchmaker. 

Step 3. Semantically similar service concept retrieval. The service recommendation system will make use of a semantic 



 

 

similarity model to find the semantically similar concepts from the service ontologies to which the selected concept belongs, 
based on the concept. 

Step 4. Service concept recommendation. The semantically similar service concepts will be displayed to the service 
consumer and ranked according to their similarly values to the selected concept. When the service consumer selects a 
concept from the ranking list, Step 1 to Step 4 will be repeated until he/she eventually finds a concept that can best fit his/her 
query intention. 

 

 
Fig. 1.System architecture and workflow of the service concept recommendation system 

3.2 Use Scenario 
The prototype of the service concept recommendation system has been trialled within the Customized Semantic Service 
Search Engine (CSSSE) project in a case study which is developing a semantic service search engine for the transport 
service domain [4]. The following scenario describes a service consumer carries out a service search task, making use of the 
recommendation system to find the correct concept(s) that can represent his/her query intention. 

As shown in Fig .2, the service consumer searches for a service regarding underwater filming (which can be represented 
by the “Diving Photography” concept in the transport service ontology in CSSSE). Due to a lack of relevant service domain 
knowledge, s/he enters the query word “filming in water” to the search engine, and the search engine retrieves a “Diving” 
concept from the service ontology. By observing the “Service Descriptions” property of the “Diving” concept (shown in the 
upper left side of the screen in Fig. 2), the service consumer finds that the concept cannot be used to completely represent 
his/her query intention. The proposed concept recommendation system then recommends a list of ranked semantically 
similar concepts (shown under the label “Relevant Concepts” in the lower left side of the screen in Fig. 2) based on our 
proposed semantic similarity model. By observing the “Service Descriptions” property of each concept, the service 
consumer may find the “Diving Photography” concept. Once the “Diving Photography” concept has been clicked, its 
associated services are retrieved and displayed to the service consumer (shown on the right side of the screen in Fig. 2). 
 



 

 

 
Fig. 2. Screenshot of a use scenario of the service concept recommendation system 

4 CONVERTING AN ONTOLOGY TO A LIGHTWEIGHT ONTOLOGY 

Before we present our semantic similarity model, we need to convert the ontology environment to a so-called lightweight 
ontology environment in which our model can be applied. 

An ontology is defined by Gruber [45] as an explicit specification of conceptualization, which comprises objects 
(concepts) and relationships among objects (concepts).  

We define the lightweight ontology in which the proposed concept similarity algorithm can be employed as follows [44]: 
 

Definition 1. Lightweight ontology 
A lightweight ontology refers to an ontology in which concepts are related only with an is-a relation that is a 

generalization/specification relationship between the upper generic concept and lower specific concept. The lower concept 
inherits all the properties of the upper concept. 

The is-a relation commonly appears in semantic web documents (SWD), e.g., it can be represented as </rdfs:subClassOf> 
in RDFS and OWL. However, it is crucial to note that there are various types of relationships in an SWD. It is a challenge to 
convert a normal ontology to a lightweight ontology. To overcome this challenge, we present another definition – pseudo-
concept ς as follows: 

 
Definition 2. Pseudo-concept ς 

We define a pseudo-concept ς for a concept c as a combination of (c, δ→γδ, ο→γο, λo), where c is the name (or Uniform 
Resource Identifier (URI)) of the concept c, δ is the datatype property(s) of the concept c, γδ is the restriction(s) of the 
datatype property δ, o is the object property(s) of the concept c, γο is the restriction(s) of the object property o, and λo is the 
name(s) of the object concept(s) that o relates to. In addition, → refers that the similarity of the restriction(s) is determined 
by the affiliated property(s). In other words, although two different properties have the same restrictions, the properties are 
still regarded as different. 

The theorems regarding the detailed conversion between a concept and a pseudo-concept can be referenced from our 
submitted work [46]. Subsequently, we use a simple example in order to illustrate the process of converting an ontology to a 



 

 

lightweight ontology and converting a concept to a pseudo-concept.  
Fig. 3 presents an example of ontology – a pizza ontology, which originates from the cognominal ontology given by the 

Protégé-OWL tutorial [47]. We can see that there are seven concepts involved in this ontology linked by two different types 
of relations – is-a and hasTopping. To convert this pizza ontology to a lightweight ontology, we are required to remove the 
hasTopping relations and preserve the is-a relations. 
 

 

Fig. 3. An example of ontology – a pizza ontology                                            Fig. 4. The lightweight ontology for the pizza ontology 

According to the two definitions above, the lightweight ontology can be found in Fig. 4, in which each pseudo-concept is 
represented below: 
 

ς1= {DomainConcepts} 
ς2= {Pizza, hasTopping→some, PizzaTopping} 
ς3= {PizzaTopping} 
ς4= {SpicyPizza, hasTopping→some, SpicyTopping} 
ς5= {SpicyTopping} 
ς6= {VegetarianPizza, hasTopping→some, VegetarianTopping} 
ς7= {VegetarianTopping} 

 
In terms of the definition of the lightweight ontology and pseudo-concept, an ontology that comprises datatype-property-

defined concepts and object-property-defined relationships can be converted to a lightweight ontology that comprises 
pseudo-concepts linked by is-a relationships. There are two advantages of the ontology-lightweight ontology conversion, 
which can be described as follows: 

1. The possibility of measuring concept similarity by measuring similarity of object properties and datatype properties 
of concepts. As discussed in Section 2.2, the existing semantic similarity models ignore the content-based concept 
similarity measure. Since concepts encapsulate object properties and datatype properties of into pseudo-concepts, the 
semantic similarity between two concepts can be partially obtained by measuring the content similarity between their 
converted pseudo-concepts. 

2. The convenience of applying existing semantic similarity models to concept similarity measures in the ontology 
environment. As discussed in Section 2.2, the existing semantic similarity models focus mostly on definitional 
networks with hierarchical structures, which cannot be directly used to ontologies with more complicated structures. 
Since a lightweight ontology is a hierarchical structure linked by single-type relationships, by converting an ontology 
to a lightweight ontology, the existing semantic similarity models can be directly employed for partially measuring 
concept similarity in the ontology environment. 

5 HYBRID SEMANTIC SIMILARITY MODEL 
It is well-known that many available IR approaches can be utilized to compute concept similarity based on the content of a 
pseudo-concept. However, we observe an issue here – although the similarity of two concepts can be measured by 
contrasting the content of their pseudo-concept, this approach is not sufficient to reveal the extent of their similarity. The 
reason for this is that an ontology can be represented as a graph in which each concept is a node and relations are arcs among 
the nodes, and the similarity of two nodes also relates to the structure of the graph and the relative distance between the two 
nodes [10, 48]. Jiang et al.’s model [17] inspires us to attempt to integrate the factor of content of pseudo-concepts and the 
factor of structure of lightweight ontology to compute the extent of the similarity between two concepts. 

In this section, we present a hybrid semantic similarity model integrating the two factors above. Our proposed hybrid 
model involves two sub-models. The first sub-model measures concept similarity based on the content of pseudo-concept, 
by means of the cosine correlation approach. The second sub-model measures concept similarity based on the structure of a 
lightweight ontology graph, by means of an approach originating from the enhanced topic-based vector model (eTVSM) 
[48]. The product of the two sub-models is two concept-concept matrixes. Then we integrate the two matrixes to obtain a 



 

 

new concept-concept matrix that indicates the extent of similarity between concepts. To illustrate the working mechanism of 
the hybrid model, we will compute the concept similarity values for the pizza ontology in Fig.2. 

5.1 Content-based Semantic Similarity Model 
As described earlier, a pseudo-concept can be regarded as a textual description of a concept. In this section, we propose to 
make use of the cosine correlation model to compute the extent of similarity between each pair of concepts of an ontology 
based on the extent of their pseudo-concepts. 

The main reason for applying the cosine correlation model is to construct a concept-concept matrix for an ontology in 
which each element is the similarity value between the two corresponding concepts. To construct the concept-concept 
matrix, first of all we need to build an m×n matrix A. Each of the m unique terms in the collection is assigned a row in the 
matrix, while each of the n concepts in the collection is assigned a column in the matrix. An element aij where A= [aij] 
indicates the weight between term ti and concept cj. The weight can be obtained by the term frequency-inverse document 
frequency (tf-idf) method [49], which can be represented mathematically as follows: 

 

,

,

log
max

i j
ij

l l j i

freq N
a

freq n
                                                                                                                                                 (9) 

 
where freqi,j is frequency of term ti appearing in a pseudo-concept ςj, maxlfreql,j is the total number of terms appearing in a 
pseudo-concept ςj, N is the total number of pseudo-concepts and ni is the number of pseudo-concepts where term ti appears. 

Therefore, the elements of a column aij (i =1…m) of the matrix A are the weights between all terms and a concept cj. Then 
we normalize each column of the matrix A to 1 as shown below: 

 

1

1
m

ij
i

a


                                                                                                                                                                        (10) 

 
Once the normalized matrix A is acquired, we can obtain a concept-concept matrix C through the product of the transpose 

of the matrix A and itself as shown below: 
 

TC A A                                                                                                                                                                         (11) 

 
Here we explain the purpose of normalizing each column of matrix A. According to Equation (11), each element of the 

matrix C can be obtained as shown below in Equation (12), which is the scalar product of two columns. It is educed that the 
range of ckl is between 0 and 1 and the maximum of ckl is the product of two same columns, which is 1 according to Equation 
(12).  
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                                                                                                                                                                  (12) 

 
Obviously, matrix A can be regarded as the assembly of similarity values between arbitrary couples of concepts based on 

the content of their pseudo-concepts, which can be represented by Equation (13). Here, each column of matrix C can be 
viewed as the vector of a concept, and the similarity value of two concepts is the scalar product of corresponding concept 
vectors. Because concept vectors are normalized, the scalar product is equal to the cosine of the angle between the two 
concept vectors. 

 

,[ ] [cos( )] [ ( , )]kl k l c k lC c c c sim c c  
 

                                                                                                                            (13) 

 
Finally, all pair-wise concept similarity values from the ontology example presented in Section 3 are given in Table 1. 
 

TABLE 1 
PSEUDO-CONCEPT CONTENT-BASED CONCEPT SIMILARITY VALUES FOR THE PIZZA ONTOLOGY 

 c1 c2 c3 c4 c5 c6 c7 
c1 1 0 0 0 0 0 0 



 

 

c2 0 1 0.5 0.11 0 0.11 0 
c3 0 0.5 1 0 0 0 0 
c4 0 0.11 0 1 0.5 0.11 0 
c5 0 0 0 0.5 1 0 0 
c6 0 0.11 0 0.11 0 1 0.5 
c7 0 0 0 0 0 0.5 1 

 

5.2 Structure-based Semantic Similarity Model 
As mentioned earlier, the structure-based approach originates from the topic similarity measure model for the topic map 
environment [48]. In our model, we employ this method in the environment of lightweight ontologies. As lightweight 
ontologies have only one type of relationship, the weights of relations can be viewed as equal and the issue of relation 
weights can be ignored in the measurement process. The process of computing concept similarity extent can be divided into 
two stages: 1) determining the pseudo-concept vectors based on a lightweight ontology structure; 2) obtaining a concept 
similarity matrix by means of the scalar product of the pseudo-concept vectors. The operational vector space dimensionality 
is specified by the number of pseudo-concepts in a lightweight ontology. 

Let m be the number of pseudo-concepts in a lightweight ontology, and a set of pseudo-concepts can be represented as Θ 
= {ς1…ςm}. In order to represent the lightweight ontology structure, we can use G(ςi) to represent the generic concept of a 
pseudo-concept ςi in an is-a relation. Returning to the lightweight ontology example from Fig. 2, the structure of the 
lightweight ontology can be represented as follows: 
 

G(ς1) = {} 
G(ς2) = {ς1} 
G(ς3) = {ς1} 
G(ς4) = {ς2} 
G(ς5) = {ς3} 
G(ς6) = {ς2} 
G(ς7) = {ς3} 

 
Since it is well-known that the is-a relation is transitive in ontologies, here we use G*(ςi) to represent all the generic 

concepts of a pseudo-concept ςi. Again, returning to the lightweight ontology example from Fig. 2, the structure of 
lightweight ontology can be represented as follows: 
 

G*(ς1) = {} 
G*(ς2) = {ς1} 
G*(ς3) = {ς1} 
G*(ς4) = {ς1, ς2} 
G*(ς5) = {ς1, ς3} 
G*(ς6) = {ς1, ς2} 
G*(ς7) = {ς1, ς3} 

 
We use Θs to represent the set of specific concepts that are not generic concepts of any pseudo-concepts in a lightweight 

ontology. In our lightweight ontology example, the specific concept set comprises: 
 

Θs = {ς4, ς5, ς6, ς7} 
 

On the other hand, the complement of Θs is the set of all generic concepts, which can be represented as Θg. The generic 
concept set in our lightweight ontology example consists of: 
 

Θg = {ς1, ς2, ς3} 
 

As mentioned previously, each pseudo-concept is assigned a vector with the dimensions towards all pseudo-concepts in a 
lightweight ontology. The approach of obtaining vectors can be divided into two steps: 1) obtaining vectors for the specific 
pseudo-concept set; 2) obtaining vectors for the generic pseudo-concept set. 

First, we employ Equation (14) to obtain vectors for the specific pseudo-concept set. We assign the same weight to the 
dimensions of a vector i


 that have counterparts in its generic concept set G*(ςi) and itself. The heuristics behind this can be 

found in [48]. 
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                                                                                                                            (14) 

 
Once a specific pseudo-concept vector has been obtained, we normalize the vector length to 1 by making use of the 

Equation (15), in order to make the weight of each pseudo-concept in the vector dependent on the number of generic 
concepts. The normalization also benefits the angle measure between two vectors. 

 

:| | 1i s i   


                                                                                                                                                            (15) 

 
Second, the generic pseudo-concept vector can be obtained by the sum of all its specific concepts related by the direct is-

a relations as shown in Equation (16). Similar to Equation (15), the length of generic pseudo-concept vector needs to be 
normalized to 1 as shown in Equation (17). This is a recursive process in which the lower level generic pseudo-concept 
vectors are obtained first by obtaining all their specific concepts from Θs and then by normalizing the sum. Subsequently, the 
upper level generic pseudo-concept vectors are obtained by gaining all its specific concepts from the lower level generic 
pseudo-concept set and Θs and by normalizing the sum.  
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Once we have all the pseudo-concept vectors, we can obtain the pseudo-concept similarity matrix L by the scalar product 

of arbitrary pairs of vectors. Since one pseudo-concept corresponds to one concept, matrix L is also the assembly of 
similarity values between all corresponding pairs of concepts from an ontology. Meanwhile, the similarity value between 
two concepts can also be viewed as the cosine of the angle between the two corresponding pseudo-code vectors. The extent 
of similarity between two concepts can be obtained by using Equation (19) shown below: 
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                                                                                                         (18) 

 
Finally, the pair-wise concept similarity values from the pizza ontology in Fig. 2 are given in Table 2. 
 

TABLE 2 
LIGHTWEIGHT ONTOLOGY STRUCTURE-BASED CONCEPT SIMILARITY VALUES FOR THE PIZZA ONTOLOGY 

 c1 c2 c3 c4 c5 c6 c7 
c1 1 0.83 0.83 0.76 0.76 0.76 0.76
c2 0.83 1 0.4 0.91 0.36 0.91 0.36
c3 0.83 0.4 1 0.36 0.91 0.36 0.91
c4 0.76 0.91 0.36 1 0.33 0.66 0.33
c5 0.76 0.36 0.91 0.33 1 0.33 0.66
c6 0.76 0.91 0.36 0.66 0.33 1 0.33
c7 0.76 0.36 0.91 0.33 0.66 0.33 1 

 

5.3 Integrating the Products of the Two Models 
Section 5.1 and Section 5.2 present two semantic similarity matrixes (C and L) based on the pseudo-concept content and 
lightweight ontology structure respectively. In this section, we leverage both of these matrixes in order to obtain a new 
matrix that is able to indicate the similarity among concepts in a more precise manner. We define a matrix S in which each 
element is the weighted arithmetic mean between counterparts in matrices C and L as shown in Equation (19). According to 
Equation (13) and Equation (18), the similarity value between two concepts is also the weighted arithmetic mean between 
the content-based semantic similarity value (simc(ci, cj)) and the structure-based semantic similarity value (sims(ci, cj)). 
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It is noted that an appropriate β needs to be determined in order to obtain the optimal performance of this model, which is 

introduced in the next section. 

6 EVALUATION 
In this section, in order to evaluate our hybrid semantic similarity model, we compare it with  four typical semantic 
similarity model introduced in Section 2.2, including Rada’s model, Resnik’s model, Lin’s model and Jiang’s model in a 
large-scale service ontology. This comparison includes two sub-tasks as follows: 

1. Obtaining the best performance from each model. In the IR field, when a query is sent to a search system, a list of 
results with similarity values is returned from the system. Then the search system needs to decide an optimal 
threshold value which is used to filter the irrelevant results with lower similarity values, in order to obtain the best 
performance. Analogously, in our subsequent experiments, as a result of that, the performance of each model was 
different with different threshold values. Hence, we need to find the optimal threshold value for each model where 
each model can achieve the best performance. Consequently, for each model, we decide to start the initial threshold 
value from 0, and to increase this by 0.05 each time until it reaches 0.95; we then obtain the performance data for 
each model at each time of the variation of the threshold value. Since the intervals of Rada’s model and Resnik’s 
model are between 0 and infinite, we use their normalized modules in this experiment. Similarly, with the purpose 
of obtaining the optimal β value, we test the performance of our model from β=0 to β=1, with an increment of 0.1 at 
each time. 

2. Comparing the best performance of each model. We then compare the performances of the five models at their 
optimal threshold values based on the performance indicators to be introduced in Section 6.1. 

 

6.1 Performance Indicators 
In order to horizontally compare our proposed hybrid model with these models, we utilize the four most widely used 
performance indicators from the traditional IR field as the evaluation metrics. The performance indicators are defined as 
follows: 

 
Precision. Precision in the information retrieval is used to measure the preciseness of a search system [50]. Precision for 

a single concept refers to the proportion of matched and logically similar concept in all concepts matched to this concept, 
which can be represented by Equation (20) below: 
 

Number of matched and logically similar concepts
Precision(S) = 

Number of matched concepts
                                                                            (20) 

 
With regard to the whole collection of concepts in an ontology, the total precision is the sum of precision for each concept 

normalized by the number of concepts in the collection, which can be represented by Equation (21) below: 
 

1
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ii
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                                                                                                                                 (21) 

Mean average precision. Before we introduce the definition of mean average precision, the concept of average precision 
should be defined. Average precision for a single concept is the average of precision values after truncating a ranked concept 
list matched by this concept after each of the logically similar concept for this concept. This indicator emphasizes the return 
of more logically similar concepts earlier, which can be represented as: 

 

Sum(Precision @ Each logically similar concept in a list)
Average precision(S) = 

Number of matched and logically similar concepts in a list
                                                  (22) 

 
Mean average precision refers to the average of the average precision values for the collection of concepts in an ontology, 

which can be represented as: 
 



 

 

1
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ii
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                                                                                               (23) 

 
Recall. Recall in the information retrieval is used to measure the effectiveness of a search system [50]. Recall for a single 

concept is the proportion of matched and logically similar concepts in all concepts that are logically similar to this concept, 
which can be represented by Equation (24) below: 

 

Number of matched and logically similar concepts
Recall(S) = 

Number of logically similar concepts
                                                                                 (24) 

 
It is noted that the number of logically similar concepts can be determined only by a peer-reviewed approach in the 

current situation. With regard to the whole collection of concepts in an ontology, the total recall is the sum of recall for each 
concept normalized by the number of concepts in the collection, which can be represented by Equation (25) below: 
 

1
Recall(S )

Recall(T)=

n

ii

n


                                                                                                                                           (25) 

 
Harmonic Mean. Harmonic Mean in the information retrieval is used as an aggregated performance scale for the search 

engine [50]. In this experiment, Harmonic Mean is the average of precision and recall, which can be represented below as: 
 

1
Harmonic Mean = 

1 1

Precision Recall


                                                                                                                         (26) 

 
When the Harmonic Mean value reaches the highest, it means the integrated value between precision and recall reaches 

the highest at the same time. 
 
F-measure. F-measure is another measure that combines precision and recall, and the difference is that users can specify 

the preference on recall or precision by configuring different weights [50]. In this experiment, we employ F-measure (β=2) 
that weights recall twice as much as precision, which can be represented as: 
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(1 ) Precision Recall 5 Precision Recall
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                                                                     (27) 

 
All of the above indicators have the same limitation – they do not consider the number of non-logically similar concepts 

in a matched concept collection of a concept. Furthermore, if there is no logically similar concept in the matched collection, 
recall cannot be defined. To resolve this issue, we need another performance indicator – Fallout. In this experiment, fallout 
for a single concept is the proportion of non-logically similar concepts matched by this concept in the whole collection of 
non-logically similar metadata for this concept, which can be represented as: 

 

Number of matched and non-logically similar concept
Fallout(S) = 

Number of non-logically similar concept
                                                                             (28) 

 
With regard to the whole collection of concepts, the total fallout value is the sum of the fallout value for each concept 

normalized by the number of concepts in an ontology, which can be represented as: 
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In contrast to other performance indicators, the lower the fallout value, the better is the search performance. 

6.2 Optimal Performance Obtainment 
In order to test the performance of the existing models and our proposed hybrid model in a genuine service ontology 
environment, and to obtain the most accurate testing result, we design a large-scale ontology – a transport service ontology, 
by means of surveying more than 1000 Australian transport service companies’ websites and referencing transport service 
domain knowledge from the Wikipedia (http://www.wikipedia.org/) and Open Directory Project (http://www.dmoz.org/). 
The transport service ontology is a four-layer ontology with 304 ontology concepts, covering nearly all existing service 
information in the transport domain. Each concept is defined by the domain-specific concept descriptions, which 
corresponds to an actual transport service. Fig..5 presents the abbreviated view of the transport service ontology. The in-
depth information with regard to the transport service ontology can be referenced from [51, 52]. 
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Fig. 5. Abbreviated view of the transport service ontology 

Since the F-measure and F-measure (β=2) are two aggregated metrics, we decide to use them as the primary benchmarks 
for seeking the optimal threshold value. Fig. 6 and Fig. 7 respectively show the variation of Harmonic Mean values and the 
variation of F-measure (β=2) values of the five models on different threshold values plus our model on different β values. 
Based on the two benchmarks, we choose two groups of optimal threshold values for each model, which can be found in the 
next section. 
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Fig. 6. Harmonic Mean values of Rada’s model, Resnik’s model, Lin’s model, Jiang’s model and the hybrid model on different threshold values 
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Fig. 7. F-measure (β=2) values of Rada’s model, Resnik’s model, Lin’s model, Jiang’s model and the hybrid model on different threshold values 

 

6.3 Optimal Performance Comparison 
Table 3 and Table 4 present the performance of the five models on the performance indicators based on their optimal 
threshold values respectively for their highest Harmonic Mean values and F-measure (β =2) values. 

First of all, for Table 3, it can be observed that our model obtains the highest Recall and Harmonic Mean values, ranks 
second for Precision, and ranks third for the rest of the performance indicators, which indicates the outstanding 
comprehensive performance of the model. For the key factor – Harmonic Mean, the performance data of our model is nearly 
50% higher than the second. Therefore, it can be deduced that the best performance of our model is better than the four 
candidate models in terms of the Harmonic Mean-based optimal threshold values. 

Since a survey result indicates that search engine users are more concerned with Recall than Precision in the real 
environment, as a result of users’ purposes in obtaining information [53], we employ the indicator of F-measure (β=2) which 
weights Recall as twice that of Precision. For Table 4, our model performs the best among the five models on the indicators 
of Precision, Recall and F-measure (β=2) and ranks second for Mean Average Precision and Fallout. Especially for the key 
metrics – F-measure (β=2), our model is nearly 50% higher than the four existing models.  
To conclude this evaluation, we evaluate our proposed model by comparing its best performance with the four existing 
semantic similarity models and the results of this comparison show that our model performs better than these models on the 
key indicators. Thus, we can conclude that this experiment preliminarily proves the advantages of our model in the ontology 
environment. 

The reason that the statistical data are relatively low for these models is that we determine the answer set for each concept 
based on human judgment. For a large number of concepts within the health service ontology, the answer sets are empty 
because they are unique; therefore, there are no logically similar concepts for them. These concepts lower the average 
performance of these models. 
 

TABLE 3 
PERFORMANCE OF THE FIVE MODELS ON THEIR OPTIMAL THRESHOLD VALUES FOR HARMONIC MEAN 

Models 
Optimal threshold 
values Precision 

Mean Average 
Precision Recall Fallout 

Harmonic 
Mean 

Our model(β=0.3) >0.3 36.36% 69.33% 59.26% 1.87% 45.07% 
Rada’s model >0.5 13.57% 44.00% 52.41% 11.89% 21.55% 
Resnik’s model >0.55 47.72% 74.22% 22.32% 1.01% 30.42% 
Lin’s model >0.35 18.79% 61.55% 43.13% 5.86% 26.17% 
Jiang’s model >0.15 22.97% 90.68% 19.55% 0.80% 21.12% 

 
TABLE 4 

PERFORMANCE OF THE FIVE MODELS ON THEIR OPTIMAL THRESHOLD VALUES FOR F-MEASURE (Β =2) 

Models 
Optimal threshold 
values Precision 

Mean Average 
Precision Recall Fallout 

F-measure  
(β =2) 

Our model(β=0.3) >0.1 27.14% 66.82% 74.78% 4.09% 55.35% 
Rada’s model >0.5 13.57% 44.00% 52.41% 11.89% 33.33% 
Resnik’s model >0.25 16.06% 45.92% 54.82% 13.06% 36.97% 
Lin’s model >0.25 14.31% 47.30% 54.58% 12.46% 34.92% 



 

 

Jiang’s model >0 17.81% 82.67% 24.52% 1.69% 22.80% 

7 CONCLUSION AND FUTURE WORK 
In this paper, we proposed a framework for a service concept recommendation system for service retrieval in the Service 
Ecosystem, which contains an innovative semantic similarity model for querying semantic similar service concepts based on 
user-selected service concepts in interactions with the semantic service matchmakers. The three major contributions of this 
research can be described as follows: 

1. The proposed framework is able to recommend useful service concepts when semantic service matchmakers fail to 
find proper service concept(s) to represent service consumers’ service requests. This approach solves the problem 
that current semantic service matchmakers rely heavily on the quality of service queries and cannot work when a 
service consumer is unable to provide a semantically clarified service request, which may improve the 
dependability of semantic service matchmakers. 

2. The proposed framework is able to retrieve semantically similar generic service concepts from specific Service 
Ecosystem domains by capturing interactions between service consumers and semantic service matchmakers, 
instead of using users’ profiles. This solves the problems of existing service recommendation systems that service 
consumers without profiles or service consumers who want to retrieve new items excluded in their profiles cannot 
have appropriate services recommended to them, and most of the service recommendation approaches focus on 
Web services and ignore generic services in the Service Ecosystem. 

3. The designed semantic similarity model is able to compute the similarity between concepts in the ontology 
environment, by considering the two factors of content of concepts and structure of ontologies. This solves the 
problem of existing semantic similarity models whereby most of the models take into account the semantic network 
environment, especially the definitional network environment for similarity computation, and ignore the factor of 
semantic-rich content of concepts in the ontology environment. Furthermore, by means of an experiment in a large-
scale ontology, the proposed semantic similarity model performs more convincingly than do the four candidate 
models chosen from existing semantic similarity models. 

For our future work, firstly we will enhance our semantic similarity model in order to improve its overall performance; 
secondly, we plan to implement our semantic similarity model in other large-scale knowledge bases; thirdly, we will 
consider incorporating HCIs into the service concept recommendation system in order to improve its efficiency. 
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