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Abstract

Absolute stability is a basic and important problem in the design
of automatic control systems. This paper initiate the study of absolute
stability of impulsive control systems with time delay. Several absolute
stability criteria are established by constructing Lyapunov functionals.
Some examples are also presented to illustrate the main results.
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1 Introduction

The concept of absolute stability arises in the contexts of both automatic
control and the general stability theory. It is a basic and important problem
in the design of automatic control systems. Since 1950’, there have appeared
numerous results about absolute stability of control system described by
ordinary differential equations [1]-[4]. On the other hand, in many control
problems, such as optimal control models in economics, circuit networks and
frequency modulated systems, the underlying systems are under the influence
of time delay, and sometimes contain abrupt changes of their states at certain
time moments. These phenomena can be successfully described by impulsive
delay differential equations and so it is very important to study the problem
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of absolute stability of impulsive delay control systems. But up to now, there
is very few studies about the problem, especially for nonlinear systems. The
main reason is that it is very difficult and there is little knowledge available
about impulsive functional differential equations. Recently, some papers have
studied impulsive functional differential equations theory, impulsive control
theory and have derived some good results, see [5]-[9], which give us new
motivation to study the absolute stability of impulsive functional control
systems.

In this paper, by constructing Lyapunov functional, the absolute stability
of some nonlinear impulsive delay control systems is studied. Some sufficient
conditions to guarantee the absolute stability for these control systems are
established. These criteria are simple and easy to be checked, they are very
convenient for engineers and technicians to use. Some examples are given to
illustrate the results.

2 Preliminaries

Let R denote the set of real numbers, Rn the space of n-dimensional column
vectors x = (x1, · · · , xn)T with the norm ||x|| = max1≤i≤n|xi|. Let ||A|| =
max1≤i≤n{

∑
1≤j≤m |aij|} be the norm of a n×m matrix A = (aij).

Let

I = {tk|t1 < t2 < · · · , tk − tk−1 > α > 0, k = 1, 2, · · ·};
U = {h : |h ∈ C(R,R), h(0) = 0, h(δ)δ > 0, δ 6= 0 };
< = {h : |h ∈ C(R+, R+), h(0) = 0, h is strictly increasing function};

PC([a, b], Rn×m) = {φ : [a, b]→ Rn×m|φ(t+) = φ(t),∀t ∈ [a, b);φ(t−)
exists in Rn×m,∀t ∈ (a, b] and φ(t−) = φ(t) for all
but at most a finite number of points t ∈ (a, b]};

PC([a,∞), Rn×m) = {φ : [a,∞)→ Rn×m|∀b > a, φ|[a,b] ∈ PC([a, b], Rn×m)};
Ct = {h : |h ∈ PC([t− τ, t], Rn)}.

Let |||φt||| = supt−τ≤θ≤t||φ(θ)|| denote the norm of functions φ ∈ PC([t−
τ, t], Rn×m), where τ > 0 is constant.

Consider the following control system
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

x′i = −aixi + f(x1, · · · , xn, x1(t− τi1), · · · , xn(t− τin)) +Hi(h(δ)),

δ′ =
∑n
i=1 pixi − rh(δ), i = 1, 2, · · · , n, t 6= tk,

xi(tk) =
∑n
j=1 dij(tk)xj(t

−
k ) + di(n+1)(tk)δ(t

−
k ),

δ(tk) =
∑n
j=1 d(n+1)j(tk)xj(t

−
k ) + d(n+1)(n+1)(tk)δ(t

−
k ),

(2.1)
where ai, di, pi, r and τij are constants, f ∈ C(Rn × Ct, Rn), f(0, · · · , 0) = 0
and 0 ≤ τij ≤ τ , h ∈ U and H ∈ C(R,R) and H(0) = 0.

Without loss of generality, we always assume that t0 ≤ t1, where t0 is the
initial time of IVP(initial value problem), we also assume that t1 is the first
instant of I and tk+1 − tk > α > 0, α is a constant.

Definition 2.1 The zero solution of ( 2.1) is said to be

(i). stable, if for ∀t0 ≥ to, ∀ε > 0, there exists a σ = σ(ε, t0) > 0 such that
Xt0 ∈ PC([t0 − τ, t0], R

n+1), |||Xt0||| < σ implies ||X(t)|| < ε for all
t ≥ t0, where X = (x1, · · · , xn, δ)T ;

(ii). uniformly stable, if the σ in (i) is independent of t0;

(iii). globally asymptotically stable, if it is stable and all solutions of (2.1)
satisfy limt→∞X(t) = 0;

(iv). absolutely stable, if for any h ∈ U and any τ ≥ 0, it is globally asymp-
totically stable.

3 Main Results

We begin this section by studying the following control system
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

x′i = −aixi +
∑n
j=1 aijxj +

∑n
j=1 bijxj(t− τij) +Hi(h(δ)),

δ′ =
∑n
i=1 pixi − rh(δ), (i = 1, 2, · · · , n), t 6= tk,

xi(tk) =
∑n
j=1 dij(tk)xj(t

−
k ) + di(n+1)(tk)δ(t

−
k ),

δ(tk) =
∑n
j=1 d(n+1)j(tk)xj(t

−
k ) + d(n+1)(n+1)(tk)δ(t

−
k ),

(3.2)

where Hi ∈ C(R,R), h ∈ U , ai, aij, bij, pi, r, dij(tk) and τij are constants,
0 < τij ≤ τ and k = 1, 2, · · ·. Denote X(t) = (x1(t), · · · , xn(t), δ(t))T .

Theorem 3.1 Assume that there exist constants αi > 0, βj > 0, i =
1, · · · , n, j = 1, · · · , n+ 1 such that

(A1). |Hi(s)| ≤ αi|s|,

(A2). −βiai + βn+1|pi|+
∑n
j=1 βj(|aji|+ |bji|) < 0, i = 1, 2, · · · , n,∑n

i=1 βiαi − βn+1r < 0,

(A3).
∏∞
k=1 λk <∞,

where λk = max1≤i≤(n+1){1,
∑n+1
j=1

βj |dji(tk)|
βi

}, then the system (3.2) is abso-
lutely stable.

Proof: For any fixed τ > 0 and h ∈ U , define a Lyapunov functional
v(t,Xt) as:

v(t,Xt) =
n∑
i=1

βi[|xi|+
n∑
j=1

|bij|
∫ t

t−τij
|xj(s)|ds] + βn+1|δ|, t 6= tk,

and

D+v(t,Xt) = limsuph→0
v(t+ h,Xt+h)− v(t,Xt)

h
, t 6= tk.

where X(t) is the solution of the system (3.2). Then
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v(tk, Xtk) =
∑n
i=1 βi[|xi(tk)|+

∑n
j=1 |bij|

∫ tk
tk−τij |xj(s)|ds] + βn+1|δ(tk)|

≤ ∑n
i=1 βi[

∑n
j=1 |dij(tk)||xj(t−k )|+ |di(n+1)(tk)||δ(t−k )|]

+
∑n
i=1 βi

∑n
j=1 |bij|

∫ tk
tk−τij |xj(s)|ds

+βn+1[
∑n
j=1 |d(n+1)j(tk)||xj(t−k )|+ |d(n+1)(n+1)(tk)||δ(t−k )|]

=
∑n
j=1[

∑n
i=1 βi|dij(tk)|]|xj(t−k )|+ ∑n

i=1 βi|di(n+1)(tk)||δ(t−k )|

+
∑n
i=1 βi

∑n
j=1 |bij|

∫ tk
tk−τij |xj(s)|ds

+
∑n
j=1 βn+1|d(n+1)j(tk)||xj(t−k )|+ βn+1|d(n+1)(n+1)(tk)||δ(t−k )|

≤ ∑n
j=1[

∑n+1
i=1 βi|dij(tk)|]|xj(t−k )|+ ∑n+1

i=1 βi|di(n+1)(tk)||δ(t−k )|)

+
∑n
i=1 βi

∑n
j=1 |bij|

∫ tk
tk−τij |xj(s)|ds

=
∑n
j=1[

∑n+1
i=1

βi|dij(tk)|
βj

]βj|xj(t−k )|+ [
∑n+1
i=1

βi|di(n+1)(tk)|
βn+1

]βn+1|δ(t−k )|)

+
∑n
i=1 βi

∑n
j=1 |bij|

∫ tk
tk−τij |xj(s)|ds,

From the condition (A3), we have

[
n+1∑
i=1

βi|di(n+1)(tk)|
βn+1

] ≤ λk,
n+1∑
i=1

βi|dij(tk)|
βj

≤ λk, j = 1, · · ·n

and ∫ tk

tk−τij
|xj(s)|ds =

∫ t−
k

t−
k
−τij
|xj(s)|ds, i, j = 1, · · ·n.

Thus
v(tk, Xtk) ≤ λk[

∑n
i=1 βi|xi(t−k )|+ βn+1|δ(t−k )|

+
∑n
i=1 βi

∑n
j=1 |bij|

∫ t−
k

t−
k
−τij
|xj(s)|ds]

= λkv(t−k , Xt−
k

).

(3.3)
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Furthermore

D+v(t,Xt) ≤
∑n
i=1 βi{−ai|xi|+

∑n
j=1 |aij||xj|

+
∑n
j=1 |bij||xj(t− τij)|+ |Hi(h(δ))|

+
∑n
j=1 |bij|[|xj| − |xj(t− τij)|]}

+
∑n
i=1 βn+1|pixi| − βn+1r|h(δ)|

≤ ∑n
i=1 βi{−ai|xi|+

∑n
j=1(|aij|+ |bij|)|xj|

+|Hi(h(δ))|}+
∑n
i=1 βn+1|pixi| − βn+1r|h(δ)|

≤ ∑n
i=1{−βiai + βn+1|pi|+

∑n
j=1 βj(|aji|+ |bji|)}|xi|

+(
∑n
i=1 βiαi − βn+1r)|h(δ)|, t 6= tk.

From the condition (A2), it follows that

−βiai + βn+1|pi|+
n∑
j=1

βj(|aji|+ |bji|) < 0, i = 1, 2, · · · , n,

and
n∑
i=1

βiαi − βn+1r < 0.

Then, there exists a β > 0 such that

−βiai + βn+1|pi|+
n∑
j=1

βj(|aji|+ |bji|) < −β, i = 1, 2, · · · , n,

and
n∑
i=1

βiαi − βn+1r < −β.

Therefore, we have

D+v(t,Xt) ≤ −β(
n∑
i=1

|xi|+ |h(δ)|), t 6= tk. (3.4)
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Integrating both sides of (3.4) from tk−1 to t ∈ [tk−1, tk), we obtain

v(t,Xt) ≤ v(tk−1, Xtk−1
)− β

∫ t

tk−1

(
n∑
i=1

|xi(s)|+ |h(δ(s))|)ds, t ∈ [tk−1, tk),

(3.5)
and

v(t−k , Xt−
k

) ≤ v(tk−1, Xtk−1
)− β

∫ tk

tk−1

(
n∑
i=1

|xi(s)|+ |h(δ(s))|)ds. (3.6)

By the condition (A3) we have λk ≥ 1. Thus, it is clear from (3.3), (3.5)
and (3.6) that, for t ∈ [tk, tk+1),

v(t,Xt) ≤ v(tk, Xtk)− β
∫ t
tk

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

≤ λkv(t−k , Xt−
k

)− β
∫ t
tk

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

≤ λk[v(tk−1, Xtk−1
)− β

∫ tk
tk−1

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds]

−β
∫ t
tk

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

≤ λkv(tk−1, Xtk−1
)− β

∫ tk
tk−1

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

−β
∫ t
tk

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

= λkv(tk−1, Xtk−1
)− β

∫ t
tk−1

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds.

Since λk ≥ 0, we have

v(tk−1, Xtk−1
) ≤ λk−1v(t−k−1, Xt−

k−1
)

≤ λk−1[v(tk−2, Xtk−2
)− β

∫ tk−1
tk−2

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds]

= λk−1v(tk−2, Xtk−2
)− λk−1β

∫ tk−1
tk−2

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

≤ λk−1v(tk−2, Xtk−2
)− β

∫ tk−1
tk−2

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds.

Thus, for t ∈ [tk, tk+1),
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v(t,Xt) ≤ λk[λk−1v(tk−2, Xtk−2
)− β

∫ tk−1
tk−2

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds]

−
∫ t
tk−1

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

= λkλk−1v(tk−2, Xtk−2
)− λkβ

∫ tk−1
tk−2

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

−
∫ t
tk−1

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

≤ λkλk−1v(tk−2, Xtk−2
)− β

∫ tk−1
tk−2

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

−
∫ t
tk−1

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

≤ λkλk−1v(tk−2, Xtk−2
)− β

∫ t
tk−2

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds.

Repeating this augument gives

v(t,Xt) ≤
∏k
i=1 λiv(t0, Xt0)− β

∫ t
t0

(
∑n
i=1 |xi(s)|+ |h(δ(s))|)ds

≤ ∏k
i=1 λiv(t0, Xt0)

≤ ∏k
i=1 λi{

∑n
i=1 βi[|xi(t0)|+

∑n
j=1 |bij|

∫ t0
t0−τij |xj(s)|ds] + βn+1|δ(t0)|}

≤ ∏k
i=1 λi{

∑n
i=1 βi[|||Xt0|||+

∑n
j=1 |bij||||Xt0|||τ ] + βn+1|||Xt0|||}

=
∏k
i=1 λi{

∑n
i=1 βi[1 +

∑n
j=1 |bij|τ ] + βn+1}|||Xt0|||.

(3.7)
This inequality implies that the system (3.2) is stable.

It remains to show that all solutions of the system (3.2) is such that
limt→∞X(t) = 0.

Assume that it is not true. Then, there exists a solution X(t) such that
limsupt→∞||X(t)|| > 0. This, in turn, implies that there exists a sequence
{Tm} and β > 0 such that limm→∞Tm =∞ as m→∞ and ||X(Tm)|| > 2β.
Suppose that Tm ∈ [tkm , tkm+1). Then either ||X(t)|| ≥ β, t ∈ [tkm , tkm+1)
or there exist two points sm, Sm ∈ [tkm , tkm+1) such that ||X(sm)|| = β,
||X(Sm)|| = 2β and ||X(t)|| ≥ β, t ∈ [sm, Sm]. Here, we assume, without
loss of generality, that sm < Sm. Consider the second case. We first show
that there exists an number M̃ > 0 such that Sm − sm ≥ β

M̃
.
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Since ||X(Sm)|| = 2β and ||X(sm)|| = β,

β = ||X(Sm)|| − ||X(sm)|| ≤ ||X(Sm)−X(sm)||

= ||
∫ Sm
sm

X ′(s)ds|| ≤
∫ Sm
sm
||f(Xs)||ds,

(3.8)

where

f(Xt) = (−a1x1 +
∑n
j=1 a1jxj +

∑n
j=1 b1jxj(t− τ1j) +H1(h(δ)), · · · ,

−anxn +
∑n
j=1 anjxj +

∑n
j=1 bnjxj(t− τnj) +Hn(h(δ)),

∑n
i=1 pixi − rh(δ))T .

(3.9)
From

∏∞
k=1 λk < ∞, it follows that there exists an M > 0 such that∏∞

k=1 λk ≤M . By (3.7) and the definition of v(t,Xt) and ||X||, we have

v(t,Xt) =
∑n
i=1 βi[|xi|+

∑n
j=1 |bij|

∫ t
t−τij |xj(s)|ds] + βn+1|δ|

≥ ∑n
i=1 βi|xi(t)|+ βn+1|δ(t)|

≥ min1≤j≤n{βj}||X(t)||, t 6= tk,

and

v(t,Xt) ≤
m∏
k=1

λkv(t0) ≤Mv(t0, Xt0), t ∈ [tm, tm+1).

Thus, for t ∈ [tm, tm+1), we have

min1≤j≤n{βj}||X(t)|| ≤ v(t,Xt) ≤Mv(t0, Xt0). (3.10)

It yields that ||X(t)|| and v(t,Xt) are bounded since Mv(t0, Xt0) is a constan.
Furthermore, from h ∈ U , (A1) and (3.9), it follows that ||f(Xt)|| is bounded,
which implies that there exists an M > 0 and an M̃ > 0, such that ||X(t)|| ≤
M , v(t) ≤ M̃ and ||f(Xt)|| ≤ M̃ . In addition, from (3.8)

β ≤
∫ Sm

sm
||f(Xs)||ds ≤ M̃(Sm − sm),

so
β/M̃ ≤ (Sm − sm).
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In summary, there are points sm < Sm, sm, Sm ∈ [tkm , tkm+1) such that
||X(t)|| ≥ β, t ∈ [sm, Sm] and β/M̃ ≤ Sm − sm ≤ tkm − tkm−1 . Furthermore,

it is easy to see that, if ||X(t)|| ≥ β, then there exists β̃ > 0 such that∑n
i=1 |xi|+ |h(δ)| ≥ β̃ since h ∈ U .

Following we show that v(tkm , xtkm ) < 0 for m large enough.

Since λk ≥ 1 and
∏kj
k=1 λk ≤ M , it follows that limj→∞

∏j
k=1 λk exists.

Thus, from the Cauchy criterion, there exists an N > 0, such that for any
km > kl ≥ N , 0 ≤ ∏km

k=k1
λk −

∏kl
k=k1

λk ≤ 1. Therefore

1 ≥ ∏km
k=k1

λk −
∏kl
k=k1

λk

=
∏kl
k=k1

λk[
∏km
k=kl+1 λk − 1]

≥ ∏km
k=kl+1 λk − 1.

Thus we have 1 ≤ ∏km
k=kl+1 λk ≤ 2 for all km > kl ≥ N . Now let us fix kl

and let m− l ≥ 2M̃2

ββ̃β
. Then, from (3.3), (3.5) and (3.6), we can conduct the

following estimation
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v(tkm , Xtkm
) ≤ λkmv(t−km , Xt−

km
)

≤ λkmv(tkm−1, Xtkm−1
) ≤ λkmλkm−1v(t−km−1, Xt−

km−1
)

≤ · · ·

≤ ∏km
k=k(m−1)+1 λkv(t−k(m−1)+1, Xt−

k(m−1)+1
)

≤ ∏km
k=k(m−1)+1 λk[v(tk(m−1)

, Xtk(m−1)
)

−β
∫ tk(m−1)+1

tk(m−1)
(
∑n
i=1 |xi(s)|+ |h(δ)|)ds]

≤ ∏km
k=k(m−1)+1 λk[v(tk(m−1)

, Xtk(m−1)
)

−β
∫ Sk(m−1)
sk(m−1)

(
∑n
i=1 |xi(s)|+ |h(δ)|)ds]

≤ ∏km
k=k(m−1)+1 λk[v(tk(m−1)

, Xtk(m−1)
)− ββ̃(Sk(m−1)

− sk(m−1)
)]

≤ ∏km
k=k(m−1)+1 λk[v(tk(m−1)

, Xtk(m−1)
)− ββ̃β

M̃
]

≤ ∏km
k=k(m−1)+1 λkv(tk(m−1)

, Xtk(m−1)
)−∏km

k=k(m−1)+1 λk
ββ̃β

M̃
.

(3.11)
Similarly, we get



v(tk(m−1)
, Xtk(m−1)

) ≤ ∏k(m−1)

k=k(m−2)+1 λkv(tk(m−2)
, Xtk(m−2)

)−∏k(m−1)

k=k(m−2)+1 λk
ββ̃β

M̃
,

· · · ,

v(tk(l+1)
, Xtk(l+1)

) ≤ ∏k(l+1)

k=kl+1 λkv(tkl , Xtkl
)−∏k(l+1)

k=kl+1 λk
ββ̃β

M̃
.

(3.12)
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Subsititute (3.12) into (3.11), we get

0 ≤ v(tkm , Xtkm
)

≤ v(tkl , Xtkl
)
∏km
k=kl+1 λk −

∑m−1
j=l

∏km
k=kj+1 λk

ββ̃β

M̃

≤ 2M̃ − (m− l)ββ̃β
M̃

< 0.

This contradiction implies that limt→∞||X(t)|| = 0. So the system (3.2) is
globally asymptotically stable for any τ > 0 and h ∈ U which implies that
the system (3.2) is absolutely stable. The proof is complete.

As a special case, when bij = 0, i, j = 1, · · · , n, the system (3.2) becomes

x′i = −aixi +
∑n
j=1 aijxj +Hi(h(δ)),

δ′ =
∑n
i=1 pixi − rh(δ), i = 1, 2, · · · , n, t 6= tk,

xi(tk) =
∑n
j=1 dij(tk)xj(t

−
k ) + di(n+1)(tk)δ(t

−
k ),

δ(tk) =
∑n
j=1 d(n+1)j(tk)xj(t

−
k ) + d(n+1)(n+1)(tk)δ(t

−
k ),

(3.13)

where ai, di, pi, r, dij(tk) and τij are constants, 0 < τij ≤ τ , τ > 0, Hi ∈
C(R,R) and h ∈ U . We can get more refined result:

Theorem 3.2 Assume that there exist constants M > 0, αi > 0, βj > 0,
i = 1, · · · , n, j = 1, · · · , n+ 1 such that

(B1). |Hi(s)| ≤ αi|s|,

(B2). −βiai + βn+1|pi|+
∑n
j=1 βj|aji| < 0, i = 1, 2, · · · , n,∑n

i=1 βiαi − βn+1r < 0,

(B3).
∏m
k=l λk ≤M <∞, ∀l ≤ m, m = 1, 2, · · · ,

where λk = max1≤i≤(n+1)
∑n+1
j=1

βj |dji(tk)|
βi

. Then the system ( 3.13) is absolutely
stable.
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Proof: For any fixed τ > 0 and h ∈ U , define a Lyapunov function v(t)
as:

v(t) = v(X(t)) =
n∑
i=1

βi|xi|+ βn+1|δ|, t 6= tk,

where X(t) = (x1(t), · · · , xn(t), δ(t))T is the solution of system (3.13). Then
the simple computation yields, as in the proof of Theorem 3.1, that

(1).
v(tk) ≤ λkv(t−k ), k = 1, 2, · · · , (3.14)

(2). there exists a β > 0 such that

D+v(t) ≤ −β[
n∑
i=1

|xi(t)|+ |δ(t)|], t 6= tk, (3.15)

(3).

v(t) ≤
k∏
i=1

λiv(t0), t ∈ [tk, tk+1). (3.16)

(3.16) in turn, implies that the system (3.13) is stable. Next we need to prove
that all solutions of the system (3.13) satisfy

limt→∞X(t) = 0. (3.17)

If (3.17) is not ture, then there exists a solutionX(t) such that limsupt→∞||X(t)||
> 0, using a similar method as that given for the proof of Theorem 3.1, we
conclude that

(1). there exist constants M > 0 and M̃ > 0 such that ||X(t)|| ≤ M ,
v(t) ≤ M̃ and ||f(X(t))|| ≤ M̃ , where

f(X(t)) = (−a1x1 +
∑n
j=1 a1jxj +H1(h(δ)), · · · ,

−anxn +
∑n
j=1 anjxj +Hn(h(δ)),

∑n
i=1 pixi − rh(δ))T ,

(2). there exists a constant β > 0 and sequences {sm} and {Sm}, such that
sm < Sm, sm, Sm ∈ [tkm , tkm+1), and

||X(t)|| ≥ β, t ∈ [sm, Sm) and Sm − sm ≥
β

M̃
,

13



(3). there exists a β̃ > 0 such that when ||X(t)|| ≥ β,

n∑
i=1

|xi|+ |h(δ)| ≥ β̃.

For sequence {km}, we claim that

limsupm→∞
km∏
k=k1

λk > 0. (3.18)

In fact, if limsupm→∞
∏km
k=k1

λk = 0, then condition (B3) implies that
limm→∞

∏m
k=1 λk = 0, and (3.16) implies limt→∞ ||X(t)|| = 0 which contra-

dicts with lim supt→∞ ||X(t)|| > 0. So, (3.18) is true.
Without loss of generality, assume that limm→∞

∏km
k=k1

λk = L (other-
wise, we can choose the subsequence). It follows from the Cauchy criterion
that there exists a N > 0, such that for any km > kl ≥ N ,

∏kl
k=k1

λk ≥ L/2,

0 ≤ |∏km
k=k1

λk −
∏kl
k=k1

λk| ≤ L/3. Therefore

L/3 ≥ |∏km
k=k1

λk −
∏kl
k=k1

λk|

=
∏kl
k=k1

λk|
∏km
k=kl+1 λk − 1|

≥ L/2|∏km
k=kl+1 λk − 1|.

Thus, −2/3 ≤ ∏km
k=kl+1 λk − 1 ≤ 2/3 and hence 1/3 ≤ ∏km

k=kl+1 λk ≤ 5/3 for
all km > kl ≥ N . The rest of the proof is similar to that given for Theorem
3.1 and we omit it. The proof is complete.

Remark: One of the differences between Theorem 3.1 and Theorem 3.2
is that in Theorem 3.1, λk is not less than 1 no matter how small the value
|dij(tk)| is. But in Theorem 3.2, λk may be less than 1 which yields a larger
domain for λk since it only requires

∏m
k=l λk ≤ M < ∞, l ≤ m = 1, 2, · · ·.

The following examples illustrate the difference.
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Example 3.1 Consider the system

x′ = −2x+ x(t− 2) + h(δ),

δ′ = 1
2
x− 2h(δ), t 6= 1, 2, · · · ,

x(k) = 1
k
x(k−) + (−1)k

k2
δ(k−),

δ(k) = (1
2
− 1

k
)x(k−) + (1+(−1)k

2
+ (−1)k

k2
)δ(k−),

(3.19)

Using the symbols of Theorem 3.1, we have a1 = 2, a11 = 0, b11 = 1, α1 =

1, p1 = 1
2
, r = 2, d11(k) = 1

k
, d12(k) = (−1)k

k2
, d21(k) = 1

2
− 1

k
, d22(k) =

1+(−1)k
2

+ (−1)k
k2

. Let us take β1 = β2 = 1. Then −β1a1+β2p1+β1(|a11|+|b11|) =
−1

2
< 0, β1α1 − β2r = −1 < 0 and

λ1 = 2, λk =

{
1 + 2

k2
, k = 2, 4, · · · , 2l, · · · ,

1, k = 3, 5, · · · , 2l + 1, · · · .

Thus,
∏∞
k=1 λk < ∞. It follows from Theorem 3.1 that system (3.19) is

absolutely stable.

Example 3.2 Consider the system

x′ = −2x+ x(t) + h(δ),

δ′ = 1
2
x− 2h(δ), t 6= 1, 2, · · · ,

x(k) = −1
2
x(k−) + k

2k+1
δ(k−),

δ(k) = (2(−1)k − 1
2
)x(k−) + 1

k2
δ(k−).

(3.20)

Using the symbols of Theorem 3.2, we have a1 = 2, a11 = 1, b11 = 0, α1 =
1, p1 = 1

2
, r = 2, d11(k) = −1

2
, d12(k) = k

2k+1
, d21(k) = 2(−1)k − 1

2
, d22(k) =

1
k2

.
Let us take β1 = β2 = 1. Then −β1a1 + β2p1 + β1|a11| = −1

2
< 0,

β1α1 − β2r = −1 < 0 and

λ1 =
4

3
, λk =

{
2, k = 2, 4, · · · , 2l, · · · ,
1
2
, k = 5, · · · , 2l + 1, · · · .

Thus,
∏m
k=l λk ≤ 6 < ∞ which implies that the system (3.20) is absolutely

stable.
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Now we turn to study the following nonlinear system :

x′i = −aixi +
∑n
j=1 fij(xj) +

∑n
j=1 gij(xj(t− τij)) +Hi(h(δ)), i = 1, 2, · · · , n,

δ′ =
∑n
i=1 pixi − rh(δ), t 6= tk,

xi(tk) =
∑n
j=1 dij(tk)xj(t

−
k ) + di(n+1)(tk)δ(t

−
k ), i = 1, 2, · · · , n,

δ(tk) =
∑n
j=1 d(n+1)j(tk)xj(t

−
k ) + d(n+1)(n+1)(tk)δ(t

−
k ),

(3.21)
where ai, di, pi, r, dij(tk) and τij are constants, 0 < τij ≤ τ , τ > 0,
fij, gij ∈ C ′(R,R), fij(0) = gij(0) = 0, Hi ∈ C(R,R) and h ∈ U .

Theorem 3.3 Assume that there exist constants mij, Mij ≥ 0, αi ≥
0, i, j = 1, 2, · · · , n, βi > 0, i = 1, · · · , n+ 1 such that

(1). |f ′ij(s)| ≤ mij, |g′ij(s)| ≤Mij, i, j = i, · · · , n,

(2). −βiai + βn+1pi +
∑n
j=1 βj(mji +Mji) < 0, i = 1, 2, · · · , n,∑n

i=1 βiαi − βn+1r < 0,

(3). |Hi(s)| ≤ αi|s|,

(4).
∏∞
k=1 λk <∞,

where λk = max1≤i≤(n+1){1,
∑n+1
j=1

βj |dji(tk)|
βi

}.
Then the system ( 3.21) is absolutely stable.

Proof: Let

v(t) = v(t,Xt) =
n∑
i=1

βi[|xi|+
n∑
j=1

Mij

∫ t

t−τij
|xj(s)|ds] + βn+1|δ|, t 6= tk,

where X(t) = (x1(t), · · · , xn(t), δ(t))T is the solution of the system (3.21).
Then

v(t) ≥
n∑
i=1

βi|xi|+ βn+1|δ|.
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Using a similar method as that given in the proof of Theorem 3.1, we can
derive that v(tk) ≤ λkv(t−k ) for k = 1, 2, · · · and

D+v ≤ ∑n
i=1 βi{−ai|xi|+

∑n
j=1 |fij(xj)|

+
∑n
j=1 |gij(xj(t− τij))|+ |Hi(h(δ))|

+
∑n
j=1Mij[|xj| − |xj(t− τij)|]}

+
∑n
i=1 βn+1|pixi| − βn+1r|h(δ)|

≤ ∑n
i=1 βi{−ai|xi|+

∑n
j=1mij|xj|

+
∑n
j=1Mij|xj(t− τij)|+ αi|h(δ)|

+
∑n
j=1Mij[|xj| − |xj(t− τij)|]}

+
∑n
i=1 βn+1|pixi| − βn+1r|h(δ)|

≤ ∑n
i=1 βi{−ai|xi|+

∑n
j=1(mij +Mij)|xj|

+αi|h(δ)|}+
∑n
i=1 βn+1|pixi| − βn+1r|h(δ)|

≤ ∑n
i=1{−βiai + βn+1pi +

∑n
j=1 βj(mji +Mji)}|xi|

+(
∑n
i=1 βiαi − βn+1r)|h(δ)|, t 6= tk.

Using a similar method as that given in the proof of in Theorem 3.1, we can
show that

lim
t→∞

xi(t) = 0, lim
t→∞

δ(t) = 0.

Thus, the system (3.21) is absolutely stable. The proof is complete.
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Example 3.3 Consider the system

x′ = −4x+ (1− cosx) + ln(1 + x2(t− 2)) + sin(
√

2h(δ)),

δ′ = x− 2h(δ), t 6= 1, 2, · · · ,

x(k) = 1
2k
x(k−) + 1+(−1)k

4
δ(k−),

δ(k) = (1
3
− 1

k2
)x(k−) + (1

2
+ 1

k2
)δ(k−),

(3.22)

Using the symbols of Theorem 3.3, we have f(x) = 1 − cosx, g(x(t − 2)) =
ln(1+x2(t−2)), H(s) = sin

√
2s, a = 4, p1 = 1, r = 2, d11(k) = 1

2k
, d12(k) =

1+(−1)k
4

, d21(k) = 1
3
− 1

k2
, d22(k) = 1

2
+ 1

k2
, so |f ′(x)| ≤ 1 = m, |g(x)| ≤ 1 =

M , |H(s)| ≤
√

2|s| .
Let us take β1 = β2 = 1. Then −β1a + β2p + β1(m + M) = −1 < 0,

β1α1 − β2r =
√

2− 2 < 0 and

λ1 =
3

2
, λk =

{
1 + 1

k2
, k = 2, 4, · · · , 2l, · · · ,

1, k = 3, 5, · · · , 2l + 1, · · · .

So,
∏∞
k=1 λk <∞ which implies that the system (3.22) is absolutely stable.

Using a similar method, we can establish absolutely stable criteria for the
following highly nonlinear system

x′i = −aixi + gi(x1, · · · , xn, x1(t− τi1), · · · , xn(t− τin)) +Hi(h(σ)),

σ′ =
∑n
j=1 pjxj − h(σ), i = i, · · · , n, t 6= tk,

xi(tk) =
∑n
j=1 dij(tk)xj(t

−
k ) + di(n+1)(tk)σ(t−k ),

σ(tk) =
∑n
j=1 d(n+1)j(tk)xj(t

−
k ) + d(n+1)(n+1)(tk)σ(t−k ),

(3.23)
where gi ∈ C ′, gi(0, · · · , 0) = 0, Hi ∈ C(R,R), i, j = 1, 2, · · · , n and h ∈ U .

Theorem 3.4 Assume that there exist constants αi,mij,Mij ≥ 0, i, j =
1, 2, · · · , n and βi > 0, i = 1, 2, · · · , (n+ 1) such that
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(1). | ∂gi
∂ξj

(ξ1, · · · , ξn, ζ1, · · · , ζn)| ≤ mij,

| ∂gi
∂ζj

(ξ1, · · · , ξn, ζ1, · · · , ζn)| ≤Mij,

|Hi(s)| ≤ αi|s|,

(2). −βiai + βn+1pi +
∑n
j=1 βj(mji +Mji) < 0, i = 1, 2, · · · , n,∑n

i=1 βiαi − βn+1 < 0,

(3).
∏∞
k=1 λk <∞,

where λk = max1≤i≤(n+1){1,
∑n+1
j=1

βj |dji(tk)|
βi

}, k = 1, 2, · · ·.
Then system ( 3.23) is absolutely stable.

Using the idea presented in this paper, we can study absolute stability
for the nonlinear system

x′i = −aixi + gi(x1, · · · , xn, x1(t− τi1), · · · , xn(t− τin)) +Hi(h(σ)),

σ′ = G(x1, · · · , xn, x1(t− τ1), · · · , xn(t− τn))− h(σ), i = 1, · · · , n, t 6= tk,

xi(tk) =
∑n
j=1 dij(tk)xj(t

−
k ) + di(n+1)(tk)σ(t−k ),

σ(tk) =
∑n
j=1 d(n+1)j(tk)xj(t

−
k ) + d(n+1)(n+1)(tk)σ(t−k ),

(3.24)
where gi, G ∈ C ′, gi(0, · · · , 0) = 0, G(0, · · · , 0) = 0, Hi ∈ C(R,R), 0 ≤ τij ≤
τ , 0 ≤ τj ≤ τ , (i, j = 1, 2, · · · , n) and h ∈ U .

Theorem 3.5 Assume that there exist constants αi,mij,Mij, cj, c̃j ≥ 0, i, j =
1, 2, · · · , n and βi > 0, i = 1, 2, · · · , (n+ 1) such that

(1). | ∂gi
∂ξj

(ξ1, · · · , ξn, ζ1, · · · , ζn)| ≤ mij, | ∂gi∂ζj
(ξ1, · · · , ξn, ζ1, · · · , ζn)| ≤Mij,

| ∂G
∂ξj

(ξ1, · · · , ξn, ζ1, · · · , ζn)| ≤ cj, | ∂G∂ζj (ξ1, · · · , ξn, ζ1, · · · , ζn)| ≤ c̃ij,

|Hi(s)| ≤ αi|s|, i, j = 1, · · · , n,

(2). −βiai + βn+1(ci + c̃i) +
∑n
j=1 βj(mji +Mji) < 0, i = 1, 2, · · · , n,∑n

i=1 βiαi − βn+1 < 0,

(3).
∏∞
k=1 λk <∞,
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where λk = max1≤i≤(n+1){1,
∑n+1
j=1

βj |dji(tk)|
βi

}, k = 1, 2, · · ·. Then system

( 3.24) is absolutely stable.

Proof: Let

v(t) = v(t,Xt) =
∑n
i=1 βi[|xi|+

∑n
j=1Mij

∫ t
t−τij |xj(s)|ds]

+βn+1
∑n
j=1 c̃j

∫ t
t−τj |xj(s)|ds+ βn+1|δ|, t 6= tk,

where X(t) = (x1(t), · · · , xn(t), δ(t))T is the solution of the system (3.24).
Then

v(t) ≥
n∑
i=1

βi|xi|+ βn+1|δ|.

Using a similar method as that given in the proof of Theorem 3.1, we can
derive that v(tk) ≤ λkv(t−k ) for k = 1, 2, · · · and

D+v ≤ ∑n
i=1 βi{−ai|xi|+ |gi(x1, · · · , xn, x1(t− τi1), · · · , xn(t− τin))|+ |Hi(h(δ))|

+
∑n
j=1Mij[|xj| − |xj(t− τij)|]}+ βn+1

∑n
j=1 c̃j[|xj(t)| − |xj(t− τj)|]

+βn+1|G(x1, · · · , xn, x1(t− τ1), · · · , xn(t− τn))| − βn+1|h(δ)|

≤ ∑n
i=1 βi{−ai|xi|+

∑n
j=1mij|xj|+

∑n
j=1Mij|xj(t− τij)|+ αi|h(δ)|

+
∑n
j=1Mij[|xj| − |xj(t− τij)|]}+ βn+1

∑n
j=1 c̃j[|xj| − |xj(t− τij)|]

+βn+1
∑n
j=1[cj|xj|+ c̃j|xj(t− τij)|]− βn+1r|h(δ)|

≤ ∑n
i=1 βi{−ai|xi|+

∑n
j=1(mij +Mij)|xj|

+αi|h(δ)|}+
∑n
i=1 βn+1[ci + c̃i]|xi| − βn+1|h(δ)|

≤ ∑n
i=1{−βiai + βn+1(ci + c̃i) +

∑n
j=1 βj(mji +Mji)}|xi|

+(
∑n
i=1 βiαi − βn+1r)|h(δ)|, t 6= tk.

Using a similar method as that given in the proof of in Theorem 3.1, we can
show that

lim
t→∞

xi(t) = 0, lim
t→∞

δ(t) = 0.

Thus, the system (3.24) is absolutely stable. The proof is complete.
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