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Modeling customer satisfaction for product development using 

genetic programming 

Abstract  

New product development involves several processes in which product planning is the first one. 

Several tasks normally are required to be conducted in the product planning process and one of 

them is to determine settings of design attributes for new products. Facing with fierce 

competition in marketplaces, companies try to determine the settings such that the best customer 

satisfaction of new products could be obtained. To achieve this, models relating customer 

satisfaction to design attributes need to be developed first. Previous research has adopted various 

modelling techniques to develop the models, but those models are not able to address interaction 

terms or higher order terms in relating customer satisfaction to design attributes, or they are the 

black-box typed models. In this paper, a method based on genetic programming (GP) is 

presented to generate models for relating customer satisfaction to design attributes. The GP is 

first used to construct branches of a tree representing structures of a model where interaction 

terms and higher order terms can be addressed. Then an orthogonal least squares algorithm is 

used to determine the coefficients of the model. The models thus developed are explicit, and 

consist of interaction terms and higher order terms in relating customer satisfaction to design 

attributes. A case study of a digital camera design is used to illustrate the proposed method. 
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1. Introduction 

Development of new products especially for consumer products normally involves the processes 

of product planning, industrial design, embodiment and detail design, and prototyping. The 

product planning process needs to be performed at the outset of new product development which 

mainly involves three major tasks; identifying customers and markets to be targeted, defining 

new products to be developed and determining settings of design attributes of the new products. 

This paper is aimed at addressing the third task. One of the key issues of the third task is how 

settings of design attributes of new products can be determined such that a high degree or even 

optimal customer satisfaction of new products can be obtained. To achieve this, we need to 

model the relationship between customer satisfaction and design attributes first. However, the 

modeling process is quite complex as the relationships to be modelled could be highly non-linear 

and fuzzy, and substantial interactions among design attributions would exist. 

Quite a number of studies have been attempted to investigate the modelling of the 

relationship between customer satisfaction and design attributes / elements. Chen et al. [1] 

developed a prototype system for affective design in which Kohonen‟s self-organizing map 

neural network was employed to consolidate the relationship between design attributes and 

customer satisfaction. Park et al. [2] adopted the fuzzy rule-based approach to build models 

relating customer satisfaction to design attributes. Hsiao et al. [3] proposed a method that enables 

an automatic product form search or product image evaluation by means of a neural-network-

based fuzzy reasoning genetic algorithm. The neural-network-based fuzzy reasoning algorithm 

was applied to establish relationships between the input form parameters and a series of 

adjectival image words. Liu et al. [4] proposed a fuzzy model to examine a customer satisfaction 

index in e-commerce. They considered a method to calculate the index based on a 5-level 

quantity table using fuzzy techniques. However, the model they developed was implicit. Lin et al. 

[5] proposed a fuzzy logic model to determine the consumer-oriented mobile phone form design. 
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From their experimental results, they reported that the fuzzy model outperformed two Neural- 

Network-based models in terms of the root of mean square errors. Grigoroudis and Siskos [6] 

developed the MUlticriteria Satisfaction Analysis (MUSA) method for measuring and analyzing 

customer satisfaction. MUSA is a preference disaggregation model based on the working 

principles of ordinal regression analysis. Using the survey data, MUSA aggregated individual 

judgments into a collective value function so as to quantify customer satisfaction. The model 

assumed that global or overall customer satisfaction was solely measured with respect to a 

number of customer attributes. This implies that the customer satisfaction model that considers 

each customer attribute independently was ignored. Grigoroudis et al. [7] further applied the 

MUSA method to measure user-perceived web quality. You et al. [8] developed the customer 

satisfaction models for automotive interior material, using quantification I analysis. Based on the 

models, the related design variables and preferred design features were examined. Hence, 

significant design variables and their value in affecting customer satisfaction were identified. 

Again, the models were generally implicit. Han et al. [9] developed a variety of usability 

dimensions including both subjective and objective aspects, and attempted to evaluate product 

usability based on statistically regressed models which modeled functional relationships between 

design attributes and customer satisfaction.  

Additionally, various techniques have been attempted to model the functional 

relationships between customer requirements and design attributes / engineering characteristics 

in QFD. A multiple linear regression method, which considers non-linear coefficients, were 

attempted to model the functional relationships in QFD [10]. However, the model is in a 

polynomial form, and the order of the polynomials generated is user-defined, thus an optimal 

model could not be generated. Fung et al. [11] introduced fuzzy logic to develop fuzzy rule based 

models for relating customer requirements with engineering characteristics. To address the 

fuzziness of the modeling, quite a few previous studies have adopted fuzzy set theory on 



 4 

modeling the relationship. Kim and Park [12] suggested a fuzzy regression approach to 

estimating the functional relationships in QFD. Chen et al [13] proposed another fuzzy 

regression approach, based on asymmetric triangular fuzzy coefficients, to develop models for 

the functional relationships in QFD. The use of non-linear programming to develop fuzzy 

regression models for modeling the functional relationships in QFD was proposed by Chen [14]. 

However, the above approaches can only be used to develop models with linear terms, and 

generation of interaction terms and/or higher order terms of models can not be addressed.  

Artificial neural networks [15] have been used to develop nonlinear models especially in 

manufacturing processes, such as resistance spot welding [16] and transfer molding [17]. These 

networks have the capability to transform a non-linear mathematical model into a simplified 

black-box structure, and have the advantage of learning and generalization abilities, as well as 

nonlinearity. However, the existing neural network approaches normally require a large number 

of data sets to develop models, which are usually not available in QFD. Also due to their „black-

box‟ nature, behavior of the functional relationships in QFD cannot be made known easily.  

 Previous research has found that genetic programming (GP) can be used to generate 

models in a polynomial form in which interaction terms and higher order terms can be 

considered [18, 19]. Madar et al. [20] and Rodriguez-Vazquez et al. [21] have demonstrated how 

the GP can be used to generate models with interaction terms and higher order terms. 

Lakshminarayanan et al [22] has also applied the GP to the modeling of chemical systems by 

using a small number of data sets. As it is widely recognized that the behaviour of the 

relationships between customer satisfaction and design attributes is non-linear and the number of 

data sets for developing those models available in product planning is small many times [23, 24, 

25], in this paper, the GP is proposed to develop models for relating customer satisfaction and 

design attributes. General outcomes of the GP are used to construct the structures of models 

based on a tree representation. Then, an orthogonal least squares algorithm [26, 27] is introduced 
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to estimate contributions of branches of the tree so as to determine the coefficients of the models. 

To evaluate the effectiveness of the proposed method, a case study of digital camera design was 

conducted. In the case study, a lead user survey of fifteen competitive digital cameras was 

performed first. Based on the survey results, the GP method was introduced to develop models 

for relating customer satisfaction to design attributes. The results of the modelling are then 

compared with those based on fuzzy regression and statistical regression. 

 

2. The GP approach to modelling the relationships between customer satisfaction and 

design attributes 

In new product development, models of relating customer satisfaction to design attributes can be 

described as follows: 

     yi = fi(x1,x2,…xn)    (1) 

where yi, i = 1,2, … m, is the degree of satisfaction of the i-th dimension of customer satisfaction; 

xj, j=1,2,…n, is the setting of the j-th design attribute; and the fi is a function of the relationships. 

 

In this research, the GP is proposed to generate the models. The pseudocode of the GP 

used in this research is shown below: 

t=0 

Initialize (t)=[ 1(t), 2(t),… POP(t)] 

// (t) is the population of the t-th generation. 

// i(t) is the i-th individual of (t). 

Assign parameters in all i(t) by orthogonal least square method 

Evaluate all i(t) according to a fitness function 

while (Terminational condition not fulfilled) do { 

             Parent Selection (t+1) 
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             Crossover (t+1) 

             Mutation (t+1) 

             Assign parameters in all i(t+1) by orthogonal least square method 

             Evaluate all i(t+1) 

             (t)= (t+1) 

             t=t+1 

} 

The GP starts with creating a random initial population of individuals (t) with POP 

individuals i(t), while t=0. Each individual i(t) is in the form of a tree structure that can be 

represented in a polynomial function (2) for modeling the functional relationship: 
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where yi is the degree of satisfaction of the i-th customer satisfaction, and 
kj

x  is the 
k

j -th design 

attribute. 

Then the coefficients of each individual i(t) are determined by applying an orthogonal 

least squares method [26, 27]. All individuals are evaluated according to a defined fitness 

function, which is used to evaluate the goodness-of-fitness of modeling the functional 

relationship between customer satisfaction and design attributes. The parent selection process 

uses the goodness-of-fitness of each individual to determine the selection of potential individuals 

for performing crossover or mutation. Finally, the new individuals with the determined 

coefficients are evaluated using the fitness function in order to create a new population (t+1). 

The process continues until the pre-defined termination condition is met. Major aspects of 

applying the GP on modeling the relationships are described below: 
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2.1 Model Representation 

The population member of the GP represents the function fi as shown in equation (2). In the GP, 

one of the most popular methods to represent structures is hierarchical trees, which are composed 

of functions F and terminals T [18]. The set of functions F contains the arithmetic operations, +, 

- and *, of function (2), thus F is represented as F = { +, -, *}. The set of terminals T = {x, p} 

contains a design attribute set x={ x1, x2, … xn } of the function (2) and a coefficient set p={p0, p1, 

p2, … 
tnp } of the function, where nt is the number of terms of the function. A potential solution 

is depicted as a tree with branches, which consists of operations (internal nodes of the tree) F 

from the function set and arguments (terminal nodes of the tree) from the terminal set T. For 

example, Figure 1 shows an example of a hierarchical tree that expresses the following 

polynomial, which consists of interaction term and higher order terms: 

    (x1*x1) - (x2*x2) + (x1*x2*x4) 

which is equivalent to: 

     x1
2 

– x2
2
 + x1·x2 ·x4 

 The coefficient set p = (p0, p1, p2 and p3) is determined after determining the structure of 

the polynomial, where the number of coefficients of the polynomial is 4. Therefore the 

completed function can be represented as follows.  

    p0 + p1 ·x1
2 
–  p2 ·x2

2
 + p3 ·x1·x2·x4. 

 In this research, the coefficients p0, p1, p2 and p3 are determined using an orthogonal least 

square algorithm [26, 27], which has been demonstrated to be effective in determining 

coefficients in a linear-in-parameters model generated by the GP [21]. Details of the orthogonal 

least square algorithm can be found in [24, 27]. 

 

2.2 Fitness function 
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The fitness function is based on the mean absolute error (MAE), which reflects the differences 

between the calculated degree of customer satisfaction based on the model and the actual degree 

of customer satisfaction based on the data sets. The MAE of the j-th individual can be calculated 

based on (3). 
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where Fj is the model represented by the j-th individual, y(k) is the degree of customer 

satisfaction of the k-th data set. x(k) = [x1(k), x2(k),… xn(k)] is a setting of design attributes of the 

k-th data set, and ntrain is the number of data sets used for developing the model. MAE in (3) is 

commonly known as an indicator of training errors of a model that reflects how well the model 

fits the data sets. However, a model for relating customer satisfaction and design attributes may 

contain a lot of unnecessary and complex terms. A complex or over-parameterized model with a 

large number of parametrical terms reduces the transparency and interpretation of the model. To 

prevent the GP from generating models that are too complex, a fitness function is designed to 

balance the tradeoff between the reduction of complexity and model accuracy. In this research, 

penalty terms are introduced into the fitness function of the GP [27] and the fitness of the j-th 

individual denoted as: 

    
21exp1
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where fitnessj is the fitness value, Lj is the number of arithmetic operations of the model 

represented by the j
th

 individual, and c1 and c2 are both penalty terms. 
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2.3 Crossover and mutation 

Like other evolutionary algorithms, the two main evolutionary operators are crossover and 

mutation. The crossover operation produces a pair of offspring that inherit characteristics from 

both parents by selecting a random node in each of the hierarchical tree structures of the parents 

(as shown in Figure 2a) and exchanging the associated sub-expressions of the hierarchical tree 

structures (as shown in Figure 2b). Because of the dynamic representation used in GP, the 

parents are typically of a different size, shape and content. The process of mapping the genotype 

onto the phenotype does not correspond to a one-to-one relationship. Therefore the resulting 

offspring can be expressed by more than one different tree structure and can allow diversification 

of the population. 

 Mutation is performed by randomly selecting a node that can be an internal or terminal 

node, and by replacing the associated sub-expression with a randomly generated sub-expression. 

For example, Figure 3 shows that the arithmetic operation of a minus is selected and is mutated 

to a sum. 

 

2.4 Selection and convergence 

After the operations of crossover and mutation, individuals from the current population with 

relatively better fitness defined in (4) are selected to serve as parents for the next generation. The 

roulette-wheel approach, which is one of the most common selection methods used for selecting 

individuals to perform reproduction operations in evolutionary algorithms [29], is used for the 

selection of individuals. The fitness of the thj  individual is assigned a value fitness j , and the 

selection probability value, jprob , is defined as: 

    
Popsize

1

fitness

fitness
prob

j

j

j

j      (5) 
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where Popsize is the population size of the GP. Equation (5) shows that the individual with a 

larger fitness value has a higher probability of being selected. 

 After the selection, the population evolves and improves iteratively until a stopping 

condition is met. In this research, the stopping criterion is met when the number of generations is 

equal to a pre-defined number of generations. Otherwise, the GP goes on to the next evolutionary 

iteration. 

 

3.  An Illustrative Example 

An example of digital camera design [24] is used to illustrate the GP approach to modeling the 

relationship between customer satisfaction and design attributes as defined in (2). In this section, 

two dimensions of customer satisfaction are used for illustrative and validation purposes, which 

are “Photo quality” (CS1), and “Take distant image” (CS2). Degrees of customer satisfaction of 

them are denoted as y1 and y2 respectively. The associated design attributes of the two 

dimensions of customer satisfaction are “Max. Resolution Support” (DA1), “Optical Zoom” 

(DA2), “Aperture Exposure Control” (DA3), “LCD size” (DA4), “Storage Media Support” (DA5), 

and “Weight” (DA6). Value settings of them are denoted as x1, x2, x3, x4, x5 and x6 respectively. 

A lead user survey of 15 competitive digital cameras was conducted. Table 1 shows the survey 

results and values of the design attributes of the corresponding competitive digital cameras. 

The proposed GP approach to modeling the relationship between customer satisfaction 

and design attributes was implemented using MATLAB and a prototype system was developed. 

The GP parameters were set as shown in Table 2 with reference to [20]. Figure 4 shows the 

number of dimensions of customer satisfaction, number of design attributes and number of 

competitive products inputted to the prototype system for this case study. Figure 5 shows the 

input of the survey results. After 100 generations of the GP, the two models were generated as 

shown in Tables 3 and 4 respectively for CS1 and CS2. The convergence plots, which illustrate 
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the progresses of the runs of the GP, are shown in Figure 6 and Figure 7 respectively for CS1 and 

CS2. 

Since the GP is a stochastic method, different results could be obtained from different 

runs. To evaluate its overall performance, 30 runs on the GP were carried out. For each 

modelling, the mean of the 30 runs was calculated. To compare the effectiveness of the GP in 

modeling customer satisfaction with those of statistical linear regression (LR) [30] and fuzzy 

regression (FR) [23, 31], the same data sets were used to develop customer satisfaction models 

based on LR and FR. Table 3 and Table 4 show the models developed for CS1 „photo quality‟ and 

CS2 „take distant image‟ based on the three methods respectively. It can be seen that the 

interaction terms exist in the CS1 model developed based on the GP and second order terms exist 

in the CS2  model developed based on the GP. No interaction and/or higher order terms are found 

in models developed based on LR and FR. 

The N-fold cross validation was used to evaluate the GP approaches as compared with 

statistical linear regression and fuzzy regression in modeling customer satisfaction. The trials of 

the cross validation were repeated 30 times. For each trial, 13 of the 15 data sets were used for 

model training while the remaining 2 data sets were used for validating the trained models. The 

two measures, training error and validation error, were used to evaluate the effectiveness of the 

GP approach. The training error is used to reflect how well the developed models can fit the 

training data sets. The validation error is used to reflect how well the developed models can 

predict a response. 

 The 15 training errors based on the three methods, LR, FR and GP, are shown in Figures 

8(a) and 8(b). The x-axis of the figures indicates the data sets which were used for testing. For 

example, the (1,2) means that the 1
st
 and 2

nd
 data sets were used for testing, and the rest of the 

data sets, 3
rd

 to 15
th

 data sets, were used for model training. It can be seen from the figures that 

the GP yields the smallest number of training errors in modelling both the CS1 „photo quality‟ 
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and CS2 „take distant image‟. Figures 9(a) and 9(b) show the validation errors based on the three 

methods for the CS1 „photo quality‟ and CS2 „take distant image‟ respectively. It shows that the 

models based on GP yields the smallest number of validation errors in both the CS1 and CS2. 

Means and variances of the thirty validation errors of the three methods are shown in Table 5 and 

Table 6 respectively for CS1 and CS2 from which it can be found that the GP yields the smallest 

number of validation errors. Also from the two tables, it can be found that the means of the thirty 

training errors based on the GP are the smallest as compared with those based on LR and FR. T-

test was used to evaluate the significance of the improvement. Table 7 shows the t-values of the 

T-test from which it can be found that all the t-values in Table 7 are higher than 1.89. Based on 

the normal distribution table, if the t-value obtained is higher than 1.89, it can be said that the 

performance of GP is better than LR and FR with a 97% of confidence level in all benchmark 

functions. 

The developed models can be incorporated into an optimization model with an objective 

of maximizing customer satisfaction. By solving the model, an optimal / near optimal setting of 

design attributes can be obtained. Of course, design teams could pre-define degree of satisfaction 

of some dimensions of customer satisfaction in view of different design scenarios. For example, 

if the degrees of satisfaction of „photo quality‟ and „take distant image‟ are set as 4 and 3 

respectively, the corresponding models become as follows. 

0.2905 + 0.7342·x1 + 0.6727·x2 - 0.6727·x4 + 0.1526·x1·x3 -0.1526·x1·x2 = 4 

0.3703 + 1.1359·x2 - 0.0645·x4 + 0.0645·x5 - 0.0645·x2
2 - 0.0645·x5

2 = 3 

These two models can be treated as two constraints of the optimization model. By solving 

the model, an alternative setting of design attributes can be obtained. 
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4.  Conclusions 

In this paper, a GP method has been proposed to develop models for relating customer 

satisfaction and design attributes, based on a small size of survey data sets. In the proposed 

method, the GP is used to construct structures of models based on a tree representation, in which 

interaction terms and higher order terms can be generated. Then an orthogonal least squares 

algorithm is used to estimate the contribution of each branch of the tree so as to identify the 

coefficients of the models. Since interaction terms and/or higher order terms can be introduced to 

the branches of the trees in GPs, models with interaction terms and higher order terms can be 

generated. To evaluate the effectiveness of the proposed method, a case study of a digital camera 

was carried out. Models based on the GP for relating customer satisfaction to design attributes 

were developed. The effectiveness of the models was compared with that of the models based on 

statistical linear regression and fuzzy regression. Results of the comparison show that the models 

developed based on GP yields fewer training errors and fewer validation errors. 

 Future work would involve the determination of an optimal setting of design attributes 

for a new product. To achieve this, the models for relating customer satisfaction and design 

attributes are developed based on the GP approach. Then, the models are incorporated into the 

formulation of an optimization model with the objective „maximizing customer satisfaction‟. By 

solving the optimization model, an optimal setting of design attributes for the new product can be 

obtained. In addition, since uncertainty due to fuzziness is unavoidable in modelling the 

relationship between customer satisfaction and design attributes, future work will involve 

integrating GP with fuzzy theory for the modelling. 
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Table 1 The survey results of the fifteen competitive digital cameras 

 Customer 

satisfaction (CS) 

Design attributes (DAs) 

Brands of 

digital 

cameras 

CS1 

(y1) 

CS2 

(y2) 

DA1 

(x1) 

DA2 

(x2) 

DA3 

(x3) 

DA4 

(x4) 

DA5 

(x5) 

DA6 

(x6) 

A 4 3 5 3 3 1.85 2 323 

B 1 1 2 1 0 1.6 3 90 

C 4 5 4 10 3 2.2 2 337 

D 5 5 3.2 10 3 1.5 2 441 

E 3 3 3.1 3 0 1.5 1 180 

F 2 3 4.23 3 0 1.5 1 165 

G 2 3 4 3 0 1.5 2 185 

H 5 4 6.3 6 3 1.8 3 590 

I 2 3 3.24 3 0 1.6 2 150 

J 2 3 5.1 3 0 2.5 1 200 

K 3 3 1.95 3 3 1.5 2 210 

L 5 3 5 3 3 2.5 1 705 

M 5 5 8 7 3 1.8 3 906 

N 2 3 1.92 3 2 2 1 300 

O 4 4 4 4 3 1.8 1 490 
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Table 2 Parameter setting of the GP 

Population size 50 

Maximum number of evaluated individuals 5000 

Generation gap 0.9 

Probability of crossover 0.5 

Probability of mutation 0.5 

Probability of changing terminal via non-

terminal 

0.25 

Penalty factors in the fitness function (4) c1=0.5 and c2=30 
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Table 3 Developed models for CS1 „photo quality‟ 

Methods Models 

Linear regression model y1 = 2.07 + 0.120·x1 + 0.113·x2 + 0.315·x3 - 0.639·x4 - 0.210·x5 + 

0.00389·x6 

Fuzzy regression model y1 = (2.2503, 1.8253) + (-0.3736, 2.5993) ·x1 + (0.4667, 

1.8900 10-11) ·x2 + (0.4992, 1.3983 10-11) ·x3 + (-2.0806 10-2, 

3.9336 10-11) ·x4 - (7.3416 10-1, 2.9729 10-11) ·x5 + (1.4758, 

1.8957 10-11) ·x6 

GP based model y1 = 0.2905 + 0.7342·x1 + 0.6727·x2 - 0.6727·x4 + 0.1526·x1·x3 -

0.1526·x1·x2 
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Table 4 Developed models for CS2 „take distant image‟ 

Methods Models 

Linear regression model y2 = 2.87 + 0.210·x1 + 0.313·x2 + 0.153·x3 - 0.569·x4 - 0.454·x5 + 

0.00042·x6 

Fuzzy regression model y2 = (2.0940, 2.8422 10-14) + (6.1867 10-1, 0) ·x1 + (1.5433, 0) ·x2 

+ (1.0822 10-1,0) ·x3 + (-3.6483 10-1,0) ·x4 + (-5.6080 10-1, 

2.8765) ·x5 + (-6.6674 10-2,0) ·x6 

GP based model y2 = 0.3703 + 1.1359·x2 - 0.0645·x4 + 0.0645·x5 - 0.0645·x22 - 

0.0645·x52 

 

 

 

 

 

 

 

 

 

 

 



 21 

 

 

 

 

 

Table 5 Means and variances of training and validation errors of developed models for CS1 

„photo quality‟ 

  Training error Validation error 

Linear regression 

model 

Mean 6.419 23.852 

Variance 1.6305 84.218 

Fuzzy regression 

model 

Mean 8.0269 31.478 

Variance 1.3078 142.75 

GP based model Mean 3.1228 17.395 

Variance 1.8009 59.825 
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Table 6 Means and variances of training and validation errors of developed models for CS2 „take 

distant image‟ 

  Training error Validation error 

Linear regression 

model 

Mean 29.836 19.753 

Variance 58.852 145.83 

Fuzzy regression 

model 

Mean 40.078 22.917 

Variance 107.15 256.92 

GP based model Mean 19.964 15.616 

Variance 78.531 126.32 
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Table 7 T-values of training and validation errors of developed models for CS1 and CS2  

 CS1 CS2 

 Training error Validation error Training error Validation error 

LR-GP 9.7463 2.9468 4.6132 1.9735 

FR-GP 15.235 5.4195 8.0849 2.0427 
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Figure 1 An example of a hierarchical tree 
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Figure 2(a) Random selection of a sub-expression before crossover 
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Figure 2(b) Offspring produced by the crossover 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Offspring produced by the mutation 
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Figure 4 An input interface of the prototype system 
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Figure 5 Input of survey results of competitive digital cameras 
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Figure 6 Convergence plot of the GP run for CS1 „photo quality‟ 
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Figure 7 Convergence plot of the GP run for the CS2 „take distant image‟ 
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Figure 8(a) Training errors of CS1 „photo quality‟ 
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Figure 8(b) Training errors of CS2 „take distant image‟ 
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Figure 9(a) Validation errors of CS1 „photo quality‟ 
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Figure 9(b) Validation errors of CS2 „take distant image‟ 

 

 


