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Quantum mechanical studies of the Z/E acetoin oxime interconversion have been con-

ducted using both density functional theory (DFT) and ab initio post-Hartree-Fock

methods in order to understand the thermodynamic and kinetic properties of the syn/anti

isomerisation of 5,8-diethyl-7-hydroxydodecan-6-oxime. This molecule is the active rea-

gent in LIX63, a commercial material used in hydrometallurgical solvent extraction (SX).

Based on calculated data and experimental results, for Z/E 5,8-diethyl-7-hydroxydode-

can-6-oxime interconversion and the IR spectra of its pure anti isomer, it has been shown

that the active reagent in LIX63 favours an oligomeric form. Theoretically, it has been

found that higher order oligomers are energetically more favourable. Based on this it has

been suggested that at high concentrations hydroxyoximes exist in the form of polymeric

rings and/or chains.

The effect of different R groups on the thermodynamic and kinetic properties of

aliphatic α-hydroxyoxime syn/anti interconversion has also been studied. Theoretically,

it has been shown that using R=C3H8 on both ends of the oxime is the minimum sub-

stituent size required to obtain a good description of thermodynamics and kinetics in

comparison to experimental data for LIX63. Further increases in the size of the R group

does not have any significant effect on either thermodynamics or kinetics of the syn/anti

isomerisation (except via an inversion mechanism, where the effect of the size of the

hydrocarbon side-chain is still quite significant in going from R=C2H5 to R=C3H8).

Lastly, potential energy surfaces of Ni2+, Co2+, Cu2+, Zn2+ and Mn2+ tran-

sition metal complexes with acetoin oxime and acetic acid have been studied at the

M06/6-31G(d,p)/LanL2DZ level of theory using different stoichiometries. The theoret-

ically determined order in which metal ions are extracted agrees well with experiment

for the case when 1:2:2 metal:hydroxyoxime:carboxylic acid complexes are formed. The

synergistic effect of addition of hydroxyoxime to the system of metal ions and carboxylic

acid has been shown. The theoretically determined lowest energy conformation for the

Ni:hydroxyoxime:carboxylic acid 1:2:2 stoichiometry complex agrees well with that ob-

served experimentally.
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Chapter 1

Solvent Extraction

1.1 Introduction

The first ever metals produced by humans were tin and lead, followed by copper, bronze

(copper with tin and/or arsenic) and iron (Radivojevic et al., 2010). The ability to

produce metals from their ores resulted in a serious impact on the evolution of mankind

by giving a fantastic opportunity to produce better construction materials, tools used

in everyday life, weapons etc. Co and Ni, in particular, are highly consumed transition

metals in modern heavy industry due to their ferromagnetic properties and catalytic

behaviour. The area of consumption of these metals is very broad, which includes ap-

plications in catalysis, production of building materials and electronics, the petroleum

industry etc. It is interesting to note, that the biggest natural source for industrial nickel

and cobalt production is laterite ore, followed by sulphide ore and sea nodules1 (Moska-

lyk and Alfantazi, 2002). Laterite ore can be found in many different places around the

world. The largest lateritic deposits are located in New Caledonia, Cuba, Indonesia,

the Philippines and Australia (mostly in the western part of the continent). However,

this type of ore has a complicated multi-component composition including salts and ox-

ides of many different metal species, which makes the separation of specific metal ions

extremely challenging. The field of science studying the processes of metal extraction

from its natural sources and its following recovery is called extractive metallurgy (Ray

and Ghosh, 1991). Mastering metallurgy processes made it possible to produce a large

range of different metals. Constantly rising demand for the high purity of these metals

became a driving force for the future development of extractive metallurgy in general

(Seetharaman, 2005).

1Note that the sea nodules is the potential source for industrial nickel and cobalt production and
not necessarily the one which is currently being exploited.

1
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1.2 Overview of Extractive Metallurgy

Ore is the main natural source for the industrial production of metals (Fuerstenau and

Han, 2003). Ore can be defined as the rocky material containing oxides, carbonates,

sulphides, silicates and/or arsenides of different metal species. Briefly describing the

process of metal recovery from the ore/gangue one could say that the metal species (ox-

ides, sulphides and/or carbonates) of interest must be first purified/separated and then

reduced to a pure metal species using chemical, physical or electro-winning reduction

processes. The area of extractive metallurgy that achieves the first part of metal recov-

ery when the desired metal compounds need to be purified/separated is called minerals

processing (Napier-Munn, 1997; Seetharaman, 2005). It should be stressed here that

ore is a complex mixture of solid compounds and may contain combinations of them;

however, it is well known (Seetharaman, 2005) that it is easier to process metal com-

pounds and to free the metal when this compound presents itself as an oxide. Generally

there are two main metal recovery routes available in extractive metallurgy. These differ

from each other in the way the metal ores are converted into a form for which further

treatment is more straightforward and how they are purified/separated (see below - re-

fining and extraction). It should be noted that there is no clear distinction between

some sub-categories of these two methods and some industrial processes of extractive

metallurgy may contain both hydrometallurgical and pyrometallurgical processes.

In minerals processing the ore is first crushed into small pieces. This stage of a

process is called comminution (Fuerstenan and Han, 2003). Comminution is a physical

process achieved using different types of crushing/grinding equipment, such as a jaw

crusher, ball mill etc., therefore the chemical composition during the crushing stage is

not being changed. In the next stage of minerals processing, which is called sizing, ore

pieces of a certain size are separated from the others. After sizing each of the small ore

pieces produced contains a higher percentage of oxide or sulphide of a metal species.

Sizing can be performed using either a dry method or in aqueous solution. Screening

is one of the most general dry ways of sizing ore pieces. The most common way to

concentrate the ore particles from solution is based on the differences in their physical

properties such as density or mass2, for example. Along with physical properties, this

stage of the concentration in minerals processing can also be based on surface properties

(froth flotation3) or electrostatic (high tension rollers or electrostatic separators) and/or

magnetic separation (high gradient magnetic separation or high/low intensity magnetic

separation) of ore particles (Meloy, 1983; Seetharaman, 2005).

2Denser particles will settle quicker than the lighter ones.
3The hydrophobic particles mixed in water are attracted to the surface of bubbles introduced to the

system. In order to improve the selectivity of froth flotation, different chemicals (collectors) are often
used.
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In pyrometallurgy, thermal treatment is used in order to extract metals from minerals.

The pyrometallurgical process of metals’ recovery from ores normally consists of the

following stages (Ray and Ghosh, 1991):

1. Drying. At this stage the input minerals are dried using hot air.

2. Calcining. At the calcining stage, dry materials, such as carbonates or hy-

drated minerals (if present) are decomposed using thermal treatment4. Origi-

nally the calcining process was used to decompose limestone (calcium carbonate)

to lime (calcium oxide) and carbon dioxide; however, in ore processing it is nor-

mally applied in order to get rid of crystalline water.

3. Roasting. Depending on the nature of the ore, different types of gas-solid

reactions (pyrohydrolysis, oxidation, reduction, sulphation etc.) are involved in

order to purify metal compounds. Generally roasting is applied in order to purify

the sulphides of different metals, which is achieved via an oxidation gas-solid re-

action at a certain temperature5. A balanced equation for metal (M2+) sulphide

roasting (oxidation) can be represented as follows:

2MS(s) + 3O2(g) → 2MO(s) + 2SO2(g)

As can be seen from the above equation, sulphur dioxide is emitted as a co-

product in roasting. This gas is harmful for the environment and usually ab-

sorbed using limestone (Fuerstenan and Han, 2003; Roy and Weisweiler, 1982):

Calcination

CaCO3(s) � CaO(s) + CO2(g)

Sulphation

CaO(s) + SO2(g) � CaSO3(s)

4CaO(s) + 4SO2(g) � CaS(s) + 3CaSO4(s)

However, in some cases the sulphur dioxide produced is used directly for sul-

phuric acid production (King, 1950).

4. Smelting. Metal oxides are reduced to pure metals in this type of pyrometal-

lurgical process using thermal treatment at temperatures usually, but not always,

above the melting points of some metals, at a very low partial pressure of oxygen

(in an air-starved environment) and in the presence of carbon monoxide as the

reducing agent.

5. Refining. Refining is a method of purification of metal compounds that can be

based on either pyrometallurgical or hydrometallurgical techniques. The choice

4The temperature is usually set below the melting point of the material
5The choice of temperature is normally defined by the kind of metal compound to be purified.
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of technique may vary with respect to the metal compound to be purified. For

instance, in order to clean up copper containing compounds, fire refining and/or

electrolytic refining can be used (Ibl, 1977).

In Figure 1.1 a schematic sequence of processes used in pyrometallurgical recovery of

FeNi from laterite ore is depicted.

Figure 1.1: Schematic representation of a typical pyrometallurgical process for ferro-
nickel recovery from laterite ore.

The first row transition metals, in particular chromium, manganese, cobalt, nickel, cop-

per and zinc, are heavily consumed in industry due to their ferromagnetic properties and

catalytic behaviour (Deeth, 1995; Gibson, 1997; House, 2008). In general, pyro routes

are chosen when the source of metals corresponds to the system of metal sulphides, while

metal oxides are preferably treated by hydrometallurgical techniques. Hydrometallurgi-

cal techniques are more effective and environmentally friendly, however, in some cases

may be not as economic as the pyrometallurgical ones. In hydrometallurgy the ore is

collected and treated to liberate the metal ion(s) of interest into an aqueous solution

before subsequent recovery. The stage of the hydrometallurgical process during which

metal compounds contained in the ore are dissolved in aqueous solution is called leach-

ing. Depending on the ore composition (the nature of metal compounds) different types

of leaching agents (solvents) can be used. On an industrial scale the most commonly

used solvents are sulphuric and hydrochloric acids, sodium and aluminium carbonates,

sodium hydroxide, ammonia and cyanides (Bouffard and Dixon, 2007; Luo et al., 2010;

Mattus and Torma, 1980; Santos et al., 2010). It is important to note, however, that ore
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consisting of metal sulphides is either not or hardly dissolved by these solvents. There-

fore, for this type of ore, roasting or pressure oxidation is normally performed prior to

the leaching stage in order to convert metal sulphides to the metal oxides (Habashi,

2005).

There are many different types of leaching process available in hydrometallurgy

such us thin layer, dump, heap, in-situ leaching etc (Dutrizac, 1992; Ray and Ghosh,

1991). In general, looking at the conditions at which all these types of leaching are car-

ried out, they can be divided into two main groups; simple leaching operated at normal

conditions and pressure leaching (Dutrizac, 1992)6.

Metal salts (sulphates in the case of sulphuric acid aqueous solution being used

for ore leaching) dissolved in aqueous solution are then separated prior to the electrowin-

ning process (the stage of pure metal recovery) using one of the available techniques,

such as solvent extraction or ion exchange (Mooiman et al., 2005). A schematic repre-

sentation of the hydrometallurgical metal recovery process, including the stage of solvent

extraction7 for metal cation separation, is depicted in Figure 1.2.

Figure 1.2: Hydrometallurgical scheme for the metal recovery process incorporating
the stage of solvent extraction for metal cation purification.

Solvent extraction is hydrometallurgical process of metal recovery and it is the main fo-

cus of the current study; therefore, further discussion of the background will be focussed

on this specific aspect in order to better understand the specificity of metal complexa-

tion processes towards which our theoretical investigation is targeted.

6Pressure leaching is operated in autoclaves and normally used in order to improve the solubility of
hardly soluble metal compounds.

7The solvent extraction stage is composed of two sub-stages: metal extraction and metal stripping.
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1.3 Solvent Extraction

Solvent extraction is a method for compound separation based on their relative solubility

in two different immiscible liquids (Rydberg et al., 2004). As stated above, in hydromet-

allurgy this process is used in order to separate/purify desired metal species from gangue

by extracting them from the aqueous into the organic phase8. During the leaching stage,

metal compounds contained in the ore are transferred into aqueous solution and in order

to separate metal ions from each other this aqueous solution is contacted with an or-

ganic phase (usually kerosene-based) containing an extractant that selectively extracts

one or more of the metal ions from the aqueous solution. Metal extraction from the

aqueous into the organic phase is achieved via metal complex formation between the

metal cation(s) of interest and the extractant.

To be able to model the process of metal complexation we have to understand

the mechanism of metal extraction and the first thing to do in order to achieve this

goal would be to look at how the solvation of the metal cations is achieved in aqueous

solution. In particular, we need to know the forms of these metal cations present in

aqueous solution at the molecular level.

Let us consider the situation when the ore compounds have been leached with

sulphuric acid solution converting metal oxides into the metal sulphates. Metal sulphates

are electrolytes which means that they dissociate in water producing metal cations and

sulphate anions. This leads us to consider the process of solvation of each ion separately,

so that when the metal sulphate is dissolved in water each ion of this electrolyte has its

own hydration shell (Wander et al., 2010). Let us now consider the structure of hydrated

metal cations in more detail. Water molecules directly bond to the metal cation via da-

tive covalent bonding to form the first solvation shell9. The second solvation shell is

formed by other water molecules (up to 12 water molecules for the metal cations with a

coordination number of 6 in the first shell) attached to the coordinated water molecules

via hydrogen bonding. A graphical representation of the first and second solvation shells

of an M3+ cation dissolved in water is depicted in Figure 1.3

8Note that the opposite process, when the metal species of interest are left in aqueous solution and
undesired ones extracted into the organic phase, is also possible and quite often applied at the industrial
scale of metal recovery.

9The first solvation shell of all 2+ and 3+ first row transition elements has a regular octahedral struc-
ture except Cu2+ and high-spin Cr2+ complexes where the Jahn-Teller distortion takes place (Burdett,
1981).
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Figure 1.3: First and second solvation shells of M3+ cation dissolved in water. Atom
colours: oxygen (O) - red; hydrogen (H) - white and metal cation (M) - green.

It is very important to note that the formation of the second solvation shell may be dif-

ferent from that presented in Figure 1.3 for metal cations with a charge of +1 and/or +2.

Water molecules in the first hydration shell may not be sufficiently polarised by these

charges (+1 or +2) in order to form strong hydrogen bonds with the second layer water

molecules and a certain level of disorder in hydrogen bonding between first and second

solvation shells should be expected for hydrated +1 and/or +2 metal cations (Atta-Fynn

et al., 2011; Sakane et al., 1998). In general it could be stated that the larger the charge

on a metal cation, the stronger the water molecules from the first hydration shell are

coordinated to it and the stronger the hydrogen bonding between these water molecules

and those from the second hydration shells or bulk water will be. Experimentally it was

derived (Kristiansson, 1989) that the strength of coordination between the metal cation

and the oxygen of a water molecule is proportional to the ratio of Z
r , where Z is the

effective charge and r is the effective radius of a metal cation. A list of experimental

hydration enthalpies (kJ/mol) of the first row transition metal cations (Uudsemaa and
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Tamm, 2004) is shown in Table 1.1.

Table 1.1: Experimental hydration enthalpies (kJ/mol) for selected oxidation states
of the first row transition metal cations. Modified from Uudsemaa and Tamm (2004).

Ti2+ V2+ Cr2+ Mn2+ Fe2+ Co2+ Ni2+ Cu2+

1862 -1918 -1904 -1841 -1946 -1996 -2105 -2100

Sc3+ Ti3+ V3+ Cr3+ Mn3+ Fe3+ Co3+

-3960 -4154 -4375 -4560 -4544 -4430 -4651

It is also interesting to note that the water molecules directly bonded to the metal cation

are not always held in one position and often are exchanged with the water molecules

from the second hydration shell or with the bulk solvent, which may not be necessarily

the water, and the rate of this exchange also depends on the Z
r ratio.

According to solvation theory (Birkholz, 1992), the process of metal salt disso-

lution consists of three stages; in two stages free energy is consumed and from one stage

free energy is released. First of all some energy is required in order to free the ions from

the crystalline salt. This energy is called the lattice Gibbs free energy and it is equal

to the free energy of salt dissociation into ions in the gas phase. Secondly, a certain

amount of free energy should be spent in order to create a large enough cavity in the

water for the solute ions to be accommodated. In other words, this energy is required

for breaking the solvent-solvent attraction, which in case of hydration is usually related

to the Gibbs free energy required for breaking hydrogen bonds and for covering the en-

tropic penalty for ordering of solvent molecules. Lastly, free energy is released when the

ions are introduced to the cavity and bound to water. To estimate the Gibbs free energy

required for metal salt dissolution we need to sum up all three values of the free energy.

The resulting energy is called the standard molar Gibbs free energy change of solution,

which is usually measured in kJ/mol and has a large negative value for readily soluble

compounds. In order to determine the standard molar Gibbs free energy of hydration

of a given metal cation experimentally one must compare the thermodynamics for the

hydration of salts with different cations and the same anion and vice versa, because

it is impossible to measure the free energy of hydration for each ion separately by di-

rect means. However, in order to estimate it theoretically we only need to consider the

thermodynamics of the following single reaction;

Mx+
(g) � Mx+

(aq)
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In this reaction a gaseous metal cation is transferred into the aqueous phase.

It is well known that in solvent extraction, metal extraction is achieved via metal

complexation with the extractant introduced into the system. In general, the process

of inner-sphere metal complex formation can be described as a substitution reaction

where the water molecules from the first hydration shell of a metal cation are replaced

with extractant molecules (Fishtik, 1989; Rydberg et al., 2004). This mechanism can be

represented by the following reaction;

Mx+
(aq) + nLy−(aq) � [MLn]

(x−ny)+
(aq)

[MLn]
(x−ny)+
(aq) � [MLn]

(x−ny)+
(org)

As will be shown in latter results sections, it is possible to estimate the change of the

standard Gibbs free energy for complex formation by comparing the corrected Gibbs

free energies of the reagents (M and L) and product(s) (MLn), calculated using mod-

ern computational chemistry methods based on the laws of quantum mechanics (for

more background information see the following chapter) and statistical thermodynam-

ics. Knowing the change of the standard Gibbs free energy for the metal complexation

process, an equilibrium constant can be estimated using the following equation10;

∆Go = −2.303 ·RT · log10Keq (1.1)

where R - is the universal gas constant, T is the temperature and Keq is an equilibrium

constant which has the form of;

Keq =
[MLn]

[M][L]n
(1.2)

for the metal extraction equilibrium given above. It should be noted that this equilib-

rium for product formation is simplified and in comprehensive form should be written

as a multi stage process (Rydberg et al., 2004). This includes the stage of extractant

deprotonation, because, according to Bjerrum (1941), the process of metal complexation

should be considered as a form of acid-base equilibrium where the metal cation substi-

tutes for the hydrogen atom of an extractant (ligand L):

10In kJ
mol

∆Go = −5.708 · log10Keq at T = 298.15K.
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LH(org) � L−(aq) + H+
(aq)

[M(H2O)n(aq)] + L−(aq) � [M(H2O)n-1L(aq)] + H2O(aq)

...

[M(H2O)Ln-1(aq)] + L−(aq) � [MLn(aq)] + H2O(aq)

[MLn(aq)] � [MLn(org)]

(1.3)

Sometimes in order to improve the efficiency of the metal selectivity and increase the

value of an equilibrium constant two or more different kinds of ligands are introduced

(see subsection 1.3.2 on synergistic solvent extraction). However, in some cases (like for

instance in case of LIX63/Versatic10 SSX) it is unclear even experimentally how the

metal complexation is achieved (which component loses its proton and plays the role

of an extractant and which is a synergist). Molecular modelling, in this case, allows us

to inspect the change of the standard Gibbs free energy for each stage of the complex

formation with different types of ligands (synergist/extractant) being put in different

geometrical positions, which may provide us with some valuable insights as to the mech-

anism of metal complexation.

From an industrial perspective, it is also important to understand the chemistry

of an extraction process with selected extractant(s) in order to find the optimal con-

ditions for the process. The conditions of a solvent extraction process are acceptable

if the chosen reagent(s) is(are) selective enough, relatively inexpensive and not being

decomposed to a great extent, and the level of equipment corrosion is acceptable (Ray

and Ghosh, 1991).

1.3.1 Extractants available for the Solvent Extraction of Transition

Metals

There is a finite variety of metal extractants available for commercial use for effective

metals separation in modern solvent extraction (Rydberg et al., 2004). Nowadays, sol-

vent extraction makes it possible to separate almost any type of metal present in aqueous

solution, practically in any combination and any proportion. It is important to note,

however, that in some cases even though the technical criteria for the process are achiev-

able due to the large variety of different types of extractants available, there still could

be some major drawbacks (related to environmental problems, economical reasons etc.),

in which case a more detailed investigation of the process or even the development of

a new extractant needs to be undertaken11. For example, in one particular case there

11The development of a new extractant, which as a matter of fact is supposed to be effective, non-toxic
and economically stable, is usually a quite costly process and normally considered as the last resort.



Chapter 1. Solvent Extraction 11

could be a set of suitable extractants available in order to achieve the required goals for

metal extraction; however, at the same time it might be impossible to realise solvent

extraction with any of these extractants on the industrial scale.

This large variety of different types of metal extractants can be divided into

five different classes depending on their nature, the range of extractable metal species

and the mechanism of extraction (the structures of both metal compounds and metal

extractants are important). These classes are: ion pairing, chelation reagents, solvating,

organic acids and ligand substitution (Rydberg et al., 2004).

In ion-pair metal extraction anionic forms of metal compounds ML
(z−n)
n , where

(z-n) ≤ −1, are extracted with various organic amines RkN (primary - R1, secondary -

R2, tertiary - R3 or quaternary - R4). Anionic metal complexes are formed in aqueous

solution of HL, where HL could be HClO4,HNO3,HCl,H2SO4,HF etc., according to the

following equation:

LH(aq) � L−(aq) + H+
(aq)

Mz+
(aq) + nL−(aq) � ML

(z−n)
n(aq)

(1.4)

It should be noted here that the equilibrium constant for ML
(z−n)
n(aq) formation depends on

the nature of L− and increases in the order ClO−4 < NO−3 < Cl− < HSO−4 < F−; there-

fore, in order to improve the ion-pair extraction of metal ions it is often recommended

to substitute less active anions in anionic metal salts with more active ones according

to the above sequence. Amine bases RkN with large linear or branched aliphatic or aro-

matic R group(s) (C8 − C12) are highly soluble in organic phases and almost insoluble

in water. In contact with aqueous solution of HL acid, the organic amines RkN tend

to form RkNH+L− ion-pair salts. Formed anionic metal compound is completed with

positively charged ion of the large organic ion-pair compound RkNH+ in order to be

transferred into the organic phase as a [MLn]RkNH(z−n) complex (Kislik, 2011). The

order of extraction of anionic metal complexes by amines is decreased in going from

quaternary to primary amines12. It should be noted, however, that even though ion-pair

metal extraction is quite simple and an easy process to operate it is not highly selective.

Chelating reagents are different from the other types of ligands in the way they

bind to a metal cation. The Greek translation of the word ”chele”, from which chelation

is derived, is ”claw”. The extractants of this type are polydentate so that there are

at least two ligating atoms bonded to the metal ion (Ferreiros-Martinez et al., 2009).

Examples of bi-, tri- and tetra-dentate chelating ligands are depicted in Figure 1.4.

12The tertiary and quaternary amines are the most frequently used amines by the industry.
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Figure 1.4: Examples of binding by polydentate ligands (ethylenediamine - top struc-
ture; diethylenetriamine - left bottom structure and triethylenetetramine - right bottom
structure) to the metal cation. Metal cation is coloured green, carbon atoms are grey,

nitrogen - blue and hydrogen - white.

Bidentate chelating agents were found to perform well in the highly selective separa-

tion of transition metal cations. BASF (formerly Cognis Corporation) has developed a

whole range of bidentate chelating agents that are commercially available for metal ion

solvent extraction (MCT Redbook, 2007), which are well-known under the trade mark

of LIX R© reagents. These include LIX54/LIX55 (beta-diketone reagents used for copper

extraction), LIX63 (aliphatic hydroxyoxime, which can be used in synergistic solvent

extraction of transition metals like Co and Ni), LIX26 (alkylated 8-hydroxyquinoline

based reagents used for gallium extraction from Bayer liquors), LIX84-I (ketoximes used

for copper extraction), LIX84-INS (ketoximes used for nickel extraction from ammonia

solutions), LIX87QN (similar to LIX84-INS), LIX860-I (aldoximes used to co-extract

copper and zinc), LIX6422-LV (group of extractants based on 5-dodecylsalicylaldoxime

used for copper extraction) and LIX 612N-LV and LIX 616N-LV (salicylaldoxime-based

extractants used for copper extraction from acidic solutions). The selectivity of different

metal extractants with respect to a range of selected metal ions is usually shown by pH

isotherms (Figure 1.5).
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Figure 1.5: Extraction pH isotherms of metals with 0.5M Versatic10 acid in Shellsol
2046 and the synthetic laterite leach solution at an aqueous/organic phase ratio of 1:1

and 40oC (modified from Cheng (2006)).

These isotherms are determined at constant temperature operating the extraction pro-

cess of different metal ions at different pH values13. They tell us which metal species

and what percentage of them will be extracted from the aqueous into the organic phase

if the system is being operated under the chosen level of acidity (pH). It should be

noted, however, that the knowledge of initial composition (list of metal species present

in aqueous solution) and of the stabilities of each metal complex with respect to others

is very important. For instance, if there are two different metal ions Xn+ and Yk+, and

separately each of them is easily extracted using the same reagent at the same pH when

they are present together in aqueous solution, it may be possible that only one of the

metal ions, say Xn+, will be extracted at a chosen pH because it forms a more stable

complex with the chosen reagent. For instance, this is seen for Ni extraction over Co

in the synergistic system studied by Mayhew et al. (2011). In the case when metal

ions are co-extracted and they are both needed, but separately, the stripping stage can

be adjusted in such a way so that the metal species are stripped and recovered one by one.

13It should be noted that the contact time between aqueous and organic phases, as well as the initial
concentrations of metal ions and reagent(s)/extractant(s), should be fixed in each run for experimental
determination of pH isotherms (MCT Redbook, 2007).
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1.3.2 Synergistic Solvent Extraction

In ’normal’ solvent extraction (SX) a single active agent is used to separate the metal

ions via metal complexation. This active agent is called an extractant or sometimes just

a reagent. However, as it was stated above, in case when none of the available reagents

perform well enough in separation/purification of some particular metal ions, it could

be very difficult and quite costly to develop a new effective extractant. Even if such

a component was developed, the market for it may not be great, or the metallurgical

industry may be reluctant to modify plants to use it.

Synergistic Solvent Extraction (SSX) is one possible way out of this situation.

SSX is the use of one or more additional reagents to improve the selectivity of an ex-

isting extractant. If the choice of additional component (synergist) is successful, SSX

could have the potential to recover metal ions of interest from aqueous leach solution

via Direct Solvent Extraction (DSX), avoiding the need for intermediate precipitation

and re-leach steps which are normally done in order to overcome metal selectivity issues

in the SX stage (Barnard, 2008; Barnard and Turner, 2008; Cheng, 2006).

The current study will be mostly focussed on the theoretical investigation of

the processes occurring in the synergistic solvent extraction/purification of transition

metals, in particular cobalt and nickel, from a gangue including magnesium and cal-

cium. As was stated above, the majority of known metal separation processes, such as

solvent extraction, ion exchange, pyrolytic extraction, normal/pressure acid leach and

solvent extraction/electrowinning processes, suffer from disadvantages including low se-

lectivity, high cost of the extractant and/or precipitation agent used, or the use of harsh

conditions (high pressure, high temperature and high acidity). In contrast to all these

methods, the newly proposed synergistic solvent extraction technique, consisting of the

combined use of LIX63 hydroxyoxime and Versatic10 carboxylic acid, guarantees a high

yield and selective extraction of Co, Ni and other transition metals with a lower capital

cost (Cheng and Urbani, 2005a,b).

Graphical representation of the synergistic effect of the LIX63/Versatic10 mix-

ture is depicted in Figure 1.6. From the pH isotherms it can be clearly seen that in

contrast to SX (Figure 1.5) when an additional component (synergist) is added to the

system, the pH isotherms of all elements present in the system are shifted to the left.

This makes the process separation of Zn, Cu, Co, and Ni metal ions from Mn, Mg and

Ca cations more selective.
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Figure 1.6: Extraction pH isotherms of metals with 0.5M Versatic10 acid/0.35M
LIX63 in Shellsol 2046 and the synthetic laterite leach solution at an aqueous/organic

phase ratio of 1:1 and 40oC (modified from Cheng (2006)).

From the thermodynamic point of view, the synergistic effect can be explained by com-

paring the equilibrium parameters of metal complexation before and after the synergist

is added to the system. Coordinating to the metal ion along with an extractant, syn-

ergists make the formed complex more stable, which shifts the equilibrium for metal

complexation in SSX more to the right compared to the SX case. It is interesting to

note that chelating agents are the most commonly used synergistic components that usu-

ally do not deprotonate during metal extraction and are present in neutral form (Flett

et al., 1974). Earlier it was reported by Flett et al. (1974) that when Ni is extracted by

the synergistic solvent extraction mixture of α-hydroxyoxime (HOx) and carboxylic acid

(RH) the Ni(Ox)2(RH)2 complex is formed, where α-hydroxyoxime plays the role of an

extractant (it is deprotonated) and carboxylic acid is a synergistic agent. However, the

latest experimental results of Barnard et al. (2010) have shown that the Ni(HOx)2(R)2

complex is formed in this mixture, where hydroxyoxime stays neutral and the carboxylic

acid deprotonates.

Even though the synergistic solvent extraction system, consisting of LIX63 alipha-

tic α-hydroxyoxime and Versatic10 carboxylic acid, secures highly selective separation

of Co and Ni from gangue materials including Mg and Ca, it suffers from several draw-

backs. First of all the kinetics of Ni extraction and stripping were found to be very slow

compared to the extraction and stripping of other metal cations present in the system. It
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was then shown by Cheng (2006) that the kinetics of both these processes can be signifi-

cantly improved by adding a kinetic accelerator such as tributylphosphate (TBP) to the

organic phase of the extraction mixture. Secondly, some losses of the expensive LIX63

α-hydroxyoxime were registered under the proposed extraction and stripping conditions

(Barnard, 2008). These losses are mainly due to the hydroxyoxime degradation process,

which is associated with the presence of carboxylic acid during the stripping process

and/or with the oxidation process catalyzed by cobalt and/or manganese-complexes un-

der the extraction conditions (Barnard, 2008; Barnard and Turner, 2008; Barnard and

Urbani, 2007). The two main conclusions that can be drawn from the investigation of

the role of carboxylic acid in SSX are;

1) the more sterically hindered the carboxylic acid, the greater the synergism

(Castresana et al., 1988; Preston and du Preez, 1996);

2) the speed of hydroxyoxime degradation process is higher when a stronger acid

is used (Barnard and Urbani, 2007; Castresana et al., 1988).

It is possible, however, to slow the process of hydroxyoxime degradation by using different

stabilizers, such as 2,6-bis-1,1-dimethyl-4-methylphenol (Cheng and Urbani, 2005a,b) or

trichloroethylene (Castresana et al., 1988). The process of hydroxyoxime degradation

mainly goes through the oxidation and hydrolysis processes; therefore, it is preferable

to use the anti-oxidant reagent as the stabilizer for hydroxyoxime (Cheng and Urbani,

2005a,b). It was also found by Barnard (2008) that LIX63 hydroxyoxime can be recov-

ered from the main degradation product (keto-oxime) by borohydride-based regenera-

tion. In addition, further investigation of Barnard and Turner (2008) has clarified that

the hydroxyoxime degradation does not affect significantly the metal selectivity due to

interconversion of ”inactive” syn-hydroxyoxime to the active anti - form under extraction

conditions. It is important to note here that the nature of the carboxylic acid affects

both the complex formation and the degradation process of hydroxyoxime.

Despite this system being widely studied experimentally there are still many

unexplored properties which can be investigated in order to improve the selectivity for

the removal of specific metal ions. Therefore, aside from available experimental data, it

is valuable to use computational chemistry in order to build a high quality theoretical

model of this intriguing system.
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Chapter 2

Computational Chemistry

2.1 Introduction to Quantum Mechanics

The main purpose of the current study consists of investigating the stability of different

conformations of chemicals involved in metal complexation. Specifically the thermo-

dynamics and kinetics of some processes occurring in synergistic solvent extraction of

transition metals will be studied. Most of the calculations will be performed on single

molecules of either the extractant/synergist or transition metal complex with a number

of atoms typically not exceeding one hundred. This makes it affordable to use quantum

mechanical methods as an appropriate level of theory.

Before introducing different computational chemistry methods based on quan-

tum mechanics and talking about their weaknesses and strengths we should first briefly

remind ourselves of the very basic postulates of quantum mechanics in order to be able

to understand the nature of these methods.

The core equation of quantum mechanics is the Schrödinger equation (Schrödinger,

1926), which can be generally written as:

ĤΨ = i~
∂

∂t
Ψ (2.1)

This form of Schrödinger equation is time-dependent. i~
∂

∂t
is the energy operator

(where i is
√
−1 and ~ is Planck constant divided by 2π) and Ĥ is the Hamiltonian

operator. Ψ is the time-dependent wavefunction which can be written for N parti-

cles using either the “position-space” representation, ignoring spin, Ψ(r1, r2, . . . , rN , t),

where rN stands for the position of the N th particle in three dimensions. Alterna-

tively the “position-spin-space” representation for the N particles with spin can be used,

Ψ(r1, r2, . . . , rN , sz1, sz2, . . . , szN , t), where sz is the quantum number for the spin pro-

jection along the z axis.

21
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The Schrödinger equation can also be called an eigenvalue equation (Mueller, 2002).

Using the terminology of linear algebra, an equation is an eigenvalue problem if the

action of some operator Â (which could be integration, differentiation or any other type

of operator) on some function, f, can be substituted by multiplication of that function

by some constant, ω, so that Âf = ωf. The constant in this case is called an eigenvalue

and the function is an eigenfunction of the operator Â. Given this definition, as the

Hamiltonian Ĥ in the Schrödinger equation 2.1 is an operator, then the total energy of

a system, E, and the wave function, Ψ, are the eigenvalue and eigenfunction, respec-

tively.

In order to understand how and why the Schrödinger equation works, we need to

look at the way it was derived. For simplicity let us consider the case of a single particle.

In classical physics, the motion of a particle in space can be either described by Newto-

nian or Hamiltonian mechanics. In Newtonian mechanics the change of particle motion

depends directly on the applied force. The direction of the change of motion is exactly

the same as the direction of the force vector (Mueller, 2002); therefore, in order to de-

scribe the trajectory of motion of a single particle we need to know the force acting on it;

−→
F = m · −→a (2.2)

where m - is the mass of the particle and
−→
F and −→a are the force and acceleration vectors,

respectively1.

In 1834 the Scottish mathematician R. Hamilton introduced an alternative way

of describing the motion of a single particle. Hamilton suggested to determine the equa-

tion of motion by finding the simultaneous solution of the following equations;

(∂Ĥ

∂qi

)
Pi

= −dpi
dt

(∂Ĥ

∂pi

)
qi

=
dqi
dt

(2.3)

where i is the dimension in which the motion is described (the motion of a single particle

must be described in three dimensions - x, y and z), q and p are the position and the

momentum of a particle respectively and Ĥ is the Hamiltonian which is characterised

as a sum of the kinetic and potential energies of a particle in a conservative system2:

1This method of describing a particle’s trajectory has found its practical application first in theo-
retical physics and then in materials science and molecular modelling, which is now known as molecular
dynamics. In molecular dynamics the forces between interacting particles are typically described by a
force field and the simulations are based on finding the numerical solution to Newton’s equations of mo-
tion. Note that quantum mechanical forces can also be used in molecular dynamics in order to describe
the forces between interacting particles.

2The system is called conservative if the force acting on it depends only on the position and non-
conservative if the force depends on both position and time
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Ĥ = T̂ + V̂ =
∑

i=1,...,n

p2i
2m

+ V̂(r) (2.4)

Hamiltonian mechanics played a significant role in the development of quantum mechan-

ics (Esposito et al., 2004). At the beginning of the 20th century, it was proved that a

beam of electrons can be diffracted just like light. It was concluded then that particles

as small as nuclei and/or electrons behave not just like a classical particle in Newtonian

and Hamiltonian mechanics but also like a wave (the theory of wave-particle duality)3.

The relation between particle-like and wave-like properties of a particle, i.e. mo-

mentum (p) and wavelength (λ), respectively, was derived by de Broglie in 1924:

p =
h

λ
(2.5)

where h is Planck’s constant. It was then proved mathematically that the nature of any

particle can be described by some function which was called the wave function and if it

is known then any observable of a particle can be obtained mathematically by applying

a certain operator to this function (Schrödinger, 1926). The Schrödinger equation can

now be derived by applying the Hamiltonian operator to the wave function of a single

particle. This will give us the energy (E ) as an observable (eigenvalue). For the Hamilto-

nian a more convenient way to write the momentum is using the position representation;

p→ ~
i
∇ (2.6)

where∇ (del) is the gradient operator. For a single particle moving in a three-dimensional

space the kinetic energy operator would look as follows:

T̂ =
p2

2m
= − ~2

2m
∇2 = − ~2

2m

{ ∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

}
(2.7)

Ĥ = − ~2

2m

{ ∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

}
+ V (r) (2.8)

Now we can write the Schrödinger equation as follows:

{
− ~2

2m

{ ∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

}
+ V (r)

}
Ψ(r, t) = i~

∂Ψ(r, t)

∂t
(2.9)

In this study we are interested in finding the solution to the time-independent Schrödinger

equation for various types of systems. In order to simplify the problem we can use the

3Note that not just light and particles as small as electrons have wave-particle duality; it is still
applicable to macroscopic bodies also; it is just that their wave-like properties are insignificant and
therefore can be neglected.



Chapter 2. Computational Chemistry 24

technique of separation of variables in the Schrödinger equation 2.9 (Atkins and Fried-

man, 2004; Fitts, 2002):

Ψ(r, t) = ψ(r)Θ(t) = ψ(r)e−
iEt
~ (2.10)

From now-on all further discussion will be related to finding solution for the time-

independent Schrödinger equation;

Ĥψ = Eψ (2.11)

which describes only the stationary state of a system. Here lower case ψ is used for the

time-independent wavefunction ψ(r).

The physical meaning of the wavefunction was not clear until in 1926 Max Born

showed that the probability of finding a particle in the volume of a infinitesimal region

at a position r is represented by;

∫
ψ(r)2dτ <∞ (2.12)

where dτ is a region of space (dx in one dimension and dxdydz in three dimensions). In

this case ψ(r)2 can be called the probability density (the probability of finding a particle

in a unit of space) and ψ(r) is the probability amplitude (Fitts, 2002). The meaning of

the above expression is that in the finite volume the wavefunction cannot be infinite (the

exception is a Dirac δ function). The probability density should have a direct meaning

or, in other words, it has to be a real number. However, time-dependent or periodic

wavefunctions can be complex and to make the probability density of such functions real

they must be multiplied by their complex conjugates ψ∗(r), therefore, it is more correct

to write ψ∗(r)ψ(r) or |ψ(r)|2 instead of just ψ(r)2.

Born also specified that the probability of finding a particle integrated over all

space must be equal to unity. This property is known as the normalisation condition of

the wavefunction and is written as follows:

∫ ∞
−∞
|ψ(r)|2dτ = 1 (2.13)

The wavefunction is a solution of a second-order differential equation which implies the

condition that it should be continuous everywhere in order for its second derivative to

be valid. In fact its first derivative should also be continuous, although, it has some

exceptions for ill-behaved regions (e.g. where the particle touches the wall of the box in

the ”Particle-in-a-Box” model) (Atkins and Friedman, 2004). Lastly, the wavefunction
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must be single-valued, otherwise multiple probabilities would be available for the parti-

cle at the same point in space.

The next important requirement for the Schrödinger equation states that the

Hamiltonian operator, Ĥ, be Hermitian so that its corresponding eigenvalues are real

and not complex (Mueller, 2002; Rae, 2002). An operator, Â, is called Hermitian if it

satisfies the following condition;

∫
f∗mÂfndτ =

{∫
f∗nÂfmdτ

}∗
(2.14)

or using Dirac bracket notation;

〈m|Â|n〉 = 〈n|Â|m〉∗ (2.15)

where fm (|m〉) and fn (|n〉)are the eigenfunctions of the operator Â and f∗m (〈m|) and

f∗n (〈n|) are their complex conjugates. This is very important property of quantum

mechanical operators because in most cases the order in which they act on functions is

important.

Another condition is that all Hermitian operators must satisfy the following com-

mutation relations;

[Â,B̂] 6= 0 [Â,Â
′
] = 0 [B̂,B̂

′
] = 0

where Â(B̂) and Â
′
(B̂
′
) are operators of a similar kind, [Â,B̂], [Â,Â

′
] and [B̂,B̂

′
] are

the commutators of Â and B̂, Â and Â
′
, and B̂ and B̂

′
which can also be written as

ÂB̂− B̂Â, ÂÂ
′− Â

′
Â and B̂B̂

′− B̂
′
B̂, respectively. The physical meaning of this is that

if observables commute with each other ([Â, B̂] = 0) they can be simultaneously speci-

fied for the same eigenstate. Pairs of observables that do not commute with each other

are called complementary observables. Complementary observables are governed by the

uncertainty principle, which was described in 1927 by Werner Heisenberg and further

developed by H.P. Robertson in 1929. The uncertainty principle for two complementary

operators Â and B̂ is represented as following;

∆Â∆B̂ ≥ 1

2
|〈[Â, B̂]〉|

where ∆Â and ∆B̂ are the root mean square deviations defined as:

∆Â = {〈Â2〉 − 〈Â〉2}
1
2 and ∆B̂ = {〈B̂2〉 − 〈B̂〉2}

1
2

According to the next postulate (Atkins and Friedman, 2004; Jensen, 1999), if the

wavefunction describing the state of a system is known, then the average value of the
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observable ω corresponds to the expectation value of a relevant operator 〈Ω〉 which is

given by:

ω =

∫
ψ∗Ωψdτ∫
ψ∗ψdτ

=
〈ψ|Ω|ψ〉
〈ψ|ψ〉

(2.16)

If the wavefunction and its complex conjugate describe the same system and are nor-

malised, then the overlap integral S =
∫
ψ∗ψdτ must be equal to unity. The expectation

value of the Ω operator, would then be:

ω =

∫
ψ∗Ωψdτ = 〈ψ|Ω|ψ〉 (2.17)

In the case when ψ is an eigenfunction of some other operator (different from Ω), it still

can be represented as a linear combination of Ω eigenfunctions (Hameka, 2004):

ψ =
∑
n

cnψn Ωψn = ωnψn

This will give us the following expectation value:

〈Ω〉 =

∫
(
∑
m

cmψm)∗Ω(
∑
n

cnψn)dτ =
∑
m,n

c∗mcn

∫
ψ∗mΩψndτ =

∑
m,n

c∗mcnωn

∫
ψ∗mψndτ

The overlap integral
∫
ψ∗mψndτ for an orthonormal set of wavefunctions (when n 6= m)

is equal to 0. For the normalised eigenfunctions the expectation value will then look as

follows;

〈Ω〉 =
∑
n

|cn|2ωn (2.18)

where cn is the coefficient of a wavefunction ψn and |cn|2 gives the probability of the

case that the ωn eigenvalue is measured.

Mathematically the solution to the Schrödinger equation is found using methods

of approximation such as the variational and perturbation theories (Cramer 2004; Fores-

man, 1996). Variational theory finds the solution by varying the coefficients of a trial

wavefunction which is constructed based on an initial guess. The expectation value of

energy is obtained using equation 2.16 listed above. The optimisation is continued until

the first derivative of the energy with respect to each coefficient of the wavefunction

is equal to 0. It is interesting to note that in variational theory the expectation value

of energy (ε) will be equal to the true ground-state energy of the system (E0) only if

the trial wavefunction is the same as the true ground-state wavefunction, but otherwise

it is always greater (ε > E0). With a higher number of coefficients, the expectation



Chapter 2. Computational Chemistry 27

value of energy will be closer to the true ground-state energy. However, the number of

differential equations will be increased equally, which means that it will be more time

consuming.

In perturbation theory the starting point is another system that is similar in

nature and for which the solution is already known. In this case the Hamiltonian is

constructed from several parts; one part describes the system with the known solution

and the other additional Hamiltonians describe the changes (”perturbations”) between

the system of interest and that for which solution is already known. The number of

additional Hamiltonian parts corresponds to the order of perturbation (one - for first

order perturbation, two - for second order perturbation and so on);

Ĥ = λ0Ĥ
(0)

+ λ1Ĥ
(1)

+ λ2Ĥ
(2)

+ ... (2.19)

where λ is the parameter which may vary in order to ”tune” the level of perturbation,

Ĥ
(0)

is the Hamiltonian for the system with known solution and Ĥ
(1)

and Ĥ
(2)

are the

Hamiltonians for the first and second orders of perturbation, respectively.

Earlier we introduced the Hamiltonian as a sum of the kinetic and potential

energy operators. Any molecular system can be represented as a collection of nuclei

and electrons. Therefore, to describe the Hamiltonian operator for a molecule in more

specific form we must introduce the motions of, and interactions between, the nuclei and

electrons. Specifically terms for the kinetic energy operators for nuclei (Tn) and electrons

(Te) and the potential energy operators for electron-nuclear attraction (Uen), nuclear-

nuclear repulsion (Unn) and electron-electron repulsion (Uee) form the Hamiltonian:

Ĥ = Tn + Te + Uen + Uee + Unn

= −
nuclei∑
i

~2

2Mi
∇2(Ri)−

electrons∑
i

~2

2me
∇2(ri)−

∑
i

∑
j

Zie
2

4πε0 | Ri − rj |

+
∑
i

∑
j>i

e2

4πε0 | ri − rj |
+
∑
i

∑
j>i

ZiZje
2

4πε0 | Ri −Rj |
(2.20)

Here Z and e are the nucleus and electron charges respectively.

Prior to the introduction of any approximations to the time-independent Schrödinger

equation we need to specify the units for the energy. For simplicity, the energy is often

expressed in Hartrees (atomic units). Hartrees are defined by setting Planck’s con-

stant, the electron mass and charge to one so that one Hartree is equal to the potential

energy between two electrons (Coulomb repulsion) at a distance of 1 Bohr from each

other (Jensen, 1999). The Bohr radius is determined according to the following equation:
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a0 =
h2

4π2mee2
≈ 0.52917725Å (2.21)

Using atomic units, we can rewrite the molecular Hamiltonian as follows:

Ĥ = −
nuclei∑
i

∇2(Ri)

2Mi
−
electrons∑

i

∇2(ri)

2

−
nuclei∑
i

electrons∑
j

Zi
| Ri − rj |

+
∑
i

electrons∑
j>i

1

| ri − rj |
+
∑
i

nuclei∑
j>i

ZiZj
| Ri −Rj |

(2.22)

Now we are ready to talk about the key approximations used in quantum mechanics in

order to simplify the solution of the Schrödinger equation.

2.2 The Born-Oppenheimer Approximation

It is extremely difficult and time consuming to solve the time-independent Schrödinger

equation analytically for any type of molecular system bigger than H+
2 , even if the size

of the wavefunction is finite. Fortunately in 1927 Born and Oppenheimer proposed a

way of finding the solution to the Schrödinger equation for systems bigger than H+
2

by using a reasonable approximation. The Born-Oppenheimer approximation is based

on the well-known observation that the speed of an electron is typically much higher

than that of a nucleus due to the large difference in their masses so that the electron

positions are instantly adjusted to each new configuration of the nuclei. Therefore,

the electron distribution does not often depend on the nuclear velocities (Fitts, 2002;

Mueller, 2002). According to this approximation, the nuclear kinetic energy operator

(Tn) can be treated classically in the Hamiltonian. Under these circumstances we can

separate the Hamiltonian operator into nuclear and electronic parts. The total wave-

function of a system can now be rewritten as a product of electronic and nuclear terms,

ψ(r,R) = ψelec(r,R)χnucl(R), where the electronic term ψelec(r,R) depends parametri-

cally on the nuclei coordinates, R. All this gives us the following form of the Hamiltonian:

Ĥ
elec

= Te + Uen + Uee + Unn = −
electrons∑

i

∇2(ri)

2

−
nuclei∑
i

electrons∑
j

Zi
| Ri − rj |

+
∑
i

electrons∑
j>i

1

| ri − rj |
+
∑
i

nuclei∑
j>i

ZiZj
| Ri −Rj |

(2.23)
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Note that in this case the nuclear-nuclear potential energy term (Unn) is a constant

being equal to the total energy of a system for a certain (fixed) set of nuclear positions

and usually is added to the total energy at the end of the electronic calculation.

The motion of nuclei is described by the potential energy surface which can be obtained

by solving the Schrödinger equation for a range of nuclear coordinates R. The transla-

tional, vibrational and rotational motions of the nuclei are therefore described classically.

2.3 Hartree-Fock Theory

As mentioned before, it is rarely possible to find an analytic solution to the Schrödinger

equation for any system larger than the H+
2 molecule or similar one-electron systems. In

order to find a solution for larger molecules, a number of approximations beyond that

of Born-Oppenheimer must be made.

It is important to note that when we attempt to describe molecular systems with

more than one electron we need to introduce electron spin (Cramer, 2004). An electron

can either have a positive (spin up) or negative (spin down) spin quantum number of

1/2. The direction of an electron spin is usually defined by the spin functions, α and β

as follows:

α(↑) = 1 α(↓) = 0

β(↑) = 0 β(↓) = 1 (2.24)

Similarly to the wavefunction, the spin functions obey orthonormality conditions:

〈α|α〉 = 〈β|β〉 = 1

〈α|β〉 = 〈β|α〉 = 0 (2.25)

According to Hartree-Fock theory, the total electronic wavefunction of a many electron

system ψ(r1, r2, . . . , rN ) can be represented as a combination of single-electron wavefunc-

tions that are called (Molecular) Orbitals, ψi(ri) assuming that the electrons interact

with each other only in a mean field way. This assumption can be expressed through

the so called Hartree Product :

ψHP (r1, r2, . . . , rN ) = ψ1(r1)ψ2(r2) . . . ψN (rN )
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Molecular orbitals ψi(r) are constructed as a linear combination of basis functions (for

example, a pre-defined basis set of atomic one-electron functions) as follows (Cramer,

2004; Foresman, 1996);

ψi(r) =

nbasis∑
j=1

cijφi(r) (2.26)

for closed shell systems, and;

ψαi (r) =

nbasis∑
j=1

cαijφi(r) ψβi (r) =

nbasis∑
j=1

cβijφi(r) (2.27)

for open shell systems.

To make the Hartree Product allow for electron spin we need to multiply it by the

α and/or β spin functions, which will give us ψ(r1, r2, . . . , rN , x1, x2, . . . , xN ) expressed

as a product of a so-called spin orbitals χi(ri, xi) where x is a generic spin coordinate

(either α or β):

ψHP (r1, r2, . . . , rN , x1, x2, . . . , xN ) = χ1(r1, x1)χ2(r2, x2) . . . χN (rN , xN )

Unfortunately, this resulting wavefunction does not satisfy the antisymmetry principle

and to make it do so we need to construct a Slater determinant (Jensen, 1999). For

simplicity let us write χi(ri, xi) as χi(qi):

ψ(q1, q2, . . . , qN ) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣

χ1(q1) χ2(q1) . . . χN (q1)

χ1(q2) χ2(q2) . . . χN (q2)
...

...
. . .

...

χ1(qN ) χ2(qN ) . . . χN (qN )

∣∣∣∣∣∣∣∣∣∣∣
(2.28)

Having constructed such a determinant we can easily prove that it is impossible to find

two electrons at the same point unless they have opposite spin.

Now that we have the molecular wavefunction set up in form of a Slater de-

terminant we can finally solve the electronic Schrödinger equation for each electron.

By looking at the electronic Hamiltonian in 2.23 one could figure-out that in order to

calculate the electron repulsion potential for each electron the wavefunction for the sys-

tem of all electrons must be known and vice versa. One of the solutions to this is the

self-consistent field (SCF) theory, first introduced by Hartree in 1927 and then further

developed by Fock and Slater. Let us consider an example of a closed-shell system when

all electrons are paired in the molecular orbitals. In SCF theory the motion of each

electron in the electronic Schrödinger equation is described by the effective one-electron
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Hamiltonian;

Ĥ
eff

(1) = −∇
2(r1)

2
−
nuclei∑
i

Zi
| Ri − r1 |

+

N/2∑
j

[2Jj(1)−Kj(1)] (2.29)

where Jj(1) is the Coulomb operator and Kj(1) is the exchange operator. The potential

due to the nuclei is determined from the initial configuration and that of the electrons

from the approximate trial wavefunction. It is now required to find the solution to the

following Schrödinger equation:

Ĥ
eff

(x)ψelec(x) = εψelec(x) (2.30)

As was shown above, all the single-electron molecular orbitals ψi(r) are represented

as a linear combinations of the atomic orbitals φj(r) multiplied by the coefficient cij ,

where j goes from 1 to nbasis
4 It is clear now that the wavefunction depends directly on

the cij coefficients according to the variational principle and the “best” wavefunction

should correspond to the lowest possible value of energy. Therefore, in the Hartree-

Fock-Roothaan method the energy is minimised by finding an appropriate set of cij

coefficients5.

When the solution to the Schrödinger equation 2.30 for each electron is found,

the new improved set of wavefunctions is created and the Schrödinger equation 2.30 is

solved again for each electron using the improved set of wavefunctions. The results are

used to construct another set of wavefunctions, which is then compared with the previous

set and if the differences in these are insignificant then the wavefunctions are assumed to

be self-consistent and the energy of the molecule is converged. If the differences are too

large, then the cycle is continued until self-consistency of the wavefunctions is reached.

2.3.1 Electron Correlation Methods

The electron correlation energy (Ec) corresponds to difference between the exact (Eexact)

and Hartree-Fock (EHF ) energies. Often it is not possible to achieve results of high

accuracy for most organic systems and especially for systems containing organometal-

lic compounds without electron correlation (Raghavachari and Anderson, 1996). The

biggest disadvantage of the Hartree-Fock method is that the antisymmetric wavefunction

is expressed by a single Slater determinant. This error is corrected to varying degrees

4The bigger nbasis is, the better the shape of the molecular orbitals can be reproduced. Ideally nbasis
is infinite; however, practically this is not achievable.

5An initial set of coefficients is usually generated using semi-empirical methods, which will be dis-
cussed later on.
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in the post-Hartree-Fock methods, which are also called electron correlation methods

(Foresman 1996; Jensen, 1999). Configuration Interaction (CI), Coupled Cluster (CC)

and Møller-Plesset (MPn) are amongst the most commonly used post-SCF methods to

correct for electron correlation. In CI, the correlation effect is included by expanding

the molecular wavefunction as a linear combination of Slater determinants. In order to

find the solution for the CI wavefunction all the coefficients of the Slater determinants

are optimised using the variational principle. Any possible electronic state of a system is

computed by the full CI method; therefore, it is one of the most complete and time con-

suming methods in quantum mechanics. In order to minimise the computational cost,

the calculation is usually started from the Hartree-Fock wavefunction and then Slater

determinants are added progressively6. It should be stressed; however, that truncated

CI methods are not size consistent and in order to fix this the Quadratic Configuration

Interaction (QCIS, QCISD etc.) or Coupled Cluster (CCSD) methods can be used.

Møller-Plesset (MPn) methods are based on many body perturbation theory

(Mueller, 2002). In contrast to CI, a non-iterative correction to the Hartree-Fock theory

is used in MPn methods, where n stands for the order of applied perturbation. When

the order of perturbation is increased it should be taken into account that the computa-

tional cost of Møller-Plesset method increases according to Nn+3, where N is the total

number of basis functions in the system and n is the order of perturbation. While the

results derived from calculations with the full CI method are more accurate, the calcula-

tions with high order Møller-Plesset methods are significantly faster than calculations

using the full CI method (with the same size of a basis set).

Concluding this part, we note that overall ab initio Hartree-Fock theory is able

to provide a good approximation that can be systematically improved by introducing

different levels of electron correlation corrections with post-SCF methods. However, the

computational cost of this improvement can be very high.

2.4 Density Functional Theory

The concept of Density Functional Theory is different from that of ab initio types of

calculation. It states, contrary to the Hartree-Fock method, that the energy can be

derived from the electron density (Hohenberg and Kohn, 1964). Hohenberg and Kohn

were the first to prove that the external potential is a function of electron density, ρ0,

and therefore if the latter is known, vext(ρ0), can be defined along with ground state

6In the first Slater determinant only one occupied orbital is replaced with a virtual orbital within
the Hartree-Fock determinant (CIS - CI with a single excitation to the Hartree-Fock determinant), in
the second - two (CISD - CI with a single and double excitations), and so on.
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energy, E0. However its mathematical dependence on electron density is still not known.

Hohenberg and Kohn proved that any approximate electron density, ρapprox, should lead

to an approximate energy E0,approx which is always higher than or equal to the exact

ground state energy (E0,approx > E0). The main assumption in this approach is that

the nuclear positions of the reference system with the approximate density are identical

to those with the exact ρ0. In other words the external potential is expected to be

the same for both systems. This is analogous to the variational principle. Now if the

expression for the energy as a function of density was known, the ground state value

could be determined by minimising E0,approx with respect to ρapprox. The energy as a

function of density E(ρ) can be separated into three different contributions: electronic

kinetic energy, T (ρ), nuclear-electron attraction, Ene(ρ), and electron-electron repulsion

Eee(ρ). Note that Eee(ρ) is usually written as a sum of Coulomb, J(ρ), and exchange,

K(ρ), terms. If Ene(ρ) and J(ρ) are defined using classical expressions from ab initio

methods, in order to define the electronic kinetic energy we have to differentiate our

wavefunction. Practical implementations of Density Functional Theory were first devel-

oped by Kohn and Sham (1965) who defined an effective wavefunction which is different

in its interpretation to the one used in Hartree-Fock theory. The Kohn-Sham kinetic

energy term Ts within a single Slater determinant framework is given by:

Ts(ρ) =
N∑
i=1

−1

2

∫
ψ∗i (r)∇2ψi(r)dr (2.31)

The electron density of the non-interacting electron gas is derived from a determinant of

the Kohn-Sham orbitals, which are linear combinations of basis functions. The ground-

state electron probability density ρ of a non-interacting system is then given by:

ρs(r) =
N∑
i=1

|ψi(r)|2 (2.32)

where ψi are the Kohn-Sham orbitals and N is the number of electrons. Accounting for

all of this the final energy defined by the Density Functional Theory can be written as

follows:

EDFT (ρ) = Ts(ρ) + Ene(ρ) + J(ρ) + Exc(ρ) (2.33)

where Exc(ρ) is the exchange-correlation energy. An exact expression for Exc(ρ) is not

known; however, different approximations have been suggested within Density Func-

tional Theory in order to estimate the exchange-correlation energy.

Looking at the advantages of Density Functional Theory over Hartree-Fock the-

ory the dimensionality should be noted first (Koch and Holthausen, 2001). Generally,



Chapter 2. Computational Chemistry 34

when the density fitting techniques are used in the DFT functionals (Reine et al., 2010),

the Coulomb repulsion integrals are only calculated over the three-dimensional electron

density, scaling therefore as N3 where N is the total number of basis functions. This

saves quite a bit of computing time compared to the HF method, which scales as N4.

Secondly the results derived from DFT methods using approximate electron correlation

can be comparable with results obtained from some post Hartree-Fock methods but at

a significantly lower computational expense.

In DFT methods the procedure for calculating the total energy of a system is

quite similar to the one used in HF methods, except that the exchange term in the

HF energy is replaced with an effective exchange-correlation term, Exc. This term is

unknown and its dependence on the Kohn-Sham density is approximated differently by

various methods.

2.4.1 Local Density Approximation

The Local Density Approximation (LDA) and the Local Spin Density Approximation

(LSDA) are the methods of DFT that use the simplest approximation to the electron

correlation (Cramer, 2004). They are based on the assumption introduced by Kohn and

Sham that the local exchange-correlation energy can be estimated in the same way as if

a system was a uniform electron gas;

ELDAxc (ρ) =

∫
ρ(r)εxc(ρ)dr (2.34)

where ρ is the density of an uniform electron gas and εxc is the exchange-correlation

potential. As can be seen, the exchange-correlation term in LDA depends exclusively

upon the density which for a union electron gas of N electrons is given by;

ρ =
N

V
(2.35)

The exchange-correlation energy density of a uniform electron gas is usually split into

two terms; the exchange εx and correlation εc energies per particle:

εxc = εx + εc (2.36)

The exchange potential is known explicitly for a uniform electron gas:

εx(ρ(r)) = −3

4

(
ρ(r)

3

π

)1/3
(2.37)
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This is then integrated over all space in order to calculate the exchange energy of a

system:

ELDAx (ρ) = −3

4

( 3

π

)1/3 ∫
ρ(r)4/3dr (2.38)

In the local density approximation it is assumed that if considered locally, then any

system behaves identically to the uniform electron gas. For open-shell systems, the

local-spin-density approximation (LSDA) is used where the electron density is repre-

sented as a sum of ρα and ρβ spin-densities.

Unfortunately, the correlation potential of a uniform electron gas is only known

for the extreme limits where the correlation is either extremely weak or extremely strong

(Parr and Yang, 1994). The high-density limit corresponds to the limit with infinitely

strong correlation and the low-density limit conforms to the weak correlation limit. Ac-

curate results for the values of correlation energies of the uniform electron gas (UEG)

have been determined numerically using quantum Monte Carlo calculations. There are a

number of LDA correlation functionals available where different techniques for interpo-

lation of these intermediate εc values derived from quantum Monte Carlo simulations are

used (Cramer, 2004). Some of the most accurate analytic interpolation formulae were

suggested by Vosko, Wilk and Nusair and commonly known as the VWN correlation

functional (Vosko et al., 1980)

Although the correlation energy term is included in LDA/LSDA methods, there

is always a systematic underestimation of the exchange energy and overestimation of the

correlation energy (Parr and Yang, 1994). This occurs due to the fast decay of the LDA

exchange-correlation potential which is supposed to decay much slower in a Coulombic

manner. As a result, the energy of the Highest Occupied Molecular Orbital (HOMO) in-

creases in value (Perdew and Zunger, 1981). Fortunately, a significant improvement over

LDA at least for many properties was made by the development of Gradient Corrected

methods, which are also known as Generalised Gradient Approximation (GGA) meth-

ods.

2.4.2 Generalised Gradient Approximation Methods

In the GGA methods both exchange and correlation energies depend not only on the

electron density, but also on the gradient of the electron density. One of the simplest

modifications of the LDA exchange-energy density was suggested by Perdew and Wang

in 1986 (PW86);
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εPW86
x = εLDAx (ρ)(1 + ax2 + bx4 + cx6)1/15 (2.39)

where a, b and c are constants and x is the dimensionless reduced gradient variable

represented as:

x =
|∇ρ|
ρ4/3

Although in a majority of cases the PW86 correction produces more accurate results

than L(S)DA, the level of improvement is not significant (Juan and Kaxiras, 1993). A

better correction to the LDA exchange-energy was introduced by Becke in 1988 (B or

B88) which is still widely used nowadays;

εB88
x = εLDAx − βρ1/3 x2

1 + 6βsin−1x
(2.40)

where x is the dimensionless gradient variable above and β is a parameter derived from

fitting to experimental atomic data. Even though the exchange potential given by the

Becke correction is an underestimate in most cases, the mathematical description of the

asymptotic behaviour of the exchange-energy density is very accurate at long range. Fol-

lowing the B88 correction, there was a number of GGA exchange functionals developed

in a similar manner including CAM, FT97, PW91 (Jensen, 1999) and a combination

of B and PW which is commonly referred to as the X functional. One of the most

popular gradient corrected correlation functionals is the one derived by Lee, Yang and

Parr (LYP). The popularity of the LYP functional is due to its ability to cancel the self-

interaction error in a system with single electron. As a disadvantage, it should be noted

that no parallel spin correlation can be estimated by this method (Juan and Kaxiras,

1993; Jensen, 1999).

In general, the GGA functionals provide a good description of covalent, ionic

and/or hydrogen bonds; however, there is still missing a long range part in the descrip-

tion of van der Waal’s interaction by this type of DFT functional.

2.4.3 Meta-GGA Methods

As the next level of improvement in density functional theory the Meta-Generalised Gra-

dient Approximation (meta-GGA) functionals should be introduced in which either the

second derivative of the electron density is included or the Kohn-Sham kinetic-energy

density τ(r) or both (Jensen, 1999). The kinetic-energy density is usually used in Meta-

GGAs in order to overcome the time consuming problem related to the calculation of the



Chapter 2. Computational Chemistry 37

second derivative (Zhao and Truhlar 2008). In regard to this kind of DFT methods’ effi-

ciency it should be highlighted that although the functionals with the second derivative

of the density show a small improvement over most of the GGA functionals they are sig-

nificantly more expensive with respect to computing time (Simon amd Goodman, 2010).

2.4.4 Hybrid Methods

All GGA functionals have both exchange and correlation parts and it is quite common to

use Hybrid functionals in order to achieve better results (Simon amd Goodman, 2010).

In the hybrid methods Density Functional Theory is combined with a partial contribu-

tion from Hartree-Fock exchange. It has been shown using the Adiabatic Connection

Method (ACM) that it is possible to control the level of the electron-electron interaction

by introducing a universal parameter for the interelectronic interaction, λ (Becke, 1993a;

Baker et al., 1996). The exchange-correlation energy in this case should be computed

then as;

Exc =

∫ 1

0
ψ∗(λ)Vxc(λ)ψ(λ)dλ (2.41)

where the lower bound of the integral (0) corresponds to the non-interacting system and

the upper one (1) to the real, interacting system. However, it is not known how exactly

the exchange-correlation potential (Vxc) and wave function (ψ) depend on λ. Therefore,

the exchange energy is evaluated from the wave function in the same way as done in

HF methods (EHFx ), but using Kohn-Sham orbitals instead, while the correlation term

is then given by DFT. This gives us (Koch and Holthausen 2001);

Exc = (1− a)EDFTxc + aEHFx (2.42)

where a is now a parameter fitted empirically. In the ”half-and-half” method, for in-

stance, the expectation value of the exchange-correlation within a range of λ(0, 1) is

approximated to a straight line which gives a = 0.5.

The Becke 3-parameter exchange functional (Becke, 1993a) can be listed here as

an example of a successful method providing a very good approximation in many cases

(Kim and Jordan, 1994; Murashov and Leszczynski, 2000). This functional is often used

in combination with the LYP correlation-energy functional producing the B3LYP func-

tional. According to Simon and Goodman (2010) B3LYP is one of the most successful

examples of Hybrid DFT functionals. The exchange-correlation energy is calculated in

the B3LYP method as follows;
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EB3LY P
xc = (1− a)ELSDAx + aEHFx + b∆EBx + (1− c)ELSDAc + cELY Pc (2.43)

where a, b and c were estimated to be equal to 0.20, 0.72 and 0.81 respectively (Becke,

1993b). To improve the high/low spin state energy separations for the first-row transi-

tion metal complexes, the value of parameter a in the above equation should be changed

from 0.20 to 0.15.

In general, the hybrid exchange-correlation energy can be written as follows:

Ehyb
xc =

X

100
EHF
x + (1− X

100
)EDFT

x + EDFT
c (2.44)

where EHFx is the non-local Hartree-Fock exchange energy, X is the percentage of

Hartree-Fock exchange in the hybrid functional and EDFTx and EDFTc are the exchange

and correlation DFT energies, respectively. It is interesting to note that performance

of hybrid methods can be tuned for a particular system by changing the percentage of

included HF exchange energy, X, (Baker et al., 1996). It is known that when studying

the kinetics of a chemical reaction, for instance, the barrier heights are usually underes-

timated by the GGA functionals and a bit overestimated by the HF method; therefore,

inclusion of HF exchange will generally lead to better kinetics. It is known that in

general, hybrid methods also improve band-gap energies. However, it is quite com-

mon for the hybrid methods with a high percentage of HF exchange energy to provide

less accurate molecular geometries (Cramer and Truhlar, 2009; Zhao and Truhlar, 2008).

2.4.5 Hybrid-Meta-GGA Methods

As can be deduced from the name of this type of DFT method, a certain part of Hartree-

Fock exchange is added to the meta-GGA approximation. For many types of systems,

including transition metal complexes, the performance of the so-called M06-family of

hybrid-meta-GGA methods is known to be significantly better than that of the well-

known B3LYP hybrid-GGA DFT functional (Cramer and Truhlar, 2009). It is impor-

tant to specify that for the current study the M06 functional is the most attractive

due to its ability to perform well in the modelling of organometallic systems (Zhao and

Truhlar, 2008). The form of the M06 correlation functional is derived from the M05 and

VSXC correlation functionals and is identical to the M06-L or M06-HF functionals. The

mathematical expression for M06 exchange functional is as follows:

EM06
X =

∑
σ

∫
(F PBE

Xσ (ρσ,∇ρσ)f(wσ) + εLSDAXσ hχ(xσ, zσ))dr (2.45)
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where hχ(xσ, zσ) is the so-called working function defined by Zhao and Truhlar (2008),

xσ is the reduced spin density gradient, zσ is a working variable, FPBEXσ
(ρσ,∇ρσ) is

the PBE exchange energy density7, ρσ is a spin density εLSDAXσ
is the exchange local

spin density approximation, f(wσ) is the enhancement factor of the spin kinetic energy

density and wσ is a function of the spin kinetic energy density and spin density. It is

very important to note that opposite-spin EαβC and parallel-spin correlation EσσC energies

have different expressions, which can be written as;

Eαβ
C =

∫
eUEGαβ (gαβ(xα, xβ) + hαβ(xαβ, zαβ))dr (2.46)

and

Eσσ
C =

∫
eUEGσσ (gσσ(xσ) + hσσ(xσ, zσ))dr (2.47)

respectively, where eUEGσσ and eUEGαβ are the universal electron gas correlation energy

densities for the parallel and anti-parallel spin cases, respectively, and g and h are the

working functions also defined by Zhao and Truhlar (2008). The final expression for the

M06 correlation functional should therefore include all three terms:

EM06
C = EαβC + EααC + EββC (2.48)

Metal-metal, metal-ligand bonding, as well as non-bonded interactions and especially the

energetics of open-shell systems, are very accurately described by the M06 hybrid-meta-

GGA functional (Cramer and Truhlar, 2009). It was parameterised for both transition

metals and non-metals and is highly recommended for modelling inorganic salts and

organometallic systems and for modelling of non-covalent interactions. The M06-2X

functional with doubled non-local Hartree-Fock exchange term was specifically parame-

terised for non-metals only; therefore, it is highly recommended for molecular modelling

of systems consisting of main group elements (Zhao and Truhlar 2008).

2.5 Semi-empirical Methods

Generally, semi-empirical methods are quicker but less accurate than ab initio/DFT

methods. In modern computationally chemistry semi-empirical methods like AM1 (De-

war and Thiel, 1977) or PM3 (Stewart, 1989) and PM6 for systems including transition

7Note that PBE exchange functional itself represents a modified version of the B86 one.
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metals (Stewart, 2007) are mostly used only when it is needed to set up an initial guess

for an ab initio geometry optimisation or transition state search of a system if the ge-

ometry of that system is unknown or poorly characterised experimentally. The reason

why semi-empirical methods demand so much less computer resources than ab initio

electronic structure methods is that the most of the integrals are neglected or simpli-

fied and parametrised using experimental data (Dewar and Thiel, 1977; Stewart, 1989).

Furthermore it is common to use minimal basis sets in semi-empirical methods which

also accelerates the calculations. It is reasonable to conclude here that if the set of

parameters is closely related to the nature of molecule being investigated, the results

derived from semi-empirical methods might be very good. Hence, it is even possible to

get valuable results like thermodynamic data or electronic spectra if the method is well

parametrised (Fitts, 2002; Mueller, 2002). Still it is highly recommended to check the

results with ab initio methods.

2.6 Molecular Mechanics

In Molecular Mechanics (MM) the atomic particles are treated as charged spheres. The

interactions between these charged spheres are described by classical potentials such as

models of springs, for instance. The total energy of a system corresponds to the sum of

the bond stretching energy (Estr), the bending energy (Ebend), the torsion (or twisting)

energy (Etor) and the energy of non-bonded interaction (Enb). The energy of interaction

between the atoms which are not bonded chemically consists of van der Waals, repulsive

and electrostatic contributions8.

Each component of the total potential energy contains a set of parameters and

equations which is generally called the Force Field (FF). The choice of the force field is

based on the nature of the system being studied so that such commonly known FF as

AMBER and CHARMM (Brooks et al., 1983; Cornell et al., 1995) are generally chosen

for studying biomolecules (such as proteins and/or nucleic acids) while N.L. Allingers

MM2 (Allinger, 1977) can be recommended for organic compounds and polymers.

Molecular mechanics is generally used only for studying the potential energy

surfaces of large molecular systems. In contrast to quantum mechanics, in molecular

mechanics, each atom is not considered as a nucleus and associated electrons (where

each component is treated explicitly) but as a single particle (Atkins and Friedman,

2004). Therefore, MM is not very useful for modelling chemical processes involving

bond-breaking or bond-forming where electronic effects are important. As accuracy was

8Note that other contributions of interaction energy between non-bonded atoms such as stretchbend
coupling interactions and special treatment of hydrogen bonding, for instance, might also appear in MM.
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chosen to be a criterion in the selection of the theoretical methods in the current study,

MM methods were not considered within the scope of this project. However molecu-

lar mechanics can still be very useful for studying large metal complexes with LIX63

hydroxyoxime and Versatic10 carboxylic acid when used in combination with quantum

mechanics. In particular, metal complexes could be partitioned into two regions: the

centre of the metal complex in which all the functional groups of the ligands and metal

cation are treated with ab initio methods and the R groups of the ligands, which are opti-

mised using molecular mechanics. Therefore, it can be recommended to apply QM/MM

methods for future studies of metal complexation with LIX63 and Versatic10.

2.7 Methods Selection

In conclusion, the great interest in development and application of Density Functional

Theory (DFT) methods in recent years is due to its acceptable accuracy and relatively

low computational cost as compared to ab initio methods. All the modelling involved

in the current study can be divided in two parts. In the first part we are going to study

the stabilities of organic compounds, in particular carboxylic acids and hydroxyoximes,

including both the kinetics and thermodynamics of processes in which these compounds

are involved. In the second part we are going to perform a theoretical study of Ni2+,

Co2+, Cu2+, Mn2+ and Zn2+ metal complexation in the system of carboxylic acid and

hydroxyoxime. According to Zhao and Truhlar (2008) and Simon and Goodman (2010),

the M06-2X and B3LYP functionals are expected to be the most successful in modelling

organic systems like hydroxyoxime and carboxylic acid containing O and N atoms in

their functional groups, while the M06 functional is recommended by Zhao and Truhlar

(2008) as the most appropriate method for modelling metal complexetion processes as

it was specifically parametrised for studying the properties of organometallic systems.

However, in order to select the most optimal (considering both: computational cost and

accuracy) method for poorly investigated systems like ours it is highly recommended to

test the accuracy of each method as a function of a basis set size prior to their appli-

cation for studying molecular properties. Although the MP2 method has a very high

computational cost it provides some of the most reliable thermodynamic data according

to Mueller (2002). Therefore, in order to select an optimal method we can use a com-

parison of the thermodynamics and kinetics estimated by each method as a function

of a basis set to the data received from MP2 calculations with the aug-cc-pVTZ basis

set (Kendall et al., 1992). This is the largest basis set that we could afford as we were

limited in both time and computer resources. In addition, we were able to compare

the performance of each method with experimental data kindly provided to us by Keith
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Barnard and co-workers from the solvent extraction chemistry group, CSIRO Process

Science and Engineering.

2.8 Thermochemistry

In this study we will be mostly focussed on studying the potential energies surfaces

(PES) of different compounds in order to locate their global minima and determining

the kinetics and thermodynamics of processes in which these minima are involved. The

thermochemistry for each structure is automatically calculated by most of the quantum

chemical software at the end of a frequency analysis. It is also very important to perform

this analysis in order to understand whether the optimised structure9 corresponds to a

minimum or saddle point on the PES (Ochterski, 1999).

When calculating the frequencies of the molecule it is important to remember

that the frequencies for translational motion should be close to zero. In order to calcu-

late the frequencies, which correspond to the square roots of the eigenvalues, the Hessian

matrix needs to be converted to mass-weighted Cartesian coordinates and then diago-

nalised in order to get 3N eigenvectors and 3N eigenvalues (Ochterski, 1999).

After the frequencies of a molecule are computed the thermochemical values aris-

ing from translation, rotational and vibrational motions are determined using standard

formulae for statistical thermodynamics (McQuarrie and Simon, 1999). Note that in

contributions from electrons the electronic partition function is set to the spin multiplic-

ity of the molecule and therefore the electronic heat capacity and the internal thermal

energy equal zero as the electronic partition function does not depend on temperature.

The entropy arising from the electronic motion is equal to Rlnqe, where qe is the elec-

tronic partition function or spin multiplicity of the molecule. For most organic molecules

the spin multiplicity is equal to unity. Therefore the electronic entropy equals zero for

this case. General expressions which are used to calculate the entropy (S ), thermal

energy (U ) and the heat capacity (C v) contributions are as follows:

S = Rlnq(V, T ) +RT
(∂lnq(V, T )

∂T

)
V

(2.49)

U = NkBT
2
(∂lnq(V, T )

∂T

)
V

+ U0 (2.50)

9Note that geometry optimisation followed by the frequency analysis must be performed at the same
level of theory using the same basis set too.
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Cv =
(∂U
∂T

)
N,V

(2.51)

where q(V, T ) is the partition function which has different forms for the translational,

rotational and vibrational motions (McQuarrie and Simon, 1999). Formally, in quantum

mechanics, the partition function can be expressed as follows;

q(V, T ) =

n∑
i=1

(
e−βHi

)
(2.52)

where Hi is the quantum Hamiltonian operator and β is the inverse temperature which

can be defined as
1

kBT
.

In some computational chemistry software, like Gaussian09, there are zero point

energy, enthalpy, entropy and Gibbs free energy corrections given at the end of the fre-

quency calculations and include contributions of all three types of motion: rotational,

translational and vibrational. This is fine if we want to estimate the thermodynamics

of processes occurring in the gas phase, however, in this study all the compounds are in

liquid state, therefore, before calculating the thermodynamics or kinetics, the rotational

and translational contributions must be excluded from the enthalpy and entropy cor-

rections. When the enthalpies and/or Gibbs free energies are calculated for a chemical

reaction, zero point energy corrections must be added to the electronic energy along

with the enthalpy and/or Gibbs free energy corrections for each component participat-

ing in the considered reaction. The more detailed procedure of calculating both the

thermodynamics and kinetics of some chemical processes, based on the thermochem-

istry estimated individually for each component at different levels of theory, is explained

in following chapters.
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Chapter 3

Syn/anti Isomerisation of a

Model Hydroxyoxime

3.1 Introduction

Hydroxyoximes are organic compounds used industrially in the area of hydrometallurgy

for metals separation/purification. As was described previously in the “Extractive Met-

allurgy” chapter, hydroxyoximes are able to extract selected transition metals by forming

organometallic complexes via chelation of a metal cation leading to transfer from the

aqueous to organic phase.

CSIRO Minerals (now CSIRO Process Science and Engineering) has recently sub-

mitted a patent for (Cheng and Urbani, 2005ab) a ”synergistic solvent extraction” (SSX)

system consisting of Versatic10 (a C10 carboxylic acid) and 5,8-diethyl-7-hydroxydodecan-

6-oxime (main component of LIX63) metal extractants (Figure 3.1) available commer-

cially. This system has the potential to extract Cu, Co, Ni and Zn over Mn, Mg and Ca

from nickel laterite leach solutions via direct solvent extraction avoiding intermediate

precipitation/releach processes as used at the Murrin Murrin, Ravensthorpe and Cawse

operations (Barnard and Urbani, 2007).

47
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Figure 3.1: Structures of the two organic reagents used in the SSX system: the
hydroxyoxime LIX63 (left) and carboxylic acid - Versatic 10 (right). Grey coloured

atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydrogen.

Synergistic solvent extraction of transition metals with the LIX63 and Versatic10 active

reagents appears to be very attractive for application in the copper/cobalt project at

Baja Mining Corporation’s proposed El Boleo project in Mexico (Cheng et al., 2005;

Cheng 2006). One of the key requirements for this process to be economically attrac-

tive is that both LIX63 and Versatic10 can achieve the desired metal separation (which

they can) but also be chemically stable under the relevant operating conditions. A com-

prehensive experimental study of both the physical and chemical properties of LIX63

under conditions relevant to the El Boleo operation has been conducted by Barnard

and co-workers (Barnard, 2008; Barnard and Turner, 2008; Barnard et. al, 2010) and

two main weaknesses were identified. First of all, according to the experimental results,

commercial 5,8-diethyl-7-hydroxydodecan-6-oxime contains both anti and syn isomers

in an approximate 3:2 ratio (Barnard and Turner, 2008) and it is well known that when

used on its own only the anti form extracts metal ions via chelation (Castresana et

al., 1988; Barnard and Tsuntsaeva, 2012). Structures of anti and syn 5,8-diethyl-7-

hydroxydodecan-6-oxime are shown in Figure 3.2.
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Figure 3.2: Graphical representation of anti- (left) and syn- (right) isomers of LIX63
hydroxyoxime. Grey coloured atoms represent carbon, red - oxygen, dark blue - nitrogen

and white - hydrogen.

Another weakness of LIX63 is that it undergoes a degradation process, decomposing to

5,8-diethyl-6,7-dodecanedione (diketone), 5,8-diethyl-7-hydroxydodecan-6-one (acyloin)

and 5,8-diethyl-6,7-dodecanedione monooxime (ketooxime) under operating conditions

similar to those expected at Boleo. Fortunately, it has been shown (Barnard, 2008;

Barnard and Turner, 2008) that these degradation products do not have an adverse

effect on the process selectivity. The ability of hydroxyoxime to undergo syn/anti iso-

merism does provide a degree of “buffering” to compensate for degradation of the active

anti isomeric form of hydroxyoxime. However, even though it is likely that syn/anti

hydroxyoxime isomerisation leads to maintenance of a high level of metal selectivity,

given that LIX63 is a very expensive reagent, this means that there are economic con-

sequences associated with one of the two isomers not assisting in metal complexation.

Although metal complexation as occurs during the extraction stage of SX facilitates

the desired inter-conversion process (Barnard et al., 2010), subsequent operation under

stripping conditions is conducive to the inherent equilibrium being achieved. This results

in reverse anti to syn inter-conversion process being favoured, an undesired outcome.

Therefore, the thermodynamic and kinetic properties of the inherent (i.e. metal-free)

hydroxyoxime anti/syn (also known as E/Z) interconversion should be investigated in

order to understand the process and try to make some suggestions as to how this equi-

librium 3:2 anti:syn ratio could possibly be changed to increase the fraction of the active

isomer.

According to the literature there are a number of different mechanisms suggested

for the Z(syn)/E(anti) isomerisation of oximes, including:

1. Photoisomerisation mechanism (Figure 3.3). Interconversion through rotation

about the C = N double bond following excitation to the triplet state (Padwa
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and Aldrecht, 1974; Blanco et al., 2009).

Figure 3.3: Photoisomerisation mechanism of Z/E aliphatic-α-hydroxyoxime inter-
conversion.

2. Tautomerisation via an enamine compound (Figure 3.4). In this mechanism,

hydrogen is migrated from the carbon atom to the nitrogen leading to formation

of a double bond between two carbon atoms C=C and a single C-N bond. This

allows facile rotation of the NOH group about the C-N bond, which leads to the

process of isomerisation (Jennings and Boyd, 1972).

Figure 3.4: Tautomerisation mechanism of Z/E aliphatic-α-hydroxyoxime isomerisa-
tion via an enamine compound. Note that compound represented in the square brackets

with a “†” symbol in the top right corner corresponds to a transition state.

3. Tautomerisation via a nitroso compound (Figure 3.5). In this mechanism,

hydrogen is transferred from the oxime oxygen to the carbon atom of the oxime

group (C=NOH) leading to formation of a double bond between the oxygen and

nitrogen atoms and a single bond between the nitrogen and carbon atoms. This

allows easy rotation of the N=O group about the single C-N bond, leading to

Z/E isomerisation (Glaser et al., 1996; Long et al., 2001).
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Figure 3.5: Tautomerisation mechanism of Z/E aliphatic-α-hydroxyoxime isomerisa-
tion via a nitroso compound. Note that compound represented in the square brackets

with a “†” symbol in the top right corner corresponds to a transition state.

4. Inversion mechanism (Figure 3.6). Z/E hydroxyoxime isomerisation is achieved

via flipping of the -OH group over the C=N double bond in the C=NOH oxime

group (Blanco et al., 2009; Marriott et al., 2004).

Figure 3.6: Inversion mechanism of Z/E aliphatic-α-hydroxyoxime interconversion.

5. Keto-enol tautomerisation (Figure 3.7). Isomerisation of the oxime anion

through C-N bond rotation(Dobashi et al., 1977; Glaser and Streitwieser, 1989).

Figure 3.7: Anionic Z/E isomerisation of an aliphatic-α-hydroxyoxime.
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6. Isomerisation of an oxime cation through C=N bond rotation in the presence

of acid (Johnson et al., 2001; Vasiltsov et al. 2009). An example of this mecha-

nism is represented in Figure 3.8.

Figure 3.8: Acidic Z/E isomerisation of an aliphatic-α-hydroxyoxime cation.

7. The acid promoted Z/E isomerisation of oximes in aqueous solution (Nsik-

abaka et al., 2006). A schematic representation of this mechanism is depicted in

Figure 3.9.

Figure 3.9: Z/E isomerisation of an aliphatic-α-hydroxyoxime in aqueous solution in
the presence of acid.

All of the above mechanisms need to be studied theoretically in order to determine the

one which has the lowest energy barrier and as a result has the fastest rate, assuming

the pre-factors to be comparable.

Quantum mechanics was chosen as the most appropriate methodology for the

current theoretical investigation. The range of ab initio theoretical methods based on

both post Hartree-Fock and Density Functional Theory (DFT) was first examined with

respect to the recommendations made in the literature regarding the choice of methods

for modelling similar types of systems (Georgieva and Trendafilova, 2006; Ronchin et
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al., 2008; Zhao and Truhlar, 2008). For compounds of a similar nature to aliphatic α-

hydroxyoxime and carboxylic acid, the Configuration Interaction (CI) and Møller-Plesset

(MPn) post Hartree-Fock methods are known to provide the most reliable thermody-

namics (Mueller, 2002). The results derived from calculations with these methods can be

improved systematically by introducing a higher degree of electron correlation (in case of

MPn) and/or by increasing the size of the basis set. In order to calculate thermodynamic

data we would ideally include the maximum possible level of electron correlation with

the largest possible basis set and most extended sets of diffuse/polarisation functions.

However, in practice for the present system this would be hard to achieve because of the

enormous computing time required for each job and the large number of configurations

to explore. It is therefore important to find a method giving similar thermodynamics

and kinetics to the post Hartree-Fock methods at the highest level of theory, but at

significantly lower computational expense.

3.2 Methodology

Based on a review of the literature (Georgieva and Trendafilova, 2006; Ronchin et al.,

2008; Zhao and Truhlar, 2008) we have selected the B3LYP, M06 and M06-2X methods

as the most promising for modelling of molecular systems similar to those of interest.

According to Mueller (2002) the MP2 method provides some of the most reliable ther-

modynamic data1. Therefore, as the first criterion in method selection we have chosen

comparison to the thermodynamics and kinetics estimated at the highest level of theory

that we could afford, accounting for its future possible application in modelling larger

molecules, such as organometallic complexes, which was MP2 with the aug-cc-pVTZ

basis set (Kendall et al., 1992). It should be noted that calculations at the MP2/aug-

cc-pVTZ level of theory are not expected to be entirely reliable due to both method

and basis set limitations described elsewhere (Csaszar et al., 1998; Usvyat et al., 2011).

Therefore, as the second criterion in method selection we have used comparison of our

theoretical results with the available experimental data provided by Keith Barnard and

co-workers from the solvent extraction chemistry group, CSIRO Process Science and

Engineering.

All possible structures of different oxime conformers were constructed using the

Avogadro2 molecular visualisation software and then optimised using each of the chosen

methods utilising different basis sets. Convergence criteria were chosen to be “tight”

1Note that the core orbitals were frozen during the MP2 calculations
2Avogadro: an open-source molecular builder and visualization tool. Version 1.0.3/April 25, 2011

http://avogadro.openmolecules.net/
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for geometry optimisation, that is: the maximum and root mean square gradient in

Cartesian coordinates are set to 0.00001 a.u. and the maximum and root mean square

of the Cartesian step - to 0.00005 a.u. The Berny algorithm (which is set by default in

Gaussian09) was used in geometry optimisation.

For practical reasons, all preliminary calculations of the minima and the first

order saddle points for mechanisms considered have been performed using the semi-

empirical PM6 method (Stewart, 2007) as implemented in the Gamess (Schmidt et al.,

1993) program and then the resulting structures were re-optimised at higher levels of

theory using the Gaussian09 program (Frisch et al., 2009).

Vibrational frequencies were evaluated in order to determine the nature of each

stationary point, as well as to estimate the thermochemistry. Thermal corrections to

the enthalpy and Gibbs free energy were used in order to calculate the thermodynamics

(Ochterski, 2000).

The search for the first-order saddle points was performed by using two differ-

ent methods. The first approach is based on the eigenvector following algorithm (Peng

et al., 1996), while the second method is via the Growing String Method (GSM) (Pe-

ters et al., 2004). The main advantage of the GSM is that it allows one to find the

transition state without an initial guess if the structures of the reagents and products

are known. There are a number of papers where the comprehensive description of the

Growing String Method (GSM) and its successful application can be found (Maeda and

Ohno, 2005; Quapp, 2005; Quapp, 2007; Goodrow et al., 2009).

Describing the underlying principles of finding the first-order saddle point by

the eigenvector following algorithm, it should be clarified that an educated guess for the

transition state (TS) structure is required in this case (Mueller, 2002); therefore, the

general procedure for the TS search was as follows:

1. Locate a TS-like structure by constraining a chosen reaction coordinate dur-

ing a sequence of energy minimisations;

2. Check whether the constrained optimised structure has an imaginary fre-

quency that looks like the reaction coordinate;

3. If it does, use it as a starting point for the TS search.

The Intrinsic Reaction Coordinates (IRCs) were computed to see how the transition

states found connect the reactants and products. IRC computing is analogous to ge-

ometry optimisation initiated near the transition state and then following the gradient

down-hill leading to products and reactants.
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3.3 Results and Discussion

Before studying the equilibrium between syn and anti isomers of our target hydoxy-

oxime molecule we have to make sure that the structure (molecular geometry) of each

isomer corresponds to the global minima. In order to determine the minimum for each

isomer we had to scan the potential energy surface for our target molecule, which means

optimising all its possible conformers. Unfortunately, if we look at the structure of 5,8-

diethyl-7-hydroxydodecan-6-oxime in Figure 3.10 we will see that there is an enormous

number of different conformers that can be constructed just by changing the torsion an-

gles of the carbon atoms in the R groups. The scanning of the potential energy surface of

the main component of LIX63 seems to be even less feasible when we count the number

of atoms in this system, as in order to find a reliable ground state we would have to use

one of the DFT methods recommended in the literature (Georgieva and Trendafilova,

2006; Ronchin et al., 2008; Zhao and Truhlar, 2008) ideally with a large basis set. It

would require significant amount of computer resource to perform optimisation of a sin-

gle 52 atom conformer and we will need to scan the whole potential energy surface in

order to locate the true ground state (total of 708588 conformations for each isomer of

5,8-diethyl-7-hydroxydodecan-6-oxime).

Figure 3.10: Structures of the anti isomer of the main component of LIX63 - 5,8-
diethyl-7-hydroxydodecan-6-oxime (left) and the anti isomer of the LIX63 progenitor
- acetoin oxime (right) pre-optimised using the semi-empirical PM6 method. Grey
coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydro-

gen.
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In order to decrease the computational cost of the theoretical investigation of hydrox-

yoxime isomerisation, its progenitor acetoin oxime has been used instead of the actual

target molecule LIX633. As can be seen from the structures of anti -LIX63 and anti -

acetoin oxime, represented in Figure 3.10, the relevant functional groups of these two

molecules are identical, which implies they should have similar properties with respect to

metal complexation. As was discussed earlier, the metal complexes with hydroxyoxime

molecules are formed via chelation of the hydroxyoxime functional group with the metal

cation and, therefore it would be reasonable to suggest the stabilities of different types

of organometallic complexes with hydroxyoxime and a carboxylic acid mostly depend

on the way in which the functional groups of the ligands are located around the metal

centre. It was also hoped that both thermodynamic and kinetic properties derived from

the LIX63 progenitor would provide insights that are relevant to the original LIX63

hydroxyoxime. The validity of this assumption will be examined later in this chapter.

The above approximation narrows down the number of conformers significantly.

For each of the two isomers (syn and anti) we can divide all possible conformers into

three groups: In the first one the hydrogens of both hydroxyl groups are pointing up

(the -C=NOH torsion angle is close to or equal to 180o and the HCOH one is close to

or equal to 180o); in the second one, both of these hydrogens are pointing down (the

-C=NOH torsion angle is close to or equal to 0o and the HCOH one is close to or equal

to 0o), in the third - the first hydrogen is up and the second is down, and in the fourth

group - the first hydrogen is down and the second is up. For each of these four groups

we can construct three different conformers of each isomer by changing the -NCCO-

torsion angle (0o, 120o and 240o). This will yield 12 conformers for each isomer or a

total number of 24 conformers to optimise in order to find the global minimum for both

syn and anti acetoin oxime.

3.3.1 Thermodynamics of Syn/Anti Acetoin Oxime Equilibrium

All possible conformers of acetoin oxime were optimised using methods selected previ-

ously based on the literature review of the accuracy of different levels of theory (B3LYP,

M06, M06-2X and MP2) as a function of a basis set size. The full list of considered basis

sets is as follows: 6-31G, 6-31G(d,p), 6-31++G(d,p) (Ditchfield et al., 1971; Gordon,

1980; Rassolov et al., 2001), 6-311G, 6-311G(d,p), 6-311++G(d,p) (Raghavachari et al.,

1980), cc-pVDZ, cc-pVTZ, aug-cc-pVDZ and aug-cc-pVTZ (Peterson et al., 1994). In

order to avoid overwhelming this chapter with massive tables, the potential energy sur-

face of acetoin oxime scanned with each method as a function of a basis set size are

3Please note that to the best of our knowledge the use of acetoin oxime as a progenitor of LIX63
hydroxyoxime was first introduced by Rusinska-Roszak et al. (1995) and Rusinska-Roszak et al. (1997).
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not included in the main text of the current thesis. However, the interested reader can

find the data in the Appendix section. It is most important to note that the selected

methods located the same global minima for both syn and anti acetoin oxime. One of

the possible reasons why there is no effect of method type and basis set size on locating

the acetoin oxime global minima (for both isomers) is due to the small size of studied

system (only 16 atoms). It should also be noted that no thermochemical corrections

were included for the structures optimised at different levels of theory at this stage (i.e.

zero point and thermal energy corrections were not included in relative stabilities of

different acetoin oxime conformers with respect to the lowest energy structure). The

thermochemistry could have an impact on the relative stabilities of different conformers.

Therefore future studies should verify that the inclusion of such corrections does not

alter this conclusion. The global minima for the syn and anti isomers optimised at the

B3LYP/6-31G(d,p) level of theory are shown in Figure 3.11.

Figure 3.11: Graphical representation of the optimised global minima for anti- and
syn- isomers of acetoin oxime at the B3LYP/6-31G(d,p) level. Grey coloured atoms

represent carbon, red - oxygen, dark blue - nitrogen and white - hydrogen.

Now that the lowest energy structures are known for both syn and anti acetoin oxime

we can study the thermodynamics of the equilibrium between them using all selected

methods as a function of basis set size. As was discussed in the introduction, to estimate

the thermodynamics we had to calculate the frequencies in order to find the sum of the

electronic energy and the thermal correction to the Gibbs free energy. Calculated free

energy differences at 298.15 K using selected methods with different basis sets for the

syn � anti equilibrium are given in Table 3.1. As can be seen from Table 3.1, the trend

of the basis set size effect on the thermodynamics of syn/anti equilibrium is very similar

for each of the four methods considered. As was expected, the addition of polarisation

functions to both hydrogen (p) and heavy atoms (d) has the most significant effect on

the calculated free energy differences of the syn/anti acetoin oxime equilibrium, followed

by addition of diffuse functions to both hydrogen (+) and heavy atoms (+).

Free energy differences calculated with the B3LYP, M06-2X and MP2 methods
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Table 3.1: Free energy difference between the lowest energy structures of anti and
syn acetoin oxime isomers at 298.15 K, ∆G298.15

(Syn/Anti) (kJ/mol), as a function of method
and basis set.

Basis Set
Theoretical Method

B3LYP M06 M06-2X MP2

6-31G -4.0 -4.6 -2.8 -2.7

6-31G(d,p) -8.9 -8.7 -9.5 -9.1

6-31G(3df,3pd) -11.3 -13.8 -12.3 -10.5

6-31++G(d,p) -10.7 -12.8 -10.9 -8.5

6-31++G(3df,3pd) -12.2 -15.2 -13.0 -11.2

6-311G -4.1 -5.0 -2.9 -2.6

6-311G(d,p) -8.7 -9.4 -8.8 -7.8

6-311G(3df,3pd) -11.4 -12.9 -13.2 -10.8

6-311++G(d,p) -11.2 -12.8 -11.1 -9.6

6-311++G(3df,3pd) -12.4 -15.4 -12.7 -11.8

cc-pVDZ -7.9 -8.8 -9.4 -7.3

aug-cc-pVDZ -12.3 -14.9 -12.1 -9.8

cc-pVTZ -11.1 -14.1 -11.8 -10.7

aug-cc-pVTZ -12.6 -15.6 -12.8 -11.7

using triple-zeta basis sets are slightly higher in absolute magnitude compared to those

calculated using double-zeta basis sets, while the M06 method gives a larger increase

in ∆G298.15
(Syn/Anti). If we compare the values of ∆G298.15

(Syn/Anti) calculated using each of the

four methods with the same basis set we find that the B3LYP, M06-2X and MP2 meth-

ods provide similar results, though ∆G298.15
(Syn/Anti) calculated using B3LYP and M06-2X

tends to be slightly larger in magnitude than those for the MP2 method (with the

difference not exceeding 2.5 kJ/mol). In contrast, the M06 method calculates higher

∆G298.15
(Syn/Anti) values by more than 2.5 kJ/mol in most cases compared to those estimated

using MP2. The reason for this is that both B3LYP and M06-2X DFT functionals were

parametrised specifically for the main group elements, while M06 was designed for mod-

elling organometallic systems containing transition metal elements (Zhao et al., 2004;

Zhao and Truhlar, 2008).

As discussed previously, the results derived at the MP2/aug-cc-pVTZ level of the-

ory were chosen to be a reference for method selection. The compromise DFT method

should provide the closest results to those derived at the MP2/aug-cc-pVTZ level of
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Table 3.2: Mean time needed for geometry optimisation of acetoin oxime and fre-
quency calculation using 4 cpus with different types of theoretical method (min). All
optimisations were performed on the XE machine available via the NCI National Facil-
ity (xe.nci.org.au) which is a cluster based on two socket quad-core Intel Xeon E5462

nodes.

Basis Set
Theoretical Method

B3LYP M06 M06-2X MP2

6-31G 2 3 3 3

6-31G(d,p) 7 10 10 30

6-31G(3df,3pd) 165 185 180 2670

6-31++G(d,p) 14 20 20 76

6-31++G(3df,3pd) 230 285 275 4050

6-311G 4 6 6 11

6-311G(d,p) 12 17 17 72

6-311G(3df,3pd) 220 265 260 4000

6-311++G(d,p) 21 30 30 175

6-311++G(3df,3pd) 300 365 355 5650

cc-pVDZ 8 11 11 30

aug-cc-pVDZ 40 60 60 320

cc-pVTZ 125 150 150 1850

aug-cc-pVTZ 910 1150 1050 18350

theory at the lowest possible computational expense. The mean time required for the

geometry optimisation and frequency calculation of this 16 atom system with each of

the considered methods is given in Table 3.2.

At this stage we could select the B3LYP functional as the most appropriate for

modelling syn/anti acetoin oxime equilibrium as it provides the closest results to the

MP2 method and is least demanding in terms of the computer resources. It also gives

the best compromise between expense and reproduction of the ∆G298.15
Anti/Syn value as com-

pared to the MP2/aug-cc-pVTZ level of theory: -10.7 kJ/mol at B3LYP/6-31++G(d,p)

in 14 minutes vs -11.7 kJ/mol at MP2/aug-cc-pVTZ in 18350 minutes. However, this

similarity of B3LYP/6-31++G(d,p) with MP2/aug-cc-pVTZ will need further checking

since it is not guaranteed to be true for all cases. It should be noted, however, that the

∆G298.15
Anti/Syn values calculated at the M06/6-31G(d,p) and M06/6-31++G(d,p) levels of

theory are also very close to the MP2/aug-cc-pVTZ results, except that the optimisation

routine takes a little bit longer to complete as compared to the B3LYP with the same
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basis set due to the M06 functional being a meta-hybrid one.

It is also worth noting that for this particular system there is only a small benefit in

adding more flexibility to the 6-31G-group of basis sets by using 6-311G ones, because

the results are virtually identical for modelling hydroxyoxime equilibria, while being

more time consuming. Another important observation to highlight is that the thermo-

dynamics are described very similarly by the functionals using the 6-31G-group of basis

sets (Ditchfield et al., 1971; Gordon, 1980; Rassolov et al., 2001) and those using cor-

relation consistent basis sets cc-pVxZ (Dunning Jr., 1989), while the first type of basis

set is known to be less expensive in terms of computing time due to the use of common

exponents within a shell.

Now that we have computed the thermodynamics, it is important to see if the

results derived are at all close to experiment. The experimental data for the syn/anti

isomerisation of the full LIX63 main component were obtained and kindly provided by

the solvent extraction chemistry group based at CSIRO Process Science and Engineer-

ing (Barnard and co-workers). The numerical data for reaching syn/anti 5,8-diethyl-7-

hydroxydodecan-6-oxime equilibrium using 97% pure anti isomer as a starting point are

given in Table 3.3 and the corresponding graphical representation is depicted in Figure

3.12. Note that in the last column of Table 3.3, CantiX corresponds to percentage of

anti isomer in the previous step and CantiY corresponds to the current percentage of anti

LIX63 hydroxyoxime. Also note that the ShellSol D70 solvent mentioned in the title of

Table 3.3 is a very low aromatic content, inert hydrocarbon solvent produced by “Shell

Chemicals” company. It consists predominantly of C11-C14 paraffins and naphthenes.

The kinetics of anti to syn-hydroxyoxime interconversion can be simply esti-

mated using the data of Table 3.3. The rate for a simple equilibrium reaction;

A� B

where A is an anti isomer of hydroxyoxime and B is its syn form, can be represented as

follows;

d[A]

dt
= −kf [A] + kb[B] (3.1)

where kf and kb are rate constants for “forward” and “backward” reactions, respectively.

When equilibrium is reached and the concentration of the A component becomes con-

stant this equation can be rewritten as;

kf
kb

=
[B]e
[A]e

= Ke (3.2)
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Table 3.3: Experimental data for anti/syn oxime conversion corresponding to
the change in percentage of syn (Csyn) and anti (Canti) isomers of 5,8-diethyl-7-
hydroxydodecan-6-oxime with time (hrs) in ShellSol D70 at constant pressure (1 atm)
and temperature (363K) provided by Keith Barnard and co-workers, solvent extraction

chemistry group, CSIRO Process Science and Engineering.

Time, hrs Canti, % Csyn, % |CantiX-CantiY|, %

0.0 96.9 3.1

0.5 88.5 11.5 8.3

1.0 83.0 17.0 5.5

2.0 74.8 25.2 8.2

3.0 70.0 30.0 4.8

3.5 68.4 31.6 1.6

4.0 67.3 32.7 1.1

4.5 66.5 33.5 0.9

5.0 65.8 34.2 0.6

5.5 65.4 34.6 0.4

6.0 65.1 34.9 0.3

7.0 64.9 35.1 0.2

8.0 64.6 35.4 0.2

9.0 64.4 35.6 0.2

10.0 64.3 35.7 0.1

11.0 64.3 35.7 0.0

12.0 64.2 35.8 0.1

13.0 64.1 35.9 0.1

15.0 64.2 35.8 0.1

18.0 63.7 36.3 0.4

36.0 64.4 35.6 0.7

42.0 64.8 35.2 0.3



Chapter 3. Syn/anti Isomerisation of a Model Hydroxyoxime 62

Figure 3.12: Anti/syn hydroxyoxime conversion operated at constant pressure (1
atm) and temperature (363K) in ShellSol D70 solvent. Data provided by Dr. Keith
Barnard and co-workers, solvent extraction chemistry group, CSIRO Process Science
and Engineering. Here C, % is the percentage of syn and anti isomers of 5,8-diethyl-7-

hydroxydodecan-6-oxime with time, t, hrs.

where Ke is the equilibrium constant.

If we consider the process before equilibrium is reached and rewrite [A] in equation 3.1

as [A]e + x and [B] as [B]e − x we will get;

d[A]

dt
= −kf ([A]e + x) + kb([B]e − x) = −(kf + kb)x (3.3)

which shows that the rate of change of concentration A is exactly the same as the rate

of change of x ; therefore, integration of the above equation will give us;

ln(
[A]0 − [A]e
[A]t − [A]e

) = (kf + kb)t (3.4)
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where [A]t is the concentration of a component A at time t. In order to find the sum

of kf + kb we need to plot the left hand side of the above equation versus t using the

experimental data from Table 3.3 to get a straight line with a slope of kf +kb. This plot

is given in Figure 3.13.

Figure 3.13: The plot of ln(
[A]0 − [A]e
[A]t − [A]e

) value versus time, t (s), using experimental

data from Table 3.3.

The slope of the straight line in Figure 3.13 is equal to 1.52× 10−4s−1 = kf + kb. Now

that we know the sum of both rate constants we can estimate the separate values for

the forward and reverse rate constants. To do this, let us write [A]e as a difference of

[A]0 and x, where x should be equal to the concentration of component B at equilibrium

([B]e). Now we can use equation 3.2 to rewrite the concentration of A and B compo-

nents at equilibrium as follows:

[B]e =
kf

kf + kb
[A]0 (3.5)

[A]e =
kr

kf + kb
[A]0 (3.6)

These equations give the values of kf and kb as 1.007 × 10−4s−1 and 5.617 × 10−5s−1,

respectively, based on the equilibrium concentrations of [A]e = 64.2% and [B]e = 35.8%.

Using the formula for the rate constant as defined by Transition State Theory

(Anslyn and Doughtery, 2006);
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k =
kbT

h
e
−

∆G

RT (3.7)

where kb is Boltzmann’s constant, h is Planck’s constant and R is the ideal gas constant,

we can calculate the energy barriers for the forward and reverse reactions at the exper-

iment conditions at 363 K (900C). This gives values of energy barriers as 119.0 kJ/mol

and 117.3 kJ/mol for ∆Gf and ∆Gr, respectively, assuming that the transmission coef-

ficients are close to unity.

The thermodynamics of the syn/anti acetoin oxime equilibrium in Table 3.1 were

estimated at 298.15 K (25oC), which cannot be compared directly to the experimental

results for the anti to syn LIX63 main component interconversion derived at 393 K

(90oC). Using the thermal corrections to the enthalpies extracted from the outputs of

frequency calculations of both optimised lowest energy isomers of acetoin oxime, we need

to find the values for ∆G363 syn/anti equilibrium.

It should be noted that in many cases of equilibrium modelling it is very impor-

tant to consider the effect of solute/solvent interactions for each isomer; however, in this

particular case the equilibrium between syn and anti isomers of LIX63 main component

was measured in a non-polar solvent (ShellSol D70). In order to be able to compare

experimental syn/anti hydroxyoxime equilibrium in a non-polar solvent with gas phase

calculations we need to consider the statistical thermodynamics corrections required for

vibrational and temperature effects, including the zero-point energy (ZPE). Therefore

in order to compare our gas-phase calculations with experimental liquid-phase data we

need to calculate ∆G363 of syn/anti equilibrium as follows;

∆G363 = (Eo + ZPEv +G363
v )anti − (Eo + ZPEv +G363

v )syn (3.8)

where Gv is the vibrational correction to the Gibbs free energy (G363
v = H363

v − 363 ×
S363
v ), ZPEv is the zero-point vibrational energy and Eo is the total electronic energy.

Note that the final values of enthalpy and entropy corrections in most quantum chemical

software include three constituents; vibrational, rotational and translational. However,

for these calculations we only need the vibrational contribution as gas phase rotational

and translational contributions are not appropriate to the liquid state.

The thermodynamics for syn/anti acetoin oxime equilibrium calculated at 363K

as a function of method and basis set including all the corrections, are given in Table 3.4.
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Table 3.4: Free energy difference between the lowest energy structures of anti and
syn acetoin oxime isomers at 363K, ∆G363

(Syn/Anti) (kJ/mol), as a function of method
and basis set.

Basis Set
Theoretical Method

B3LYP M06 M06-2X MP2

6-31G -7.1 -7.3 -5.0 -6.2

6-31G(d,p) -11.8 -10.9 -12.7 -12.7

6-31G(3df,3pd) -13.5 -17.1 -15.1 -13.0

6-31++G(d,p) -13.2 -16.3 -13.5 -11.3

6-31++G(3df,3pd) -14.0 -18.7 -15.5 -13.2

6-311G -7.3 -7.9 -4.9 -5.4

6-311G(d,p) -11.6 -12.3 -12.0 -11.0

6-311G(3df,3pd) -13.3 -16.2 -16.0 -12.7

6-311++G(d,p) -13.7 -16.3 -13.9 -12.6

6-311++G(3df,3pd) -14.2 -18.8 -14.9 -13.7

cc-pVDZ -10.9 -11.6 -13.5 -10.6

aug-cc-pVDZ -14.5 -18.4 -14.6 -12.2

cc-pVTZ -13.2 -17.5 -14.0 -12.7

aug-cc-pVTZ -14.4 -25.2 -14.6 -12.4

The trends for the ∆G363 values determined at the different levels of theory using the

corrections described above are the same as the ones for the ∆G298.15 values given in Ta-

ble 3.1. However, as compared to the MP2/aug-cc-pVTZ results, the B3LYP/6-31G(d,p)

and M06-2X/6-31G(d,p) can be chosen as the most favourable methods that give the

closest values of ∆G363 for syn/anti equilibrium at 363K for the lowest computational

cost as compared to the MP2/aug-cc-pVTZ calculations. The B3LYP/6-31++G(d,p)

and M06-2X/6-31++G(d,p) methods also give reasonably close ∆G363 values as com-

pared to those calculated at the MP2/aug-cc-pVTZ level of theory; however, B3LYP/6-

31++G(d,p) and M06-2X/6-31++G(d,p) calculations require longer computing times

than B3LYP/6-31G(d,p) and M06-2X/6-31G(d,p). It is interesting to note that the

B3LYP functional when used with 6-31G(d,p) gives a slight underestimation in the

∆G363 value (by 0.6 kJ/mol) compared to the MP2/aug-cc-pVTZ result, and approx-

imately the same magnitude of overestimation (by 0.8 kJ/mol) when used with the

6-31++G(d,p) basis set.
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Figure 3.14: Syn (on the left) and Anti (on the right) isomers of 2-acetylthiophene
oxime. Atom colours: sulphur (S) - yellow; oxygen (O) - red; nitrogen (N) - dark blue;

carbon (C) - grey and hydrogen (H) - white.

Experimental equilibrium concentrations of syn and anti 5,8-diethyl-7-hydroxy-dodecan-

6-oxime at 363 K are equal to 35.8% and 64.2%, respectively, which gives us the value

for the equilibrium constant, Keq, equal to 0.57. If we represent the value of Keq as

follows;

Keq = e
−

∆G363

RT (3.9)

we get an experimental value of ∆G363 equal to -1.4 kJ/mol. Unfortunately, as can be

seen from Table 3.4, the theoretically estimated thermodynamics for syn/anti acetoin

oxime equilibrium at 363K do not match the experimental data for the equilibrium be-

tween the two corresponding isomers of 5,8-diethyl-7-hydroxydodecan-6-oxime. There

could be at least two obvious explanations for this. First of all, the assumption that

the effect of the size of an R group on equilibrium between two hydroxyoxime isomers

is insignificant may be wrong. Secondly, the thermodynamics for this particular system

cannot be described accurately by any of the selected methods. In order to test both

hypotheses we can calculate the thermodynamics of syn/anti equilibrium for a system

of a similar nature and size for which experimental data is also known. In their exper-

imental work Conde et al. (1985) were focusing on the equilibrium between syn and

anti isomers of 2-acetylthiophene oxime, shown in Figure 3.14. A theoretical study of

syn/anti equilibrium for 2-acetylthiophene oxime is expected to take approximately the
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same amount of time as that of acetoin oxime as it has the same number of atoms - 16.

The potential energy surface for each isomer consists of only four conformers; these arise

from the case of the hydroxyl group hydrogens pointing up (HONC- torsion angle equal

to 180o) and down (HONC torsion angle equal to 0o) and with the thiophene group

pointing also up (-NCCS- torsion angle equal to 0o) and down (-NCCS- torsion angle

equal to 180o). Geometrical representations of the lowest energy structures for both syn

and anti isomers of 2-acetylthiophene oxime are depicted in Figure 3.14.

Experimental equilibrium concentrations of syn and anti isomers of 2-acetyl-thiophene

oxime represented in Figure 3.14 are 33% and 67%, respectively (Conde et al., 1985).

It is important to note that equilibrium between these two isomers was reached and

determined in aqueous solution, which means that in our modelling we need to take into

account the effect of solute/solvent interactions. This was achieved via use of the Polar-

isable Continuum Model (PCM) as implemented in the Gaussian09 program (Frisch et

al., 2009) using parameters appropriate to water.

It is interesting to note that in modelling of acetoin oxime syn/anti equilibrium

all three DFT functionals gave relatively similar results when used with the 6-31G(d,p)

basis set as compared to the MP2/aug-cc-pVTZ calculations. It can be seen from the

Table 3.4 that the further increase in the size of a basis set in calculations with B3LYP

and M06-2X gives only a slight overestimation of ∆G363 values as compared to the

MP2/aug-cc-pVTZ level of theory and much higher overestimation in the case of the

M06 functional. B3LYP and M06-2X DFT functionals have shown virtually identical

behaviour for acetoin oxime as they were both parametrised for modelling the same

type of systems. However, there is a heavier sulphur atom present in 2-acetylthiophene

oxime; therefore M06 is expected to give better results for this particular system accord-

ing to Zhao and Truhlar (2008) as it was specifically parametrised for modelling systems

containing heavier atoms. In order to select the method for the modelling this type of

system it would be interesting to see how both B3LYP and M06 functionals perform in

modelling equilibrium between syn and anti isomers of 2-acetylthiophene oxime. The

thermodynamic data for syn/anti 2-acetylthiophene oxime calculated at different levels

of theory in both the non-polar (the gas phase thermodynamics corrected for vibration

motion only) and polar (PCM=water) solvents are given in Tables 3.5 and 3.6 respec-

tively. If we compare the equilibrium calculated as a function of method and basis

set between syn and anti isomers of 2-acetylthiophene oxime in water and non-polar

solvent we can see that the ∆G298.15
(Syn/Anti) values are virtually identical for both solvents.

One possible explanation why the effect of solvent is quite insignificant on the syn/anti

equilibrium is because the level of interaction between each of the two isomers and the

surrounding water could be roughly the same.

The M06/6-311++G(3df,3pd) gives the best thermodynamics for 2-acetylthiophe-

ne oxime syn/anti equilibrium as compared to the experiment (Conde et al., 1985)
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Table 3.5: Free energy difference between the lowest energy structures of the anti and
syn 2-acetylthiophene oxime isomers at 298.15K, ∆G298.15

(Syn/Anti) (kJ/mol), in a non-polar
solvent as a function of method and basis set. The corresponding fractions of anti and

syn isomers are given.

Basis Set
B3LYP M06

∆G298.15,
kJ
mol

[Anti],
%

[Syn],
%

∆G298.15,
kJ
mol

[Anti],
%

[Syn],
%

6-31G -8.3 97 3 -4.0 84 16

6-31G(d,p) -8.0 96 4 -2.2 70 30

6-31G(3df,3pd) -6.2 93 7 -2.7 75 25

6-31++G(d,p) -7.1 95 5 -3.6 81 19

6-31++G(3df,3pd) -6.9 94 6 -5.2 89 11

6-311G -8.1 96 4 -2.6 74 26

6-311G(d,p) -7.3 95 5 -1.0 60 40

6-311G(3df,3pd) -11.1 99 1 -2.1 70 30

6-311++G(d,p) -6.9 94 6 -1.6 66 34

6-311++G(3df,3pd) -7.3 95 5 -1.8 67 33

cc-pVDZ -4.5 86 14 -3.8 82 18

aug-cc-pVDZ -7.6 96 4 -4.3 85 15

cc-pVTZ -7.7 96 4 -1.8 68 32

aug-cc-pVTZ -9.4 98 2 -3.7 82 18

at 298.15 K, however, based on the mean time required for geometry optimisation

and frequency calculation of acetoin oxime (16 atom system) (Table 3.2) it can be

seen that modelling with the 6-311++G(3df,3pd) basis set is quite expensive. In this

case the M06/6-31G(d,p) method gives the closest result to the experimental value of

∆G298.15
(Anti-Syn) for the least computer resources followed by the M06/6-311G(d,p) and

M06/6-311++G(d,p) methods.

One of the main targets of current study is to model metal complexation pro-

cesses, in other words we will be mainly interested in modelling organometallic complexes

formed between transition metals and organic compounds, such as hydroxyoxime and/or

carboxylic acid. It is desirable to use a method that will perform equally well for each of

these systems separately and when combined in an organometallic complex. Therefore,

based on the literature and present results, at this stage it appears to be preferable to

use the M06 method with the 6-31G(d,p) basis set for studying thermodynamics of such

systems as the best compromise between accuracy and computing time. To conclude
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Table 3.6: Free energy difference between the lowest energy structures of the anti and
syn 2-acetylthiophene oxime isomers at 298.15K, ∆G298.15

(Syn/Anti) (kJ/mol), in water as a
function of method and basis set. The corresponding fractions of anti and syn isomers

are given.

Basis Set
B3LYP M06

∆G298.15,
kJ
mol

[Anti],
%

[Syn],
%

∆G298.15,
kJ
mol

[Anti],
%

[Syn],
%

6-31G -7.8 96 4 -3.9 83 17

6-31G(d,p) -6.5 93 7 -2.2 71 29

6-31G(3df,3pd) -6.4 93 7 -3.2 78 22

6-31++G(d,p) -6.6 94 6 -4.3 85 15

6-31++G(3df,3pd) -6.8 94 6 -3.2 79 21

6-311G -7.5 95 5 -3.2 78 22

6-311G(d,p) -8.9 97 3 -1.1 61 39

6-311G(3df,3pd) -8.8 97 3 -2.3 72 28

6-311++G(d,p) -6.6 94 6 -2.2 71 29

6-311++G(3df,3pd) -7.4 95 5 -1.9 68 32

cc-pVDZ -4.2 85 15 -2.7 75 25

aug-cc-pVDZ -8.2 97 3 -3.3 79 21

cc-pVTZ -6.6 94 6 -2.4 72 28

aug-cc-pVTZ -8.4 97 3 -2.5 74 26

this section we can say that the method is not a problem since good agreement with

experiment is possible for 2-acetylthiophene oxime. In case of acetoin oxime all methods

show relatively similar results, however, the calculated thermodynamics of syn/anti ace-

toin oxime isomerisation do not match experimantal data for the syn/anti equilibrium

of LIX63 hydroxyoxime. This difference in thermodynamics is most likely to be due to

the discrepancy in the size of the hydrocarbon side-chains of these two hydroxyoximes.

Unfortunately, LIX63 hydroxyoxime is a large system and due to the limit in both time

and computer resources we cannot afford to study the PES for each isomer. Therefore

we need to estimate the effect of hydrocarbon side-chains on thermodynamics of equilib-

rium between two isomers and determine whether this effect is constant or not. However

before testing this effect of hydrocarbon side-chains it would be interesting to check if

the model of acetoin oxime is suitable for estimating the rate constants of anti to syn

5,8-diethyl-7-hydroxydodecan-6-oxime isomerisation.
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3.3.2 Kinetics of Syn/Anti Hydroxyoxime Equilibrium

Three possible mechanisms for anti to syn hydroxyoxime isomerisation were selected to

be of highest priority for consideration in the current study due to a number of rea-

sons. Specifically these are: isomerisation via inversion, via tautomerisation of enamine

compounds, and via tautomerisation of nitroso compounds. The reasons for consider-

ing only three mechanisms are as follows; first of all, experimental data listed in Table

3.3 corresponds to the anti to syn isomerisation in non-polar ShellSol D70 solvent, so

isomerisation was not considered in the presence of water and/or acid. The presence

of acid accelerates the anti to syn isomerisation of hydroxyoxime (Johnson et al., 2001;

Vasiltsov et al., 2009) giving a higher percentage of syn isomer, which is the opposite of

what is desired. Secondly, the photoisomerisation mechanism was considered irrelevant

here because it requires energy in the form of light of a specific frequency in order to

excite the hydroxyoxime molecule into the triplet state, which allows easy rotation about

C = N double bond. Furthermore, the isomerisation of the oxime anions through C =

N bond rotation does not appear to be a general mechanism according to Glaser and

Streitwieser (1989) and Nsikabaka et al. (2006).

In this section we are going to analyse each of the three mechanisms by us-

ing transition state theory. In order to decrease the computational cost of studying

the kinetics we have decided to use a similar assumption to that made in the study

of the thermodynamics of syn/anti isomerisation, which was to use acetoin oxime in-

stead of the LIX63 main component. The experimentally determined value of the rate

constant of anti to syn 5,8-diethyl-7-hydroxydodecan-6-oxime isomerisation (Barnard

and co-workers) is 1.007 × 10−4s−1 which corresponds to a value for the free energy of

activation (∆G‡f ) being equal to 119.0 kJ/mol. According to transition state theory,

the activation energy barrier can be calculated at a certain temperature by finding the

Gibbs free energy difference at that temperature between the corresponding first order

saddle point on the potential energy surface and its related minimum. As can be seen in

the introduction section of the current chapter, along the paths for the tautomerisation

mechanisms via enamine and nitroso compounds there are more than one stationary

state and consequently more than one transition state. Therefore in order to estimate

the total free energy of activation for anti to syn acetoin oxime interconversion via tau-

tomerisation mechanisms we need to calculate the Gibbs free energy differences between

each transition state and corresponding minimum. Note that after each transition state

is optimised it is important to check if there is only one imaginary frequency and that

back and forth following this imaginary frequency (IRC calculation) leads us to the sta-

tionary points of interest. Schematic reaction profiles for the inversion mechanism, as

well as for the tautomerisation mechanisms, of the anti to syn acetoin oxime isomeri-

sation via nitroso and enamine compounds are shown in Figures 3.15, 3.16 and 3.17,



Chapter 3. Syn/anti Isomerisation of a Model Hydroxyoxime 71

Figure 3.16: Reaction profile for the anti to syn acetoin oxime tautomerisation via
nitroso compound. Atom colours: oxygen (O) - red; nitrogen (N) - dark blue; carbon

(C) - grey and hydrogen (H) - white.

respectively.

Figure 3.15: Reaction profile for the anti to syn acetoin oxime isomerisation via
inversion mechanism. Atom colours: oxygen (O) - red; nitrogen (N) - dark blue; carbon

(C) - grey and hydrogen (H) - white.

The ∆G‡(a→TS1) represented in Figure 3.15 corresponds to the Gibbs free energy of

activation for the inversion mechanism, which can be calculated taking the difference
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Figure 3.17: Reaction profile for the anti to syn acetoin oxime tautomerisation via
enamine compound. Atom colours: oxygen (O) - red; nitrogen (N) - dark blue; carbon

(C) - grey and hydrogen (H) - white.

between the Gibbs free energy of the transition state structure depicted at the maxi-

mum and the left side minimum of anti -acetoin oxime. The ∆G‡(a→TS1) calculated at

the B3LYP/6-31G(d,p) level of theory is equal to 217.5 kJ/mol at 363 K. In a similar

manner ∆G‡(a→TS2), ∆G‡(st1→TS3) and ∆G‡(st2→TS4) correspond to the Gibbs free energy

differences between the transition states and the corresponding stationary structures

in tautomerisation via a nitroso compound shown in Figure 3.16, while ∆G‡(a→TS5),

∆G‡(st3→TS6) and ∆G‡(st4→TS7) are those in tautomerisation via enamine compound

shown in Figure 3.17. For the tautomerisation mechanism via a nitroso compound

the values of ∆G‡(a→TS2), ∆G‡(st1→TS3) and ∆G‡(st2→TS4) calculated at the B3LYP/6-

31G(d,p) level of theory for a temperature of 363 K are equal to 312.7, 92.1 and 308.5

kJ/mol, respectively, while the values of ∆G‡(a→TS5), ∆G‡(st3→TS6) and ∆G‡(st4→TS7) for

the tautomerisation mechanism via an enamine compound estimated at the same level of

theory and temperature are equal to 243.9, 78.7 and 241.2 kJ/mol, respectively. Unfor-

tunately, none of the theoretically estimated free energies of activation using suggested

mechanisms for anti to syn acetoin oxime isomerisation match well with the experimental

value of ∆G‡(a→x)=119.0 kJ/mol for 5,8-diethyl-7-hydroxydodecan-6-oxime. This could

be due to one of several reasons; the B3LYP/6-31G(d,p) method may not be suitable

for studying the kinetics of systems of this or a similar nature; neither of the suggested

mechanisms for anti/syn hydroxyoxime isomerisation describes the way it is occurring in

reality well enough, or that the properties derived from acetoin oxime do not correspond

to those of the LIX63 main component. At this stage we do not have any alternative
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mechanisms to the ones described above. Furthermore, until it is proven that the chosen

method is appropriate for estimating the kinetics of anti/syn hydroxyoxime isomerisa-

tion we cannot conclude that the acetoin oxime model is non-suitable for studying the

kinetics of syn/anti 5,8-diethyl-7-hydroxydodecan-6-oxime isomerisation.

As in the preceding section we are going to use four methods B3LYP, M06, M06-

2X and MP2 in order to select the best compromise between accuracy and computing

time for modelling syn/anti hydroxyoxime interconversion. Results of the MP2/aug-cc-

pVTZ level of theory were chosen to be the reference. When the energy barriers are

calculated as a function of method and basis set it is important to consider all types of

transition states involved. At the end it would be great to have one method describing

all types of transition states equally well for all the stationary points on the reaction

profile. Therefore in order to select the most appropriate method we are going to com-

pare the mean unsigned errors given by each method in estimating both kinetics and

thermodynamics as compared to the MP2/aug-cc-pVTZ results, taking into account the

amount of computer resources required by each method.

It is interesting to note that the shapes of the energy plots for the anti to syn

tautomerisation mechanisms via enamine and nitroso compounds are similar. Both

mechanisms include transfers of a hydrogen atom and the functional group rotation

around a single C-N bond. This means that the nature of the transition states in both

tautomerisations is also similar and therefore the trend of calculated energy barriers as

a function of method and basis set is also expected to be similar. This gives us a total of

three main types of transition state involved in selected mechanisms, namely: transition

state for the inversion mechanism, one for hydrogen transfer, and one for functional

group rotation around the C-N single bond. For calculation of ∆G‡(a→x) values involving

the second and third types of transition state we are going to use those of the tautomeri-

sation mechanism via a nitroso compound.

For the simplicity of the following let us denote the transition state of the hy-

drogen atom transfer from the oxime group (=NOH) to the carbon atom bonded to this

group as TS1, the transition state for rotation of the -N=O group around the single

C-N bond as TS2, and that of the inversion mechanism for anti/syn acetoin oxime iso-

merisation as TS3. The values of the Gibbs free energy differences between TS1, TS2

and TS3 and the anti isomer calculated at 363K are given in Tables 3.7, 3.8 and 3.9,

respectively, using the B3LYP, M06, M06-2X and MP2 methods.
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Table 3.7: Free energy difference between transition state TS1 and anti -acetoin oxime
isomer, ∆G363

(TS1/Anti) (kJ/mol), calculated as a function of method and basis set at 363K
and corrected for a non-polar solvent.

Basis Set
Theoretical Method

B3LYP M06 M06-2X MP2

6-31G 328.9 333.6 351.9 339.9

6-31G(d,p) 312.7 315.1 326.8 317.4

6-31G(3df,3pd) 317.5 319.1 328.6 312.4

6-31++G(d,p) 320.2 322.9 332.1 320.7

6-31++G(3df,3pd) 319.9 320.6 330.4 313.4

6-311G 332.1 334.4 354.1 334.1

6-311G(d,p) 318.5 317.9 330.5 310.9

6-311G(3df,3pd) 322.9 320.8 333.7 315.1

6-311++G(d,p) 324.5 324.8 336.0 317.3

6-311++G(3df,3pd) 323.6 323.4 333.1 314.9

cc-pVDZ 305.1 306.0 321.7 302.7

aug-cc-pVDZ 317.0 318.2 327.2 308.9

cc-pVTZ 320.8 319.5 331.9 312.6

aug-cc-pVTZ 323.7 327.7 334.4 315.4

It can be seen from Table 3.7 that both the B3LYP and M06 methods for each of the

considered basis sets provide very similar Gibbs free energy differences between TS1 and

the anti isomer of acetoin oxime calculated at 363 K, while the value given by M06-2X

calculations for the corresponding basis sets seem to be consistently higher. According

to Zhao et. al, 2004, Hartree-Fock exchange gives higher barriers by reducing self in-

teraction error. As was discussed in Chapter 2, the amount of Hartree-Fock exchange

contribution is doubled in the M06-2X functional which could be the reason for this

behaviour. It is important to note that this overestimation is particularly significant for

cases when the considered transition state includes partially broken bonds and/or un-

usual bonding arrangements (Blanco et al., 2009). This explains why the barrier height

calculated for the transition state - TS1, in which the O-H bond is being broken and

the C-H bond is being formed, is overestimated by the M06-2X method as compared to

the corresponding MP2 calculations4. It is interesting to note that the energy barriers

estimated for this type of transition state using the B3LYP, M06, M06-2X and MP2

4Note that MP2 is a single reference method and so might have problems too.
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Table 3.8: Free energy difference between transition state TS2 and anti -acetoin oxime
isomer, ∆G363

(TS2/Anti) (kJ/mol), calculated as a function of method and basis set at 363K
and corrected for a non-polar solvent.

Basis Set
Theoretical Method

B3LYP M06 M06-2X MP2

6-31G 100.5 101.6 104.3 85.3

6-31G(d,p) 92.1 92.1 92.9 84.6

6-31G(3df,3pd) 96.8 98.8 96.5 91.7

6-31++G(d,p) 100.0 103.1 98.1 91.4

6-31++G(3df,3pd) 100.8 102.3 99.6 95.8

6-311G 105.4 103.9 106.5 85.0

6-311G(d,p) 96.3 94.5 95.7 83.4

6-311G(3df,3pd) 100.7 98.4 98.7 94.4

6-311++G(d,p) 101.2 100.0 98.6 89.3

6-311++G(3df,3pd) 102.2 101.7 98.3 96.2

cc-pVDZ 89.6 89.0 92.7 78.4

aug-cc-pVDZ 98.9 101.1 96.0 89.6

cc-pVTZ 100.0 98.1 98.9 94.3

aug-cc-pVTZ 102.7 107.5 101.3 96.4

methods are very sensitive to the initial increase in the size of the basis sets. Hence

the addition of polarization functions “d” and “p” to both heavy atoms and hydrogen,

respectively, improves values of ∆G363
(TS1/Anti) calculated using selected DFT methods as

compared to the MP2/aug-cc-pVTZ results. However, further increase in the size of the

basis sets does not have a significant impact on the free energy of activation calculated

for TS1. A similar observation was made by Grein (2003) in his theoretical study of

dihedral angle energy barriers of biphenyl. He showed that larger basis sets do not nec-

essarily improve the kinetics estimated by the DFT methods. It is found that for this

type of transition state, the basis sets developed by Dunning and co-workers (cc-pVXZ

type of basis sets) give better values of activation energy barriers, however optimisation

takes longer. Using the results derived at the MP2/aug-cc-pVTZ level of theory as the

reference, the B3LYP/6-31G(d,p) and M06/6-31G(d,p) methods can be selected as giv-

ing the best possible estimation of ∆G363
(TS1/Anti) for the least computer resources.

Now let us see how the selected functionals perform in studying the kinetics

involving the second type of transition state - TS2. According to the results presented
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Table 3.9: Free energy difference between transition state TS3 and anti -acetoin oxime
isomer, ∆G363

(TS3/Anti) (kJ/mol), calculated as a function of method and basis set at 363K
and corrected for a non-polar solvent.

Basis Set
Theoretical Method

B3LYP M06 M06-2X MP2

6-31G 214.6 206.6 216.3 252.3

6-31G(d,p) 217.5 205.1 220.9 244.7

6-31G(3df,3pd) 217.7 202.2 221.9 238.6

6-31++G(d,p) 221.4 213.2 223.6 247.1

6-31++G(3df,3pd) 219.6 204.5 222.9 240.0

6-311G 214.5 208.0 217.0 249.3

6-311G(d,p) 217.6 206.0 222.2 239.3

6-311G(3df,3pd) 216.9 202.7 221.4 235.5

6-311++G(d,p) 220.3 210.3 223.8 242.0

6-311++G(3df,3pd) 217.7 205.4 220.3 236.7

cc-pVDZ 218.0 205.6 224.1 239.3

aug-cc-pVDZ 223.6 210.7 226.0 246.4

cc-pVTZ 217.4 204.6 221.1 236.7

aug-cc-pVTZ 218.5 210.0 222.0 239.2

in Table 3.8, at each level of theory the energy barriers for -N=O group rotation about

the C-N single bond estimated with all three DFT functionals are overestimated by less

than 5 kJ/mol in most cases. As expected, the ∆G363
(TS2/Anti) overestimation is lower with

larger basis sets as compared to the corresponding MP2 calculations and a bit larger

when the DFT results with smaller basis sets like 6-31G, 6-311G and/or cc-pVDZ are

compared. In other words, we can say that the overestimation of ∆G363
(TS2/Anti) values

by DFT methods is being decreased when larger basis sets are considered. The least

expensive and best reproduction of MP2/aug-cc-pVTZ result can be achieved by any of

the three DFT methods for this particular type of transition state using the 6-311G(d,p)

basis set. It is also interesting to note that for this particular case all chosen DFT meth-

ods in combination with the 6-31G(d,p) basis set also give a good estimate of the energy

barrier as compared to the MP2/aug-cc-pVTZ calculations.

The data presented in Table 3.9 corresponds to the values of the activation en-

ergy for the inversion mechanism of anti to syn acetoin oxime isomerisation calculated
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Table 3.10: Percentage of underestimation of the free energy difference between tran-
sition state TS3 and anti -acetoin oxime isomer, (%), as compared to the MP2/aug-cc-

pVTZ calculations as a function of method and basis set.

Basis Set
Theoretical Method

B3LYP M06 M06-2X

6-31G 10.3 13.6 9.6

6-31G(d,p) 9.1 14.3 7.7

6-31G(3df,3pd) 9.0 15.5 7.2

6-31++G(d,p) 7.4 10.9 6.5

6-31++G(3df,3pd) 8.2 14.5 6.8

6-311G 10.3 13.0 9.3

6-311G(d,p) 9.0 13.9 7.1

6-311G(3df,3pd) 9.3 15.3 7.4

6-311++G(d,p) 7.9 12.1 6.4

6-311++G(3df,3pd) 9.0 14.1 7.9

cc-pVDZ 8.9 14.0 6.3

aug-cc-pVDZ 6.5 11.9 5.5

cc-pVTZ 9.1 14.5 7.6

aug-cc-pVTZ 8.7 12.2 7.2

with the B3LYP, M06, M06-2X and MP2 methods using different basis sets. In con-

trast to the previous results, the Gibbs free energy differences between this type of

transition state (TS3) and anti -acetoin oxime calculated using DFT methods are under-

estimated comparing to the corresponding values of ∆G363
(TS3/Anti) calculated using the

MP2 method. The trend for the performance of the M06 functional is also changed in

this case. M06 gives the lowest energy barriers for the inversion mechanism of anti/syn

acetoin oxime isomerisation or, in other words, a greater degree of underestimation of

∆G363
(TS3/Anti) values calculated using MP2, followed by the B3LYP and M06-2X meth-

ods. The B3LYP/6-31++G(d,p) and M06-2X/6-31++G(d,p) levels of theory can be

recommended as adequate for modelling isomerisation mechanisms occurring via this

type of transition state.

In order to make the comparison of the ∆G363
(TS3/Anti) value calculated by each

DFT method with the MP2/aug-cc-pVTZ results clearer let us have a look at the per-

centage underestimation of MP2/aug-cc-pVTZ values of ∆G363
(TS3/Anti) by each DFT

method as a function of basis set (Figure 3.10). As can be seen, the percentage of
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Table 3.11: Mean unsigned error, (kJ/mol), of B3LYP, M06 and M06-2X in estimat-
ing the kinetics and thermodynamics of anti to syn isomerisation as compared to the

MP2/aug-cc-pVTZ calculations as a function of method and basis set.

Basis Set
Theoretical Method

B3LYP M06 M06-2X

6-31G 11.9 15.3 18.6

6-31G(d,p) 7.3 10.0 8.4

6-31G(3df,3pd) 6.3 11.9 8.4

6-31++G(d,p) 6.7 11.1 8.8

6-31++G(3df,3pd) 7.5 13.0 9.4

6-311G 13.9 15.6 19.6

6-311G(d,p) 6.4 9.4 8.3

6-311G(3df,3pd) 8.8 11.9 10.5

6-311++G(d,p) 8.5 11.4 9.9

6-311++G(3df,3pd) 9.4 13.4 10.3

cc-pVDZ 10.0 12.8 6.5

aug-cc-pVDZ 5.4 10.5 6.9

cc-pVTZ 7.9 11.4 9.7

aug-cc-pVTZ 9.3 16.3 10.8

underestimation of the reference ∆G363
(TS3/Anti) value is quite constant as a function of

basis set, which means that the barrier height does not depend significantly on the size

of basis set when estimated by any of the chosen DFT methods. It is important to note

that the percentage is slightly lower when diffuse functions are added to the basis set.

Now that we have both kinetics and thermodynamics of syn/anti acetoin oxime

interconversion estimated by the B3LYP, M06 and M06-2X DFT methods as a func-

tion of basis set size, we can calculate the mean unsigned errors given by each of these

methods in calculating the Gibbs free energy for syn/anti hydroxyoxime equilibrium and

barrier heights for anti to syn interconversion as compared to the MP2/aug-cc-pVTZ

results (Table 3.11).
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Summarising the results, B3LYP/6-31G(d,p) can be recommended as the best com-

promise between the quality of barrier estimation involving different types of transi-

tion states and computer expense required for studying the kinetics of this particu-

lar type of system based on the MP2/aug-cc-pVTZ results as the reference. Unfortu-

nately, the experimental value of the energy of activation for the anti/syn 5,8-diethyl-7-

hydroxydodecan-6-oxime isomerisation process was not reproduced by any of the consid-

ered mechanisms using acetoin oxime as a model. When estimated at the MP2/aug-cc-

pVTZ level of theory, the energy barrier (241.4 kJ/mol) for the inversion mechanism is

the closest to the experimental activation energy barrier (119.0 kJ/mol) and seems to be

the most realistic among the others. However, the difference between the theoretical and

experimental barrier heights is too high to make any certain conclusions. As the next

stage it would be interesting to see if there is any significant effect of the hydrocarbon

side-chains on the estimated free energies of activation in the anti to syn hydroxyoxime

interconversion.

3.4 Conclusions

Based on the results of the thermodynamics and kinetics of anti/syn acetoin oxime iso-

merisation presented in this chapter the B3LYP hybrid functional can be recommended

for modelling of this type of system using 6-31G(d,p) and/or 6-31++G(d,p) basis sets.

The B3LYP method gives a good description of the thermodynamics of syn/anti

acetoin oxime equilibrium and kinetics of anti to syn isomerisation as compared to the

MP2/aug-cc-pVTZ level of theory. It is important to note that although M06 is slightly

more expensive than B3LYP, and in some cases yields less accurate results as compared

to MP2/aug-cc-pVTZ, it still can also be recommended for modelling both the kinetics

and thermodynamics of organic constituents of synergistic solvent extraction systems

and metal complexation processes occurring in them. The key reason for this is that in

addition to describing well organic systems it is also known to provide good theoretical

descriptions of the systems containing heavy elements, in particular transition metals

(Zhao and Truhlar, 2008), which is a very important factor in modelling organometallic

complexes.

Unfortunately at this stage we cannot select an optimal method based on the

second criteria, which is the comparison to the experimental data. The most obvious

hypothesis why the equilibrium between syn and anti isomers of hydroxyoxime was over-

estimated is that the effect of the R groups on it is not as insignificant as was hoped.

Therefore, we have decided to study the effect of the size of the R groups on both the
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thermodynamics and kinetics of syn/anti hydroxyoxime isomerisation, which is the sub-

ject of the next chapter.
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Chapter 4

Effect of the Hydrocarbon

Side-chains on the Syn/Anti

Equilibrium and Kinetics of

Hydroxyoxime Isomerisation

4.1 Introduction

In the previous chapter the equilibrium between syn and anti isomers of acetoin oxime

has been studied. It was expected that the thermodynamics and the kinetics of acetoin

oxime isomerisation would be similar to those of the LIX63 main component. However,

it was concluded that although both LIX63 and acetoin oxime have identical functional

groups, an assumption on the relative insignificance of the nature of the hydrocarbon

R groups on the equilibrium between anti and syn isomers of aliphatic α-hydroxyoxime

is likely to be invalid. In 2009, Rappoport and Liebman showed that the effect of the

nature of the R groups (aliphatic, aromatic, halogen-substituted aliphatic and aromatic)

on the syn/anti equilibrium of oximes is quite significant. In their study the authors

considered the syn/anti equilibrium of R-CH=NOH oxime with three substituents of

a different nature: R=CH3 (aldoxime), R=CH2Cl (chloroacetaldoxime) and R=C6H5

(benzaldoxime). Rappoport and Liebman also considered the equilibrium between syn

and anti isomers of acetophenone oxime which is obtained by substituting the H atom

sitting on the carbon of the oxime group (-CH=NOH) in aldoxime with R=C6H5. The

equilibrium between syn and anti isomers of these four oximes were estimated using

equation 4.1;
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Keq = e
(−

∆Go

RT
)

(4.1)

where ∆Go is the value of the standard Gibbs free energy difference between the anti and

syn oxime isomers, R is the universal gas constant and T is the absolute temperature.

The standard Gibbs free energy differences of anti/syn equilibrium for all four oximes

were estimated at the B3LYP/6-311G(3df,2p) level of theory. The calculated equilib-

rium constants are as follows: acetaldoxime (R=CH3) - Kex = 2.2, chloroacetaldoxime

(R=CH2Cl) - Kex = 9.0, benzaldoxime (R=C6H5) - Kex = 1.7 × 10−2 and acetophe-

none oxime (R=CH3 R’=C6H5) - Kex = 2.2× 10−2. From this data it can be seen that

the stability of the anti oxime isomer increases in the following order: benzaldoxime <

acetaldoxime < chloroacetaldoxime < acetophenone oxime. Based on this, it is possible

that not only the nature but also the size of the R groups has a significant effect on the

ratio between syn and anti hydroxyoxime isomers. In the current chapter it is exam-

ined how the size of the R groups affects both the kinetics and thermodynamics of the

syn/anti hydroxyoxime isomerisation process.

The target molecule of 5,8-diethyl-7-hydroxydodecan-6-oxime has aliphatic R

groups equal to C7H15 on both ends as shown in Figure 3.10 and it is of great interest

to see how the change of length of the R groups will affect the syn/anti equilibrium of

hydroxyoxime moving from acetoin oxime to the LIX63 main component. In order to

check this, we need to find the global minima for both isomers with R groups on each

end of the molecule equal to -C2H5, -C3H7, -C4H9 and so on until the effect no longer

varies.

4.2 Methodology

Based on the results of the previous chapter both B3LYP and M06 DFT functionals were

selected for modelling the present type of system with the 6-31G(d,p) and 6-31++G(d,p)

basis sets. These methods have been shown to be the best compromise between the time

required for modelling and accuracy as compared to the performance of the MP2/aug-

cc-pVTZ level of theory.

In order to find the global minima for both isomers of hydroxyoximes with R

groups of different length, all possible conformers were constructed for each isomer using

the Avogadro1 molecular visualisation software and then optimised. Convergence crite-

ria were chosen to be “tight” for geometry optimisation; that is the maximum and root

1Avogadro: an open-source molecular builder and visualization tool. Version 1.0.3/April 25, 2011
http://avogadro.openmolecules.net/
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mean square gradient in Cartesian coordinates are set to 0.00001 a.u. and the maximum

and root mean square of the Cartesian step to 0.00005 a.u. For practical reasons, all

preliminary calculations of the minima have been performed using the semi-empirical

PM6 method (Stewart, 2007) as implemented in the Gamess program (Schmidt et al.,

1993) and then the resulting structures were re-optimised at higher levels of theory us-

ing the Gaussian09 program (Frisch et al., 2009). The Berny algorithm (which is set by

default in Gaussian09) was used in geometry optimisation.

Vibrational frequencies were evaluated in order to determine the nature of each

stationary point as well as to estimate the thermochemistry (Joseph, 2000). The Intrin-

sic Reaction Coordinates (IRCs) were computed in order to check if the transition states

found connect the desired reactants and products.

4.3 Results and Discussion

In the previous chapter the B3LYP and M06 methods were found to be adequate for

modelling E/Z hydroxyoxime equilibrium based on the comparison with the results de-

rived from calculations at the MP2/aug-cc-pVTZ level of theory for acetoin oxime. It

was shown that when large basis sets are used with added polarisation and diffuse func-

tions to both hydrogen and heavy atoms, the B3LYP method tends to give very accurate

Gibbs free energies for the syn/anti acetoin oxime equilibrium, while M06 tends to over-

estimate the thermodynamics by up to 4 kJ/mol as compared to the MP2/aug-cc-pVTZ

value. However, when 6-31G(d,p) and/or 6-31++G(d,p) basis sets are used both meth-

ods (B3LYP and M06) give very similar results which are still fairly close to those derived

at the MP2/aug-cc-pVTZ level of theory. This gave us a reason to keep both functionals,

although this situation may be different when E/Z equilibrium between larger hydrox-

yoximes is considered.

It is also worth noting that both B3LYP and M06 methods predict similar struc-

tures for the global minima for syn and anti -acetoin oxime. However, this similarity

may also be changed when hydroxyoximes with larger hydrocarbon side-chains are con-

sidered. Therefore, it is also interesting to see how both of these methods perform in

the potential energy surface (PES) scans of hydroxyoxime molecules with R groups of

different size in order to see if both of these methods still locate similar global minima

on the PES.
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4.3.1 Thermodynamics of the Syn/Anti Hydroxyoxime Equilibrium

The first step in studying the effect of the size of R groups on the syn/anti equilibrium

was to scan the potential energy surface of the hydroxyoxime in which the R groups

on both ends (oximic and carboxylic) were equal to C2H5 leading to the molecule of

4-hydroxyhexane-3-oxime. All possible conformers of syn- and anti -4-hydroxyhexane-3-

oxime can be divided into three groups depending on the value of the -NCCO- torsion

angle. Potential energy surface scans were performed for each of these groups changing

-NC(CC)R1- and -NC(CC)R2- torsion angles in a systematic manner2. The notation

of the 4-hydroxyhexan-3-oxime conformers should be interpreted as follows: I-Anti 1-2

means that this conformer is the anti isomer of 4-hydroxyhexan-3-oxime which belongs

to the first group (structure “a” in Figure 4.1) where first methyl group (R=CH3) is

added to position 1 which is coloured black in Figure 4.1 and second methyl group is

added to position 2 which is coloured blue in Figure 4.1.

Figure 4.1: Example of acetoin oxime conformer division into three groups. Group I
(a) - NCCO torsion angle close to 0o, Group II (b) - NCCO torsion angle close to 120o

and Group III (c) - NCCO ≈ 240o. Black numbers correspond to the position of the
first methyl group and blue numbers - to that of second one. Atom colours: oxygen

(O) - red; nitrogen (N) - dark blue; carbon (C) - grey and hydrogen (H) - white.

2Note that -HONC- and -HOCC- torsion angles of a functional group were not considered as variables
for this PES scan. Their values corresponding to the lower energy structures were chosen based on the
full PES scan of acetoin oxime.
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All possible conformers of syn and anti hydroxyoxime isomers were constructed and then

optimised at the B3LYP/6-31G(d,p) and M06/6-31G(d,p) levels of theory. Gibbs free

energy and enthalpy differences between each structure and the lowest energy conformer

calculated for both isomers at 363 K at the B3LYP/6-31G(d,p) level of theory are given

in Tables 4.1, 4.2 and 4.3 for groups I, II and III, respectively. As can be seen from

Tables 4.1, 4.2 and 4.3, the I-Anti 1-3 and I-Syn 1-3 conformers of the first group are the

lowest energy structures, corresponding to the global minima on the potential energy

surface of anti- and syn- isomers of 4-hydroxyhexan-3-oxime, respectively. The lowest

energy I-Anti 1-3 structure is therefore used as the reference configuration for all three

groups. If we look at the thermodynamics between the lowest energy conformers of the

anti and syn isomers we see that the Gibbs free energy difference (∆Go
363) of anti/syn

equilibrium for 4-hydroxyhexan-3-oxime is 4.8 kJ/mol, as compared to 11.8 kJ/mol for

acetoin oxime. This corresponds to a 17% vs 83% distribution of syn and anti isomers,

respectively, instead of 2 vs 98%. This demonstrates the importance of the nature of the

R groups. It is also interesting to note that anti 1-1, 2-3, 3-1, 3-3 and syn 1-3, 2-3 of the

first group are very close energetically and in reality could possibly co-exist together at

363 K. The ∆Go
363 between syn and anti structures and their corresponding conformers

of the second and third groups of hydroxyoxime isomers in most cases is greater than,

or equal to, 5 kJ/mol, which gives them a low probability of coexistence with the lowest

energy structure. Imagine all these conformers of 4-hydroxyhexan-3-oxime are present

in the real system. Now having the energetics of any single conformer in the system

we can easily calculate their population in solution using the Boltzmann distribution,

which can be written as follows;

Pi =
e
−

∆Gi−A
RT

∑Ntot
j=1 e

−
∆Gj−A
RT

(4.2)

where Pi is the probability of finding the conformer i within the mixture of all conform-

ers; ∆Gi−A is the Gibbs free energy difference between conformer i and the lowest energy

conformer; R is the molar ideal gas constant and T is the temperature in Kelvin. The

denominator of this equation corresponds to the sum from 1 to Ntot, where Ntot corre-

sponds to the total number of conformers. The calculated populations of all conformers

based on the thermodynamics computed at the B3LYP/6-31G(d,p) level of theory are

given in Table 4.4. The overall distribution of syn and anti isomers of 4-hydroxyhexan-3-

oxime within this mixture calculated at the B3LYP/6-31G(d,p) level is 13.4 and 86.6%,

respectively, which is closer to the experimental data (36.0% of syn and 64.0% of anti

isomers for the main component of LIX63 hydroxyoxime) as compared to 2.0 and 98.0%

of syn and anti isomers calculated for acetoin oxime. This indicates that there is a
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Table 4.1: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) dif-
ferences relative to the most stable conformer for group-I of 4-hydroxyhexan-3-oxime

conformers calculated at the B3LYP/6-31G(d,p) level of theory.

Anti -isomer
B3LYP/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

I-Anti 1-1 1.1 1.3

I-Anti 1-2 9.4 9.2

I-Anti 1-3 0.0 0.0

I-Anti 2-1 1.1 1.3

I-Anti 2-2 14.4 15.3

I-Anti 2-3 1.4 3.8

I-Anti 3-1 3.6 1.6

I-Anti 3-2 12.6 11.1

I-Anti 3-3 0.8 -0.1

Syn-isomer
B3LYP/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

I-Syn 1-1 12.3 9.8

I-Syn 1-2 9.2 6.2

I-Syn 1-3 4.8 2.2

I-Syn 2-1 13.2 11.3

I-Syn 2-2 10.1 7.8

I-Syn 2-3 5.9 3.8

I-Syn 3-1 18.7 15.4

I-Syn 3-2 16.6 13.4

I-Syn 3-3 8.8 5.6

Table 4.2: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) dif-
ferences relative to the most stable conformer for group-II of 4-hydroxyhexan-3-oxime

conformers calculated at the B3LYP/6-31G(d,p) level of theory.

Anti -isomer
B3LYP/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

II-Anti 1-1 19.7 17.6

II-Anti 1-2 8.3 6.7

II-Anti 1-3 5.4 4.8

II-Anti 2-1 13.7 14.0

II-Anti 2-2 8.3 6.7

II-Anti 2-3 5.4 4.8

II-Anti 3-1 14.9 14.4

II-Anti 3-2 5.2 5.9

II-Anti 3-3 4.2 4.8

Syn-isomer
B3LYP/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

II-Syn 1-1 20.3 17.4

II-Syn 1-2 17.4 14.6

II-Syn 1-3 11.0 8.4

II-Syn 2-1 23.6 20.0

II-Syn 2-2 27.2 26.0

II-Syn 2-3 16.7 13.4

II-Syn 3-1 28.6 24.7

II-Syn 3-2 19.2 16.8

II-Syn 3-3 14.4 12.2
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Table 4.3: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) differ-
ences relative to the most stable conformer for group-III of 4-hydroxyhexan-3-oxime

conformers calculated at the B3LYP/6-31G(d,p) level of theory.

Anti -isomer
B3LYP/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

III-Anti 1-1 13.5 12.0

III-Anti 1-2 9.6 8.9

III-Anti 1-3 7.4 6.5

III-Anti 2-1 12.9 12.3

III-Anti 2-2 9.6 8.9

III-Anti 2-3 7.4 6.5

III-Anti 3-1 12.9 12.3

III-Anti 3-2 7.5 8.1

III-Anti 3-3 5.5 5.9

Syn-isomer
B3LYP/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

III-Syn 1-1 19.8 17.3

III-Syn 1-2 12.8 12.7

III-Syn 1-3 8.3 7.4

III-Syn 2-1 20.3 18.7

III-Syn 2-2 20.1 18.7

III-Syn 2-3 12.2 10.7

III-Syn 3-1 15.2 14.0

III-Syn 3-2 16.5 15.3

III-Syn 3-3 10.9 9.5

Table 4.4: Conformer population (%) computed from a Boltzmann distribution using
the Gibbs free energies calculated at the B3LYP/6-31G(d,p) level of theory for each

conformer at 363K.

Anti -isomer
B3LYP/6-31G(d,p)

Group
I, %

Group
II, %

Group
III, %

Anti 1-1 13.2 0.0 0.2

Anti 1-2 0.8 1.2 0.8

Anti 1-3 19.1 3.2 1.6

Anti 2-1 0.0 0.2 0.0

Anti 2-2 0.2 0.0 0.0

Anti 2-3 12.0 0.0 0.0

Anti 3-1 5.8 0.1 0.3

Anti 3-2 0.3 3.4 1.6

Anti 3-3 14.5 4.8 3.1

Sum, % 86.6

Syn-isomer
B3LYP/6-31G(d,p)

Group
I, %

Group
II, %

Group
III, %

Syn 1-1 0.3 0.0 0.0

Syn 1-2 0.9 0.1 0.3

Syn 1-3 3.9 0.5 1.2

Syn 2-1 0.2 0.0 0.0

Syn 2-2 0.7 0.0 0.0

Syn 2-3 2.7 0.1 0.3

Syn 3-1 0.0 0.0 0.1

Syn 3-2 0.1 0.0 0.1

Syn 3-3 1.0 0.2 0.5

Sum, % 13.4
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significant effect of the size of R groups on the overall syn/anti hydroxyoxime distribu-

tion. Such an effect could be explained by either the steric and/or inductive effects of

R groups (Turovtsev and Orlov, 2009). However, in order to reach a definite conclusion

a separate study of steric and inductive effects of R groups of various size on syn/anti

hydroxyoxime equilibrium should be undertaken. For now it is clear that the size of the

hydrocarbon side-chains primarily affects the ∆Go
363 value between the global minima

of the two isomers and, therefore all that is needed in order to get the realistic ratio

between the two isomers is to find the lowest limit for the size of R groups beyond which

it will not significantly affect the equilibrium ratio between syn and anti hydroxyoxime

isomers.

Before moving forward it is important to say that this effect of the size of hydrox-

yoxime’s R groups on the ∆Go
s→a is due to the significant change in enthalpy and moder-

ate change in entropy of isomerisation between syn and anti isomers of 4-hydroxyhexan-

3-oxime as compared to that of acetoin oxime: MHs→a=2.2 kJ/mol and MSs→a=-2.6

kJ/mol for 4-hydroxyhexan-3-oxime versus MHs→a=7.0 kJ/mol and MSs→a=-4.8 kJ/-

mol for acetoin oxime. Note that the thermochemistry used for calculating these values

of MHs→a and MSs→a were estimated at the B3LYP/6-31G(d,p) level of theory at 363

K.

As can be seen from Tables 4.1, 4.2 and 4.3, most of the conformers of anti -

4-hydroxyhexan-3-oxime were found to be stable according to the B3LYP/6-31G(d,p)

calculations. However, it is important to note that I-Anti 1-1 and I-Anti 2-1 conformers

have identical values of ∆Go
363 and ∆Ho

363. This is because during the calculation at the

B3LYP/6-31G(d,p) level of theory the initial structure of I-Anti 2-1 4-hydroxyhexan-

3-oxime conformer was optimised to the I-Anti 1-1 one. The same thing happened for

the II-Anti 2-2, II-Anti 2-3, III-Anti 2-1, III-Anti 2-2 and III-Anti 2-3 structures, which

optimised to the II-Anti 1-2, II-Anti 1-3, III-Anti 3-1, III-Anti 1-2 and III-Anti 1-3 4-

hydroxyhexan-3-oxime conformers, respectively. According to the B3LYP/6-31G(d,p)

calculations this means that these conformations are not stable and revert to the closest

minima. Therefore the population for each of these conformers is equal to zero in Table

4.4. However, in case of syn-4-hydroxyhexan-3-oxime isomers the situation is different.

All possible structures were located at the B3LYP/6-31G(d,p) level of theory and the

zero values of syn-4-hydroxyhexan-3-oxime conformer populations in the Table 4.4 cor-

respond to the case of large ∆Gj−A values.

In the previous chapter we have seen how different levels of theory perform for

the thermodynamics and kinetics of the isomerisation process between the lowest en-

ergy structures of syn and anti isomers of acetoin oxime. It was shown that there is no

significant difference in the potential energy surface scans of the acetoin oxime molecule

performed using either the B3LYP or M06 DFT functionals. Even though there were

some minor differences in the relative stabilities of the optimised conformers, the global
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minima of syn and anti acetoin oxime isomers found with the B3LYP method were

identical to those found with M06. This, however, may not be the case when the size of

the R groups of the hydroxyoxime is increased. Therefore before moving on to study the

PES of the hydroxyoxime with R groups equal to C3H7 (2,5-dimethyl-4-hydroxyhexan-

3-oxime) it is important to make sure that both B3LYP and M06 DFT functionals are

suitable to perform the potential energy surface scan of the current system.

The Gibbs free energy differences (∆Go
363) and enthalpy changes (∆Ho

363) be-

tween each conformer in the first group of syn/anti isomers and the lowest energy

structure of 4-hydroxyhexan-3-oxime calculated at the M06/6-31G(d,p) level of theory

are given in Table 4.5. The trend of relative stabilities between each group of isomers

calculated with M06 is identical to B3LYP giving the first group of isomers as the most

stable. The calculated values of ∆Go
363 between the conformers of the second/third

group and the lowest energy structure of the first group anti isomer is greater than, or

equal to 5 kJ/mol. Therefore for the purpose of conciseness, we have decided to show

here only the relative energetics for the first group’s conformers and an interested reader

is referred to the Appendix for the full data.

Table 4.5: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) dif-
ferences relative to the most stable conformer for group-I of 4-hydroxyhexan-3-oxime

conformers calculated at the M06/6-31G(d,p) level of theory.

Anti -isomer
M06/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

I-Anti 1-1 1.9 3.1

I-Anti 1-2 10.6 12.0

I-Anti 1-3 2.6 4.8

I-Anti 2-1 5.2 5.8

I-Anti 2-2 14.9 16.6

I-Anti 2-3 4.2 7.5

I-Anti 3-1 0.0 0.0

I-Anti 3-2 14.2 12.7

I-Anti 3-3 0.6 2.0

Syn-isomer
M06/6-31G(d,p)

∆Go
363,

kJ
mol ∆Ho

363,
kJ
mol

I-Syn 1-1 15.1 13.6

I-Syn 1-2 10.8 9.6

I-Syn 1-3 8.3 7.7

I-Syn 2-1 16.1 15.4

I-Syn 2-2 12.3 11.9

I-Syn 2-3 8.6 9.8

I-Syn 3-1 20.3 18.4

I-Syn 3-2 17.7 16.4

I-Syn 3-3 11.4 10.3

As can be seen by comparing Tables 4.1 and 4.5, while the conformation of the syn iso-

mer global minimum found at the M06/6-31G(d,p) level of theory is identical with the

one found using B3LYP/6-31G(d,p), in the case of the anti isomers of 4-hydroxyhexan-3-

oxime there is a difference. According to the M06 calculations, the I-Anti 3-1 conformer
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corresponds to the lowest energy structure and not the I-Anti 1-3 one predicted to be the

global minimum by B3LYP calculations. If we look at the geometrical representations of

the lowest energy structures found with both B3LYP/6-31G(d,p) and M06/6-31G(d,p)

levels of theory, depicted in Figure 4.2, we can see that the R groups in the ground

state structure predicted by M06 calculations are in a gauche-gauche-type (GG-type)

orientation where the end carbon atoms are pointing towards each other. According to

Gruzman et al. (2009) when the interactions in GG-type conformers are predicted, this

effect could be due to the overestimation of the Coulomb interaction between the carbon

atoms, which is a common drawback of the M06 family of functionals. In addition to

this, as compared with the MP2 calculations using the same 6-31G(d,p) basis set, the

B3LYP hybrid method predicts the correct global minimum for anti -4-hydroxyhexan-3-

oxime in contrast to M063.

Figure 4.2: The lowest energy structures for syn- and anti -hydroxyoxime with R
groups equal to -C2H5. Top left corner structure corresponds to I-Anti 1-3, top right
- to I-Anti 3-1 and bottom structure is for I-Syn 1-3. Grey coloured atoms represent

carbon, red - oxygen, dark blue - nitrogen and white - hydrogen atoms.

It is interesting to note that at the M06/6-31G(d,p) level of theory the ∆Go
363 between

I-Anti 1-3 and the more stable I-Anti 3-1 conformer is equal to 2.6 kJ/mol, which means

that both of these conformers may co-exist in the real mixture. In contrast to M06,

3Note that at the MP2/6-31G(d,p) the ∆Go
363 value between I-Anti 3-1 and I-Anti 1-3 4-

hydroxyhexan-3-oxime conformers is only equal to 0.5 kJ/mol at 363 K, however, this may differ signif-
icantly with respect to the basis set size.
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B3LYP calculations with the same basis set predict I-Anti 1-3 to be more stable than

I-Anti 3-1 by 3.6 kJ/mol. It is clear that the selected DFT functionals predict differ-

ent geometries for the global minimum of anti -4-hydroxyhexan-3-oxime; however, the

geometry of the global minimum predicted for the syn isomer by B3LYP calculations

matches the one found with the M06 functional. Before drawing any conclusion we need

to have a look at the population of different conformers of 4-hydroxyhexan-3-oxime pre-

dicted by the M06/6-31G(d,p) method. The overall distribution of syn and anti isomers

corresponds to 6.0 and 94.0%, respectively, when considering the equilibria between all

possible conformers of 4-hydroxyhexan-3-oxime (Table 4.6). When the results are com-

pared with the overall syn/anti isomer distribution estimated for acetoin oxime it is

clear that at this stage, in contrast to B3LYP, the effect of a size of R groups on the

syn/anti 4-hydroxyhexan-3-oxime equilibrium predicted at the M06/6-31G(d,p) level of

theory is not as significant.

Table 4.6: Conformer population (%) computed from a Boltzmann distribution us-
ing the Gibbs free energies calculated at the M06/6-31G(d,p) level of theory for each

conformer at 363K.

Anti -isomer
M06/6-31G(d,p)

Group

I, %

Group

II, %

Group

III, %

Anti 1-1 13.4 0.0 0.1

Anti 1-2 0.7 3.2 0.8

Anti 1-3 10.7 1.8 0.2

Anti 2-1 4.5 0.0 0.0

Anti 2-2 0.2 0.0 0.1

Anti 2-3 6.3 0.0 0.0

Anti 3-1 25.2 0.0 0.0

Anti 3-2 0.2 1.8 0.5

Anti 3-3 20.4 2.9 0.4

Sum, % 93.5

Syn-isomer
M06/6-31G(d,p)

Group

I, %

Group

II, %

Group

III, %

Syn 1-1 0.2 0.0 0.1

Syn 1-2 0.7 0.1 0.0

Syn 1-3 1.6 0.3 0.1

Syn 2-1 0.1 0.0 0.0

Syn 2-2 0.4 0.0 0.0

Syn 2-3 1.5 0.3 0.1

Syn 3-1 0.0 0.0 0.1

Syn 3-2 0.1 0.0 0.0

Syn 3-3 0.6 0.0 0.2

Sum, % 6.5

It is worth noting that in the first group of syn and anti isomers of 4-hydroxyhexan-3-

oxime there are two types of intramolecular hydrogen bonding: -OH· · ·O- in syn and

-OH· · ·N- in anti isomers of the hydroxyoxime molecule. Therefore another very im-

portant factor to consider when studying the potential energy surface of the systems of

this nature is the level of accuracy at which this type of intramolecular interaction is
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Figure 4.3: Intra-molecular hydrogen bonding in the lowest energy conformations
of anti and syn isomers of 4-hydroxyhexan-3-oxime (a and c) and acetoin oxime (b
and d) calculated at the B3LYP/6-31G(d,p) level of theory. Values of the lengths (in
Angstroms) of the represented hydrogen bonds (yellow dashed line) are as follows: a)
2.020, b) 1.991, c) 1.942 and d) 1.951. Grey coloured atoms represent carbon, red -

oxygen, dark blue - nitrogen and white - hydrogen atoms.

described. If we compare the lengths of intramolecular hydrogen bonds in syn and anti

isomers of acetoin oxime with those in the corresponding isomers of 4-hydroxyhexan-3-

oxime (Figure 4.3) we see that there is no significant difference in intramolecular hydro-

gen bonding strength when comparing corresponding isomers of these two molecules, as

calculated at the B3LYP/6-31G(d,p) level of theory. According to Csonka et al. (1996),

hydrogen bonding interactions are better described when diffuse functions are added to

the basis set due to the additional variational freedom provided for the electrons remote

from the nuclei. Therefore it was also of interest to see if there is any effect of diffuse

functions (added to both hydrogen and heavy atoms) on the relative energetics of dif-

ferent conformers.

As was previously discussed, there were some stationary points which could not

be located by B3LYP/6-31G(d,p) but were successfully found at the M06/6-31(d,p) level

of theory. The addition of diffuse functions may affect not just the relative energetics but

also the success in location of these stationary points. Therefore it was decided to use
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Table 4.7: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) dif-
ferences relative to the most stable conformer for group-I of 4-hydroxyhexan-3-oxime

conformers calculated at the B3LYP/6-31++G(d,p) level of theory.

Anti -isomer
B3LYP/6-31++G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Anti 1-1 2.5 2.6

I-Anti 1-2 8.6 8.8

I-Anti 1-3 0.0 0.0

I-Anti 2-1 2.2 2.4

I-Anti 2-2 13.6 15.2

I-Anti 2-3 4.1 4.4

I-Anti 3-1 6.6 3.7

I-Anti 3-2 13.1 11.4

I-Anti 3-3 2.9 0.7

Syn-isomer
B3LYP/6-31++G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Syn 1-1 16.2 12.9

I-Syn 1-2 11.5 8.0

I-Syn 1-3 7.5 4.7

I-Syn 2-1 16.6 13.6

I-Syn 2-2 11.6 8.7

I-Syn 2-3 7.6 5.4

I-Syn 3-1 22.6 18.3

I-Syn 3-2 18.1 14.8

I-Syn 3-3 11.3 7.7

manually constructed initial geometries of all possible conformers of 4-hydroxyhexan-3-

oxime, as was done previously, and not the structures optimised with the corresponding

DFT functional using the 6-31G(d,p) basis set. Gibbs free energy differences (∆Go
363)

and enthalpy changes (∆Ho
363) between the first group of conformers and the global min-

imum of anti isomer calculated at the B3LYP/6-31++G(d,p) and M06/6-31++G(d,p)

levels of theory are given in Tables 4.7 and 4.8, respectively4. As can be seen, the addi-

tion of diffuse functions does not significantly affect the hierarchy in terms of stabilities

of syn conformers relative to the lowest energy structure of the anti isomer. However,

the overall picture of the potential energy surface of anti -4-hydroxyhexan-3-oxime pre-

dicted at the M06/6-31++G(d,p) level of theory is changed a little bit as compared to

the M06/6-31G(d,p) one. However, the M06 functional still predicts a different confor-

mation to be the global minimum for anti -4-hydroxyhexan-3-oxime as compared to the

B3LYP calculations using same basis set. It should be noted that this time M06 predicts

the I-Anti 1-1 conformation to be the global minimum of anti -4-hydroxyhexan-3-oxime

when used with the 6-31++G(d,p) basis set and not the I-Anti 3-1 one that was found

to be the lowest energy conformation at the M06/6-31G(d,p) level of theory. However,

calculated at the M06/6-31++G(d,p) level of theory, values of the Gibbs free energy

differences for I-Anti 1-3 and I-Anti 3-1 relative to the lowest energy conformer (I-Anti

4Note that the full potential energy surface of 4-hydroxyhexan-3-oxime was scanned at both
B3LYP/6-31++G(d,p) and M06/6-31++G(d,p) levels of theory. However, not to overwhelm the thesis
with the large amount of data, the relative stabilities of the second and third groups of syn and anti
hydroxyoxime conformers can be found in the Appendices.
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Table 4.8: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) dif-
ferences relative to the most stable conformer for group-I of 4-hydroxyhexan-3-oxime

conformers calculated at the M06/6-31++G(d,p) level of theory.

Anti -isomer
M06/6-31++G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Anti 1-1 0.0 0.0

I-Anti 1-2 3.5 7.1

I-Anti 1-3 0.3 1.5

I-Anti 2-1 5.7 4.3

I-Anti 2-2 14.5 13.8

I-Anti 2-3 1.8 3.9

I-Anti 3-1 0.8 -1.3

I-Anti 3-2 7.3 7.7

I-Anti 3-3 2.1 0.6

Syn-isomer
M06/6-31++G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Syn 1-1 14.1 12.2

I-Syn 1-2 10.9 8.2

I-Syn 1-3 8.1 6.3

I-Syn 2-1 15.0 13.6

I-Syn 2-2 15.3 11.4

I-Syn 2-3 8.0 7.8

I-Syn 3-1 22.1 17.5

I-Syn 3-2 20.0 15.7

I-Syn 3-3 10.4 8.6

1-1) are only equal to 0.3 and 0.8 kJ/mol, respectively. This means that all 3 conformers

would co-exist in roughly equal proportions.

One possible reason why the effect of diffuse functions is insignificant in case of

studying the potential energy surface of syn-4-hydroxyhexan-3-oxime is because the hy-

drogen bond in the first group of syn isomers is more pronounced (stronger) than in the

anti isomers of the same group and a good description of -OH· · ·O- hydrogen bonding

can already be obtained with the 6-31G(d,p) basis set. For anti isomers, the picture is

a little bit different. In order to see this difference let us compare the conformer pop-

ulations calculated using a Boltzmann distribution based on the thermodynamic data

estimated with the 6-31++G(d,p) basis set (Table 4.9 and 4.10) with the population

derived from 6-31G(d,p) calculations (Tables 4.4 and 4.6).
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Table 4.9: Conformer population (%) computed from a Boltzmann distribution using
the Gibbs free energies calculated at the B3LYP/6-31++G(d,p) level of theory for each

conformer at 363K.

Anti -isomer
B3LYP/6-31++G(d,p)

Group

I, %

Group

II, %

Group

III, %

Anti 1-1 10.0 0.0 0.1

Anti 1-2 1.3 1.7 0.6

Anti 1-3 23.0 5.7 0.9

Anti 2-1 11.3 0.0 0.0

Anti 2-2 0.3 0.1 0.3

Anti 2-3 5.8 0.0 0.6

Anti 3-1 2.6 0.2 0.2

Anti 3-2 0.3 5.0 2.2

Anti 3-3 8.9 7.1 3.0

Sum, % 91.5

Syn-isomer
B3LYP/6-31++G(d,p)

Group

I, %

Group

II, %

Group

III, %

Syn 1-1 0.1 0.0 0.1

Syn 1-2 0.5 0.2 0.2

Syn 1-3 1.9 0.5 0.7

Syn 2-1 0.1 0.0 0.0

Syn 2-2 0.5 0.2 0.0

Syn 2-3 1.9 0.1 0.2

Syn 3-1 0.0 0.0 0.1

Syn 3-2 0.1 0.1 0.1

Syn 3-3 0.5 0.2 0.3

Sum, % 8.5

Table 4.10: Conformer population (%) computed from a Boltzmann distribution using
the Gibbs free energies calculated at the M06/6-31++G(d,p) level of theory for each

conformer at 363K.

Anti -isomer
M06/6-31++G(d,p)

Group

I, %

Group

II, %

Group

III, %

Anti 1-1 16.8 0.1 0.1

Anti 1-2 5.3 5.6 0.7

Anti 1-3 15.2 6.6 0.2

Anti 2-1 2.5 0.0 0.0

Anti 2-2 0.1 0.1 0.2

Anti 2-3 9.3 0.0 0.7

Anti 3-1 13.0 0.1 0.0

Anti 3-2 1.5 1.1 0.8

Anti 3-3 8.4 4.7 1.2

Sum, % 94.4

Syn-isomer
M06/6-31++G(d,p)

Group

I, %

Group

II, %

Group

III, %

Syn 1-1 0.2 0.0 0.1

Syn 1-2 0.5 0.1 0.1

Syn 1-3 1.1 0.2 0.2

Syn 2-1 0.1 0.0 0.0

Syn 2-2 0.1 0.0 0.0

Syn 2-3 1.2 0.3 0.1

Syn 3-1 0.0 0.0 0.1

Syn 3-2 0.0 0.0 0.1

Syn 3-3 0.5 0.2 0.2

Sum, % 5.6
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As can be seen, in contrast to the performance of the M06/6-31G(d,p) (Table 4.6), the

M06/6-31++G(d,p) level of theory gives a better description of the PES for anti -4-

hydroxyhexan-3-oxime as compared to the B3LYP calculations using the same basis set,

which is probably due to a better description of the -OH· · ·N- hydrogen bond. How-

ever, the energetics of the GG-type conformers are still overestimated at the M06/6-

31++G(d,p) level of theory.

Populations of anti 4-hydroxyhexan-3-oxime isomers calculated at the B3LYP/6-

31++G(d,p) level of theory are different from those estimated at the B3LYP/6-31G(d,p)

level. The main difference is that the stationary state of the I-Anti 2-1 conformer of

4-hydroxyhexan-3-oxime was successfully optimised at the B3LYP/6-31++G(d,p) level

in contrast to the B3LYP method with the 6-31G(d,p) basis set. Another major dif-

ference is that the populations of the I-Anti 2-3 and I-Anti 3-3 conformers calculated

using B3LYP with a 6-31++G(d,p) basis set were lowered from 12.0 and 14.5 to 5.8 and

8.9%, respectively, as compared to the B3LYP calculations using the 6-31G(d,p) basis

set. The M06/6-31G(d,p) calculations, gave I-Anti 3-1 and I-Anti 3-3 4-hydroxyhexan-

3-oxime conformers as the most stable ones, followed by I-Anti 1-1 and I-Anti 1-3. In

contrast to the M06/6-31G(d,p), M06/6-31++G(d,p) calculations identified the I-Anti

1-1 and I-Anti 1-3 conformers as the most stable ones with nearly equal conformer pop-

ulations, followed by I-Anti 3-1 4-hydroxyhexan-3-oxime conformer. However, the over-

all distributions between syn and anti isomers of 4-hydroxyhexan-3-oxime calculated

at the M06/6-31G(d,p) and M06/6-31++G(d,p) levels of theory are nearly identical:

93.5% anti vs 6.5% syn at the M06/6-31G(d,p) level and 94.4% anti vs 5.6% syn at

the M06/6-31++G(d,p) one. As can be seen, the effect of the diffuse functions on con-

former population estimated with the M06 method is more dramatic than it is on the

one calculated with the B3LYP functional.

To summarise, we can say that the process of minima location on the potential

energy surface depends on the type of DFT functional we choose. It is interesting to note

that the inclusion of the diffuse functions for both hydrogen and heavy atoms has a more

significant effect on minima location using the M06 functional as compared to that using

the B3LYP one which is probably occurred due to the influence of these functions on the

meta-GGA part of M06 functional. Therefore, when systems with weak intramolecular

interactions via hydrogen bonding are studied with the M06 method, inclusion of diffuse

functions in the basis set may be very important in order to get the population/rel-

ative energetics right. However in order to make a stronger conclusion regarding the

effect of diffuse functions on the description quality of the weak intramolecular interac-

tions we need to compare the lengths of hydrogen bonds calculated for the first group

of anti conformers of 4-hydroxyhexan-3-oxime optimised using both B3LYP and M06

DFT functionals with the 6-31G(d,p) and 6-31++G(d,p) basis sets (Table 4.11).
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Table 4.11: Hydrogen bond lengths calculated for the first group of anti -4-
hydroxyhexan-3-oxime conformers (Å) calculated using B3LYP and M06 DFT func-
tionals with the 6-31G(d,p) and 6-31++G(d,p) basis sets and differences between the
lengths of H-bonds calculated using same functional but with two different basis sets

(6-31G(d,p) and 6-31++G(d,p)).

Anti -isomer
H bond with B3LYP, Å

6-31G

(d,p)

6-31++G

(d,p)
∆

Anti 1-1 1.991 2.027 0.036

Anti 1-2 2.095 2.176 0.081

Anti 1-3 2.020 2.053 0.033

Anti 2-1 1.990 2.027 0.037

Anti 2-2 2.035 2.142 0.107

Anti 2-3 1.967 1.992 0.025

Anti 3-1 1.991 2.031 0.040

Anti 3-2 1.954 1.988 0.034

Anti 3-3 1.980 2.015 0.035

H bond with M06, Å

6-31G

(d,p)

6-31++G

(d,p)
∆

1.993 2.025 0.032

2.097 2.164 0.067

2.017 2.054 0.037

1.972 2.005 0.033

2.099 2.188 0.089

1.990 2.011 0.021

1.999 2.033 0.034

1.968 1.997 0.029

1.985 2.019 0.034

According to Ramaekers et al. (2003) similar types of hydrogen bonding are well de-

scribed at the B3LYP/6-31++G(d,p) level. Therefore, it is assumed that the values of

the hydrogen bond lengths calculated at this level are more trustworthy. However, this

assumption needs to be checked and results compared to calculations using full Con-

figuration Interaction (CI) and/or MP2 methods. As can be seen from Table 4.11, the

B3LYP/6-31G(d,p) level underestimates intramolecular hydrogen bond lengths for the

first group anti -isomers of 4-hydroxyhexan-3-oxime or in other words the strength of

hydrogen bonding is overestimated at this level of theory. The hydrogen bonding is only

one of many factors affecting stabilities of hydroxyoxime conformers and it is hard to

draw the analogy between the strength of a hydrogen bond and stability for each first

group conformer. However, it is clear that the addition of the diffuse functions has a

significant effect on the hydrogen bond lengths of this type and therefore it should be

recommended to consider it when studying the potential energy surface of systems with

weak intra-molecular interactions.

Even at this stage we can conclude that the size of R groups is a significant effect

on the equilibrium between syn and anti hydroxyoxime. However, it is important not

just to prove that the effect exists, but also to find the minimal size of the R groups

that will yield a good description of LIX63 system, such that any further increase in

size of R groups has negligible effect on the thermodynamics of anti/syn hydroxyoxime
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isomerisation. Therefore the next step in the current study is to perform the potential

energy surface scan for the hydroxyoxime molecule with R groups equal to C3H7 on both

ends.

In the study of the syn/anti equilibrium of 4-hydroxyhexan-3-oxime with B3LYP

and M06 methods, it has been shown that the M06 method is very sensitive to the size of

basis set (with and without diffuse functions) which results in location of different global

minima on the PES. It has also been shown that the stability of GG-type conformers

seems to be overestimated. However, in order to make more solid conclusions regard-

ing invalidity of the M06 method for the description of the equilibrium between syn

and anti isomers of LIX63 hydroxyoxime, we need to check its performance in studying

the syn/anti equilibrium of 2,5-dimethyl-4-hydroxyhexan-3-oxime, where the R group

is equal to isopropyl groups (C3H7). The Gibbs free energy (∆Go
363) and enthalpy dif-

ferences (∆Ho
363) calculated at the B3LYP/6-31G(d,p) and M06/6-31G(d,p) levels of

theory between each conformer in the first group of syn/anti isomers and the lowest

energy structure of the anti -2,5-dimethyl-4-hydroxyhexan-3-oxime are given in Tables

4.12 and 4.13.

Table 4.12: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) differ-
ences relative to the most stable conformer for group-I of 2,5-dimethyl-4-hydroxyhexan-

3-oxime conformers calculated at the B3LYP/6-31G(d,p) level of theory.

Anti -isomer
B3LYP/6-31G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Anti 1-1 4.3 7.9

I-Anti 1-2 4.5 3.2

I-Anti 1-3 21.2 19.0

I-Anti 2-1 9.9 11.0

I-Anti 2-2 0.0 0.0

I-Anti 2-3 10.9 10.3

I-Anti 3-1 8.1 8.0

I-Anti 3-2 7.0 7.6

I-Anti 3-3 17.1 18.4

Syn-isomer
B3LYP/6-31G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Syn 1-1 9.2 6.9

I-Syn 1-2 11.8 9.9

I-Syn 1-3 25.0 23.6

I-Syn 2-1 10.5 8.5

I-Syn 2-2 14.1 11.8

I-Syn 2-3 25.9 26.5

I-Syn 3-1 0.9 0.0

I-Syn 3-2 5.1 4.8

I-Syn 3-3 12.7 10.8
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Table 4.13: Gibbs free energy (∆Go
363, kJ/mol) and enthalpy (∆Ho

363, kJ/mol) differ-
ences relative to the most stable conformer for group-I of 2,5-dimethyl-4-hydroxyhexan-

3-oxime conformers calculated at the M06/6-31G(d,p) level of theory.

Anti -isomer
M06/6-31G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Anti 1-1 13.5 12.9

I-Anti 1-2 0.0 0.0

I-Anti 1-3 20.7 18.0

I-Anti 2-1 12.1 14.2

I-Anti 2-2 4.4 3.8

I-Anti 2-3 15.5 12.7

I-Anti 3-1 12.7 14.5

I-Anti 3-2 10.1 10.8

I-Anti 3-3 21.3 22.4

Syn-isomer
M06/6-31G(d,p)

∆G, kJ
mol ∆H, kJ

mol

I-Syn 1-1 14.5 12.2

I-Syn 1-2 16.4 15.3

I-Syn 1-3 33.8 29.4

I-Syn 2-1 14.9 13.5

I-Syn 2-2 15.5 14.6

I-Syn 2-3 31.5 29.9

I-Syn 3-1 3.8 3.7

I-Syn 3-2 7.1 8.9

I-Syn 3-3 14.6 13.6

As can be seen from Tables 4.12 and 4.13 both B3LYP and M06 yield very similar po-

tential energy surfaces for 2,5-dimethyl-4-hydroxyhexan-3-oxime except for two major

differences. Firstly, the I-Anti 2-2 conformer was predicted to be the lowest energy con-

former on the PES at the B3LYP/6-31G(d,p) level of theory, while according to the M06

calculations with the same basis set the I-Anti 1-2 structure corresponds to the most

stable conformer. Secondly, the I-Anti 1-1 and I-Anti 1-2 group-I isomers were predicted

by B3LYP calculations to be of similar stability at 363 K (I-Anti 1-1 is more stable than

I-Anti 1-2 by only 0.2 kJ/mol), while the I-Anti 1-2 structure was predicted to be more

stable than I-Anti 1-1 by 13.5 kJ/mol according to M06 calculations.

The overall distribution between syn and anti isomers of 2,5-dimethyl-4-hydroxy-

hexan-3-oxime is also predicted to be a little bit different by the above two methods.

The B3LYP/6-31G(d,p) method predicts 66% of anti and 34% of syn hydroxyoxime

when the R groups on both ends of the molecule correspond to C3H7, while accord-

ing to M06/6-31G(d,p) calculations the distribution is correspondingly 72 to 28%. As

can be seen from Table 4.13, the ∆G values between the group-I syn isomers of 2,5-

dimethyl-4-hydroxyhexan-3-oxime and the lowest energy structure of the anti isomer

calculated at the M06/6-31G(d,p) level of theory are higher than those estimated at

the B3LYP/6-31G(d,p) level of theory. Populations of all possible conformers of 2,5-

dimethyl-4-hydroxyhexan-3-oxime calculated using thermodynamic data estimated at

the B3LYP/6-31G(d,p) and M06/6-31G(d,p) levels of theory are given in Tables 4.14
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and 4.15, respectively.

Table 4.14: Conformer population (%) of 2,5-dimethyl-4-hydroxyhexan-3-oxime com-
puted from a Boltzmann distribution using the Gibbs free energies calculated at the

B3LYP/6-31G(d,p) level of theory for each conformer at 363K.

Anti -isomer
B3LYP/6-31G(d,p)

Group

I, %

Group

II, %

Group

III, %

Anti 1-1 6.4 0.3 7.5

Anti 1-2 6.1 0.3 0.2

Anti 1-3 0.0 0.0 0.2

Anti 2-1 1.0 7.0 1.4

Anti 2-2 27.1 0.1 0.9

Anti 2-3 0.7 0.1 0.1

Anti 3-1 1.9 0.2 1.3

Anti 3-2 2.6 0.0 0.3

Anti 3-3 0.1 0.0 0.0

Sum, % 65.9

Syn-isomer
B3LYP/6-31G(d,p)

Group

I, %

Group

II, %

Group

III, %

Syn 1-1 1.3 0.2 0.0

Syn 1-2 0.5 0.0 0.0

Syn 1-3 0.0 0.0 0.0

Syn 2-1 0.8 0.6 1.2

Syn 2-2 0.3 0.1 2.3

Syn 2-3 0.0 0.0 0.1

Syn 3-1 20.3 0.4 0.3

Syn 3-2 4.9 0.1 0.1

Syn 3-3 0.4 0.2 0.0

Sum, % 34.1

Table 4.15: Conformer population (%) of 2,5-dimethyl-4-hydroxyhexan-3-oxime com-
puted from a Boltzmann distribution using the Gibbs free energies calculated at the

M06/6-31G(d,p) level of theory for each conformer at 363K.

Anti -isomer
M06/6-31G(d,p)

Group

I, %

Group

II, %

Group

III, %

Anti 1-1 0.6 0.3 0.6

Anti 1-2 48.3 0.0 0.0

Anti 1-3 0.1 0.0 0.1

Anti 2-1 0.9 5.5 0.5

Anti 2-2 11.3 0.1 0.1

Anti 2-3 0.3 0.2 0.0

Anti 3-1 0.7 0.1 0.3

Anti 3-2 1.7 0.0 0.1

Anti 3-3 0.0 0.0 0.1

Sum, % 72.0

Syn-isomer
M06/6-31G(d,p)

Group

I, %

Group

II, %

Group

III, %

Syn 1-1 0.4 0.0 0.0

Syn 1-2 0.2 0.0 0.0

Syn 1-3 0.0 0.0 0.0

Syn 2-1 0.3 0.4 0.3

Syn 2-2 0.3 0.9 5.7

Syn 2-3 0.0 0.0 0.0

Syn 3-1 13.6 0.4 0.2

Syn 3-2 4.6 0.0 0.0

Syn 3-3 0.4 0.1 0.0

Sum, % 28.0
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Both methods describe the potential energy surface of 2,5-dimethyl-4-hydroxy-hexan-3-

oxime very similarly despite the two main differences described above. It is interesting

to note that the addition of diffuse functions does not change the overall picture for

both B3LYP and M06 methods (the interested reader is referred to the Appendices).

The I-Anti 2-2 configuration is still predicted to be the lowest energy structure at the

B3LYP/6-31++G(d,p) level, while the I-Anti 1-2 conformer was optimised to be the

global minimum at the M06/6-31++G(d,p) level. The overall distribution between syn

and anti isomers calculated at the B3LYP/6-31++G(d,p) level is equal to 34.6 and

65.4%, respectively, and to 20.2% syn and 79.8% anti at the M06/6-31++G(d,p) level

of theory. Based on the results of the potential energy surface scans of three hydroxy-

oxime molecules, namely: acetoin oxime, 4-hydroxyhexan-3-oxime and 2,5-dimethyl-4-

hydroxyhexan-3-oxime, and considering the information about the failure of the M06

method to describe gauche-gauche conformations reported by Gruzman et al. (2009) we

can conclude that B3LYP is more suitable for modelling this type of system. However,

in order to strengthen this conclusion we need to perform additional optimisation of

structures, where the relative energetics were described differently by B3LYP and M06,

using the MP2 method. Calculated at the MP2/6-31++G(3df,3pd) level of theory the

Gibbs free energy difference at 363K between I-Anti 1-2 and I-Anti 2-2 conformers of

2,5-dimethyl-4-hydroxyhexan-3-oxime is equal to 4.9kJ/mol. As can be seen, this corre-

sponds to the finding with the B3LYP method, which supports the preferential choice

of this method.

The lowest energy structures for syn and anti isomers of 2,5-dimethyl-4-hydroxy-

hexan-3-oxime predicted by B3LYP and M06 methods are represented in Figure 4.4.

The experimental equilibrium between syn and anti isomers of 5,8-diethyl-7-hydroxy-

dodecan-6-oxime (65.9% of anti and 34.1% of syn isomer) is already well reproduced

by modelling 2,5-dimethyl-4-hydroxy-hexan-3-oxime at the B3LYP/6-31G(d,p) level of

theory, yielding equilibrium concentrations of anti and syn isomers equal to 63.0 and

37.0%, respectively. However, in order to prove that this equilibrium between syn and

anti hydroxyoxime isomers will remain the same when the size of the carbon side-chains

is increased further we need to show that this finding still holds true for 3,6-dimethyl-5-

hydroxyoctan-4-oxime. A conformer of the anti isomer of 3,6-dimethyl-5-hydroxyoctan-

4-oxime is shown in Figure 4.5. As can be seen from Figure 4.5 there are three chiral

centres (sp3 carbon atoms with four different groups around them) in the 3,6-dimethyl-

5-hydroxyoctan-4-oxime molecule5. This makes the scan of the potential energy surface

a bit more complicated for this system. In order to perform a systematic search for all of

5In order to determine the type of the chiral centre (R or S), based on atomic number (according to
the Cahn-Ingold-Prelog priority rules (CIP)) one deeds to assign a priority of each of four groups around
it. When the lowest priority group is pointed away from the viewer, the centre is labeled R (for Rectus,
Latin for right) if the priority of the remaining three groups is decreased in clockwise direction, and S
(for Sinister, Latin for left) if the priority is decreased in counter-clockwise direction.
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Figure 4.4: Representations of the lowest energy structures for syn- and anti -
hydroxyoxime with R groups equal to -C3H7. Top left corner structure corresponds
to I-Anti 2-2, top right - to I-Anti 1-2 and bottom structure is I-Syn 3-1. Grey coloured

atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydrogen.

Figure 4.5: R3b R3a conformer of Anti -3,6-dimethyl-5-hydroxyoctan-4-oxime. Grey
coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydro-

gen.
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the minima on the PES of molecule with several chiral centres, we first need to define all

possible stereo isomers6 of 3,6-dimethyl-5-hydroxyoctan-4-oxime, each one of which will

represent a group where all possible conformers will be constructed and optimised at the

B3LYP/6-31G(d,p) level of theory. In contrast to conformers, stereoisomers7 cannot be

inter-converted one to another by simple rotation around a single bond. For simplicity

we have created our own nomenclature (an example of the conformer named using this

nomenclature is represented in Figure 4.5) which was used in naming all possible con-

formers of 3,6-dimethyl-5-hydroxyoctan-4-oxime.

In order to construct a new stereoisomer, the hydrogen atom and CH3 group are

exchanged in either one of, or both chiral centres circled with blue and red dashed lines

in Figure 4.5. Similar to the PES scans of previous molecules due to the limited time as-

signed for this research we decided to fix the position and chirality of functional groups of

syn- and anti-3,6-dimethyl-5-hydroxyoctan-4-oxime. These gives us four stereoisomers

(SS, RR, SR and RS) or four groups of conformers for each, syn and anti, isomer of

3,6-dimethyl-5-hydroxyoctan-4-oxime. The name R3b R3a of the anti -3,6-dimethyl-5-

hydroxyoctan-4-oxime conformer represented in Figure 4.5 was derived as follows: the

first letter R represents the type of chiral centre which is located closer to the oxime

group (circled with a blue dashed line). The following number 3 represents the position

of hydrogen (blue number around chiral centre R); the following letter b corresponds to

the position of CH3 group around carbon atom number three. The rest of the notation

is described in similar manner but for the other end of the hydroxyoxime molecule. In

other words, the geometry and allocations of groups around the chiral centre closest to

the oxime group are described first, followed by the same for the chiral centre which is

located closer to the hydroxyl group.

It is not hard to calculate that the total number of conformers (from all groups

of stereoisomers) for both syn and anti isomers of 3,6-dimethyl-5-hydroxyoctan-4-oxime

is 1944; therefore, in order to save space, we will not show the data from the potential

energy surface scan performed at the B3LYP/6-31G(d,p) level of theory for the 3,6-

dimethyl-5-hydroxyoctan-4-oxime molecule and will only show the PES plot of the SS

syn- and anti- isomers (Figure 4.6). The reason why we are showing the PES plots

of SS-3,6-dimethyl-5-hydroxyoctan-4-oxime is because the lowest energy structures of

its syn and anti isomers were found to be more stable than those of other three hy-

droxyoximes (SR, RS and RR). Most importantly, the overall distribution between anti

and syn isomers are approximately equal to 65 and 35%, respectively, for each group of

3,6-dimethyl-5-hydroxyoctan-4-oxime stereoisomers (64 and 36% for SS conformers; 65

and 35% for RR conformers; 61 and 39% for SR conformers, and 63 and 37% for RS

6Note that mirror images are not considered as their total energies are identical.
7Note that the type of bonding between the atoms and their connection order are the same in both

types of isomers as they do not represent structural isomers.
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Figure 4.6: Potential energy surfaces of RR-anti - (blue line) and RR-syn-3,6-
dimethyl-5-hydroxyoctan-4-oxime (red line). Each scan step number correspond to
a different conformer of syn- and/or anti - isomer of 3,6-dimethyl-5-hydroxyoctan-4-

oxime.

3,6-dimethyl-5-hydroxyoctan-4-oxime conformers).

In order to conclude this section we can say that the experimental equilib-

rium between syn and anti isomers of the main component of LIX63 - 5,8-diethyl-7-

hydroxydodecan-6-oxime is well reproduced by modelling the system of 2,5-dimethyl-4-

hydroxyhexan-3-oxime where R groups on both ends of the molecule are equal to C3H7

at the B3LYP/6-31G(d,p) level of theory. It can be concluded that there is no significant

effect of adding diffuse functions to the basis set in describing intramolecular interactions

via hydrogen bonding for hydroxyoximes with R groups bigger or equal to C3H7. Some

disagreements between the B3LYP and M06 results were found in scans of the poten-

tial energy surfaces of different hydroxyoxime molecules. It is recommended to use the

B3LYP hybrid DFT functional in order to get the more reliable structure for the global

minimum for each isomer (syn and anti) of the hydroxyoximes considered. However, it

is recommended to re-optimise the lowest energy structures found using both B3LYP

and M06, along with the MP2 method using largest basis set that can be afforded in

order to check the validity of this conclusion.
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4.3.2 Kinetics of the Syn/Anti Hydroxyoxime Equilibrium

We have successfully determined the minimal size of hydrocarbon side-chain which is

required in order to model the equilibrium between syn and anti isomers of 5,8-diethyl-

7-hydroxydodecan-6-oxime (LIX63 main component). It is now the main goal to see if

the effect of the size of hydrocarbons side-chains on the kinetics of the syn/anti hydrox-

yoxime isomerisation process is as significant as it is on the thermodynamic equilibrium

between the two isomers. Previously it was determined that the experimental activation

energy barrier for syn/anti hydroxyoxime isomerisation is equal to 119 kJ/mol for the

anti to syn hydroxyoxime interconversion and 117.3 kJ/mol for the syn to anti isomeri-

sation at 363K. According to transition state theory this barrier can be estimated by

calculating the Gibbs free energy difference between the transition state and minimum

at 363K. Based on the previous preliminary calculations of the kinetics of syn/anti hy-

droxyoxime isomerisation, three mechanisms including inversion, tautomerisation via an

enamine and tautomerisation via nitroso compounds were selected as the most probable

according to their energetics. Four different types of transition states were selected from

these mechanisms. In order to check the effect of the size of hydrocarbon side-chains

on the kinetics of syn/anti isomerisation we need to calculate the Gibbs free energy

differences between each of these four transition states and corresponding minimum of

the anti isomer at 363K. The lowest energy anti isomers and transition states of hydrox-

yoxime molecules with the size of hydrocarbon side-chains equal to CH3, C2H5, C3H7

and C4H9
8 were considered.

Let us review the types of transition states previously identified. Schematic rep-

resentation of the first type of transition state is the one used in the inversion mechanism.

The energy plot for the inversion mechanism is shown in Figure 4.7.

8Note that the Gibbs free energy differences between each of these transition states and corresponding
minimum of anti isomer was already previously calculated for acetoin oxime (R=CH3).
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Figure 4.7: Reaction profile for the anti to syn acetoin oxime isomerisation via in-
version mechanism. Atom colours: oxygen (O) - red; nitrogen (N) - dark blue; carbon

(C) - grey and hydrogen (H) - white.

In order to study the effect of the hydrocarbon side-chains we need to calculate the

energy barrier (∆G‡(a→TS1)) between the stable anti isomer and transition state, that is

depicted in Figure 4.7, for all four hydroxyoximes9. The next two types of transition

states are those considered in tautomerisation mechanisms, which correspond to either

a direct hydrogen atom migration from the oxime group to the carbon atom which is

attached to it or the case when hydrogen atom is first migrated to the nitrogen and

then to carbon. The last type of transition state is the one which involves an N=O

group rotation about a single CN bond. An example of a schematic energy plot for the

tautomerisation mechanism of the anti to syn acetoin oxime isomerisation via a nitroso

compound with direct and step-migration of a hydrogen atom are shown in Figures 4.8

and 4.9, respectively.

9Note that the structures of minima and transition state depicted in Figure 4.7 are those of acetoin
oxime
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Figure 4.8: Reaction profile for the tautomerisation mechanism of the anti to syn
hydroxyoxime isomerisation via a nitroso compound (direct migration of a hydrogen
atom). Atom colours: oxygen (O) - red; nitrogen (N) - dark blue; carbon (C) - grey

and hydrogen (H) - white.

Figure 4.9: Reaction profile for the tautomerisation mechanism of the anti to syn
hydroxyoxime isomerisation via a nitroso compound (stepped migration of a hydrogen
atom). Atom colours: oxygen (O) - red; nitrogen (N) - dark blue; carbon (C) - grey

and hydrogen (H) - white.

Previously, in chapter 3, it was shown that the total energy barrier of the anti to syn

acetoin oxime interconversion via the stepped tautomerisation mechanism shown in Fig-

ure 4.9 (when the hydrogen atom is migrated from the oxygen to the nitrogen atom) is
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higher than that of isomerisation via direct tautomerisation (when the hydrogen atom

is migrated from the oxygen to the carbon atom). However, it is very interesting to see

how the size of the hydrocarbon side-chains will affect the energetics of stepped tau-

tomerisation via a nitroso compound10.

The Gibbs free energy differences between these types of transition state and

the lowest energy anti isomers (∆G‡(a→TS1), ∆G‡(a→TS2) and ∆G‡(a→TS3), and ∆G‡(a→TS4)

shown in Figures 4.7, 4.8 and 4.9, respectively) need to be estimated for different types

of hydroxyoximes and compared in order to see if there is any effect of the size of the

hydrocarbon side-chains on the kinetics of the anti to syn isomerisation process.

The structures of the minima used to calculate the ∆G363
(a→i), where i=1, 2, 3 and

4, were those corresponding to the lowest energy anti isomers of hydroxyoximes found

during the potential energy surface scans at the B3LYP/6-31G(d,p) level of theory. The

∆G363
(a→i) values were calculated for hydroxyoximes with R groups on both ends of the

molecule equal to CH3, C2H5, C3H7 and C4H9, for i=1, 2, 3 and 4 respectively. The

results are listed in Table 4.16.

Table 4.16: Gibbs free energy differences (kJ/mol) between transition states and
the global minima of anti isomer of acetoin oxime (R=CH3), 4-hydroxyhexan-3-
oxime (R=C2H5), 2,5-dimethyl-4-hydroxyhexan-3-oxime (R=C3H7) and 3,6-dimethyl-
5-hydroxyoctan-4-oxime (R=C4H9) calculated at the B3LYP/6-31G(d,p) level of the-

ory.

Anti -isomer ∆G363
(a→TS1) ∆G363

(a→TS2) ∆G363
(a→TS3) ∆G363

(a→TS4)

R=CH3 223.1 328.5 94.7 221.6

R=C2H5 211.3 321.3 89.3 218.7

R=C3H7 207.8 325.4 95.8 218.1

R=C4H9 206.2 327.0 98.5 217.9

As can be seen from Table 4.16 there are no significant changes in the energy barriers

when comparing the hydroxyoximes with different sized hydrocarbon side-chains for all

four mechanisms of syn/anti hydroxyoxime isomerisation, except perhaps for the inver-

sion mechanism. The Gibbs free energy difference taken between the transition state for

this mechanism and the corresponding minimum of the anti isomer is decreased when the

size of the hydroxyoxime R groups is increased; therefore, based on the present data we

conclude that the inversion mechanism is energetically the most favourable for syn/anti

10Note that due to the limited time the ∆G‡
(a→TSX) between transition states in tautomerisation via

an amine compound and corresponding minimum of anti isomer were not considered. The transition
states in tautomerisations via an enamin and nitroso compounds are of similar nature, therefore the
effect of the size of hydrocarbon side-chains on the ∆G‡

(a→TSX)-s for these mechanisms is also expected
to be similar.
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5,8-diethyl-7-hydroxydodecan-6-oxime isomerisation. However, before making any final

conclusion it would be interesting to examine the value of ∆G363
(a→TS1) calculated for the

main component of LIX63. Unfortunately due to time constraints we cannot afford to

perform this calculation; therefore, it is recommended for future research.

In order to gain some additional information about LIX63 we have decided to

investigate the experimental IR spectrum of anti -5,8-diethyl-7-hydroxydodecan-6-oxime

and compare it with the one calculated for the anti -2,5-dimethyl-4-hydroxyhexan-3-

oxime at the B3LYP/6-31G(d,p) level of theory. The experimental IR spectra was mea-

sured at Curtin University with the assistance of Dr Matthew Mclldowie, research fel-

low in the Nanochemistry Research Institute. Experimental and calculated (B3LYP/6-

31G(d,p)) IR spectra for anti -5,8-diethyl-7-hydroxydodecan-6-oxime (black) and anti -

2,5-dimethyl-4-hydroxyhexan-3-oxime (blue) are shown in Figure 4.10.

Figure 4.10: Experimental IR spectrum of 5,8-diethyl-7-hydroxydodecan-6-oxime
measured in tetrachloromethane (black), pure tetrachloromethane (red) and IR spec-
tra of 2,5-dimethyl-4-hydroxyhexan-3-oxime (I Anti 2-2) calculated at the B3LYP/6-

31G(d,p) level of theory (blue).

It should be noted that the calculated frequencies in Figure 4.10 were multiplied by

the scaling factor of 0.9614 recommended by Arjunan et al. (2011) and Gorce and

Bahceli (2011) for B3LYP calculations. According to Arjunan et al. (2011), this scaling

factor is not universal and in order to achieve a better fit with the experimental data
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it is recommended to use different scaling factors for the vibration modes of different

groups. However, even with this factor it can be seen from the Figure 4.10 that the

main difference between the experimental and calculated IR spectra is two broad peaks

in the 3200-3500 and 650-850 cm−1 frequency intervals. According to Coates and Meyers

(2000), these peaks correspond to a strong intermolecular hydrogen bonding interaction.

In other words, the main component of LIX63 - 5,8-diethyl-7-hydroxydodecan-6-oxime

exists in an oligomeric form. It is important to determine what type of oligomers are

present in the system of LIX63 and see if there is any impact of intermolecular hydro-

gen bonding on the selected mechanisms of syn/anti hydroxyoxime isomerisation. The

results from the study of different types of hydroxyoxime oligomers and the kinetics of

syn/anti interconversion are described in the next chapter.

4.4 Conclusions

Based on the results described in this chapter it is recommended to use the B3LYP hybrid

density functional with the 6-31G(d,p) basis set for modelling aliphatic α-hydroxyoximes

or similar type of systems as the best compromise between accuracy and computational

cost. It was shown that even though the addition of diffuse functions to the basis set

improves the energetics, it does not affect significantly the process of minima location

on the potential energy surface.

Similar to B3LYP, the M06 method was also shown to provide a good approx-

imation in describing the equilibrium between syn and anti isomers of hydroxyoxime;

however, the lowest energy conformers of anti -hydroxyoximes located with the M06

method were different from those allocated with B3LYP. As compared to MP2 calcula-

tions, the global minima located using the M06 functional were found to be incorrect.

The minimal size of the hydrocarbon side-chains in order to obtain a good de-

scription of the experimental equilibrium between syn and anti isomers of 5,8-diethyl-

7-hydroxydodecan-6-oxime was determined to be 2,5-dimethyl-4-hydroxyhexan-3-oxime

(R=C3H7). It was also shown that a further increase in the size of the hydrocarbon

side-chains does not have any significant effect on the thermodynamics of syn/anti hy-

droxyoxime isomerisation.

Studying the effect of the size of the hydrocarbon side-chains on the kinetics of

syn/anti interconversion it was shown that the energy barrier to the inversion mech-

anism of the hydroxyoxime isomerisation is lowered when isomerisation is considered

between syn and anti isomers with larger R groups. In order to measure the level of

accuracy at which kinetics is described at the B3LYP/6-31G(d,p) level of theory, the
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inversion mechanism should be considered between syn and anti isomers of 5,8-diethyl-

7-hydroxydodecan-6-oxime and results compared with experimental data.

According to the measurement of the IR spectra for anti -5,8-diethyl-7-hydroxydo-

decan-6-oxime it appears that the aliphatic α-hydroxyoximes are present in the form of

oligomers and it is suggested that other types of mechanisms for the syn/anti isomeri-

sation involving hydrogen atoms migration along intermolecular hydrogen bond may be

valid when hydroxyoxime oligomers are considered.
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Chapter 5

DFT Study of Hydroxyoxime

Oligomerisation

5.1 Introduction

According to DFT calculations at the B3LYP/6-31G(d,p) level of theory described in the

previous chapter, the inversion mechanism was estimated to be the most probable mecha-

nism for the syn/anti interconversion of 3,6-dimethyl-5-hydroxyoctan-4-oxime. This was

based on it having the lowest activation energy barrier in comparison to the other studied

mechanisms. However, it should be noted that the energy barrier for syn/anti isomerisa-

tion via inversion was derived using the model of 3,6-dimethyl-5-hydroxyoctan-4-oxime

with R groups equal to C4H9 on both ends of the molecule. The calculated barrier

was higher in energy compared to the one determined experimentally for the syn/anti

isomerisation of 5,8-diethyl-7-hydroxydodecan-6-oxime. This could be due to the limi-

tation of the B3LYP method and/or the limited size of the basis set in this calculation.

Another possible explanation is that the chosen model of 3,6-dimethyl-5-hydroxyoctan-

4-oxime does not fully describe the kinetics of the syn/anti isomerisation of the LIX63

main component. In order to check the latter ideally the activation energy barrier should

be calculated for the inversion mechanism using the isomers and transition states of 5,8-

diethyl-7-hydroxydodecan-6-oxime. However, due to limited time it was unfortunately

not possible. Of course it remains possible that none of the chosen mechanisms for the

syn/anti hydroxyoxime interconversion considered in earlier chapters describe well the

process happening in reality.

In the previous chapter it has been shown that there is a broad peak in the

3600-3400 cm−1 frequency interval corresponding to intermolecular hydrogen-bonding.

From the literature (Georgieva et al., 2003; Harris et al., 2011) it is known that different

118
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types of oximes, in particular aldoximes and ketoximes tend to oligomerise. It has also

been shown by Harris et al. (2011) that these types of oximes (aldoximes and ketoximes)

form intermolecular hydrogen bonds with different types of modifiers, such as alcohols

and esters. In their study Harris et al. (2011) described that there is a degree to which

oximes tend to oligomerise (dimers, trimers, tetramers and so on), depending on the na-

ture of the solvent. For example, when the solvent is of aromatic nature (i.e. somewhat

polar in nature), oxime molecules are predominantly present in monomeric form, while if

the solvent is purely aliphatic (i.e. non polar) then oxime molecules tend to oligomerise

to a large extent, which can be increased significantly at higher oxime concentrations.

The solvent (ShellSol D70) used in the industrial transition metal extraction by

the mixture of LIX63 aliphatic α-hydroxyoxime and Versatic10 carboxylic acid is an

aliphatic solvent, which means there is likely to be intermolecular interaction of the

polar components in this system (e.g., hydroxyoxime-hydroxyoxime, carboxylic acid-

carboxylic acid, and hydroxyoxime-carboxylic acid). It would be interesting to see what

types of oligomers (dimers, trimers, tetramers etc.) are formed in the case of hydroxy-

oxime alone and in the mixture of hydroxyoxime and carboxylic acid. Also it would be

quite interesting to see if the barrier to hydrogen atom migration in the tautomerisation

mechanisms of syn/anti hydroxyoxime interconversion is lowered when the process is

considered within hydroxyoxime oligomers.

5.2 Methodology

Based on the results of the previous chapter, the B3LYP hybrid DFT functional was se-

lected for modelling the present type of system with the 6-31G(d,p) and 6-31++G(d,p)

basis sets, as they were shown to be a good compromise between the accuracy (as com-

pared to the MP2 calculations using the aug-cc-pVTZ basis set (Kendall et al., 1992))

and computing time.

All possible structures of different types of oligomers formed between syn and

anti isomers of hydroxyoxime (dimers, trimers, tetramer etc.) were constructed using

the Avogadro1 molecular visualisation software and then optimised. The binding ener-

gies of acetoin oxime dimers were corrected for Basis Set Superposition Error (BSSE).

Convergence criteria were chosen to be “tight” for geometry optimisation, that is: the

maximum and root mean square gradient in Cartesian coordinates are set to 0.00001

a.u. and the maximum and root mean square of the Cartesian step - to 0.00005 a.u.

For practical reasons, all preliminary calculations of the minima and transition states

1Avogadro: an open-source molecular builder and visualization tool. Version 1.0.3/April 25, 2011
http://avogadro.openmolecules.net/
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have been performed using the semi-empirical PM6 method (Stewart, 2007) as imple-

mented in the Gamess program (Schmidt et al., 1993) and then the resulting structures

were re-optimised at higher levels of theory using the Gaussian09 program (Frisch et

al., 2009). The Berny algorithm (which is set by default in Gaussian09) was used in

geometry optimisation.

Vibrational frequencies were evaluated in order to determine the nature of each

stationary point, as well as to estimate the thermochemistry. Thermal corrections to

the enthalpy and Gibbs free energy were used in order to calculate the thermodynamics

(Joseph, 2000).

The search for the first-order saddle points was performed by using two different

methods. The first approach is based on the eigenvector following algorithm (Peng et al.,

1996), while the second method is via the Growing String Method (GSM), (Peters et al.,

2004). The main advantage of the GSM is that it allows one to find the transition state

without an initial guess if the structures of reagents and products are known. There are

a number of papers where a comprehensive description of the GSM and its successful

application can be found (Maeda and Ohno, 2005; Quapp, 2005; Quapp, 2007; Goodrow

et al., 2009).

In describing the underlying principles of finding the first-order saddle point by

eigenvector following algorithm, it should be clarified that an educated guess for the

transition state (TS) structure is required (Mueller, 2002); therefore, the general proce-

dure for the TS search was as follows:

1. Locate a TS-like structure by constraining a chosen reaction coordinate dur-

ing a sequence of energy minimisations;

2. Check whether the constrained optimised structure has an imaginary fre-

quency that looks like the reaction coordinate;

3. If it does, use it as a starting point for the TS search.

The Intrinsic Reaction Coordinates (IRCs) were computed to see how the transition

states found connect the reactants and products. IRC computation is analogous to ge-

ometry optimisation initiated near the transition state and then following the gradient

down-hill leading to products and reactants.

5.3 Results and Discussion

In the modelling of intermolecular hydrogen-bonding we are mostly interested in de-

scribing the behaviour of the functional groups; therefore, initially we had to cut down
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the R groups as even the modelling of oligomerisation of the previously recommended

2,5-dimethyl-4-hydroxyhexan-3-oxime (with R groups equal to C3H7 on both ends of

the molecule) would be too costly in terms of the computing time required for complete

optimisation.

It is important to note that acetoin oxime anti-anti and syn-syn dimers were pre-

viously studied in 1997 by Rusinska-Roszak et al. using the semiempirical PM3 (Stewart,

1989) and ab initio Hartree-Fock method with the 6-31G(d,p) basis set. The authors

concluded that syn-hydroxyoximes tend to form cyclic dimers, while anti -isomers are

more likely to form linear dimers. In this study we are going to re-optimise acetoin oxime

dimers using the B3LYP and M06 methods and see if hydroxyoximes tend to olgomerise

to any extent by comparing the Gibbs free energies of dimerisation (from monomers),

trimerisation (from dimers) and tetramerisation (from trimers). Furthermore, Rusinska-

Roszak et al. (1997) used the 6-31G(d,p) basis set, however, according to Georgieva et

al. (2003), who studied oligomerisation between glyoxilic acid oxime molecules, the ef-

fect of the diffuse functions on the strength of hydrogen bonding interactions may be

significant. Therefore, another important aspect of this study is to consider this effect

as well as the effect of correction for BSSE on the strength of intermolecular interaction

via hydrogen bonding between aliphatic α-hydroxyoximes.

5.3.1 Thermodynamics of Syn/Anti Aceoin Oxime Dimerisation

Dimerisation between syn and anti isomers of acetoin oxime is the first process to be

described in this chapter. In order to determine whether it is possible or not to form a

dimer between two isomers of acetoin oxime in a non-polar solvent we can use thermody-

namic data derived from gas-phase calculations as a first approximation. The reaction

of acetoin oxime dimerisation can be simply represented by the following equation;

A + B� AB (5.1)

where A and B are two monomers of acetoin oxime and AB its dimer. Note that A=B

for the case of dimerisation between two anti or two syn acetoin oxime monomers, and

A 6=B when dimerisation is occuring between syn and anti acetoin oximes.

It should be noted that in order to convert the results derived from the gas-

phase calculations to those in a non-polar solvent we need to consider the statistical

thermodynamics corrections for the temperature effect along with the vibrational and

zero-point energy (ZPE). Therefore the ∆G363 of the acetoin oxime dimerisation process

in a non-polar solvent should be calculated as follows;
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∆G363
dim−n = (Eo + ZPEv +G363

v )dimer − 2× (Eo + ZPEv +G363
v )monomer (5.2)

where Gv is the vibrational correction to the Gibbs free energy (G363
v = H363

v − 363 ×
S363
v ); H363

v and S363
v are the vibrational corrections at 363 K to the enthalpy and

entropy, respectively; ZPEv is the zero-point vibrational energy and Eo is the total

electronic energy. Note that the final values of enthalpy and entropy corrections in most

quantum chemical software include all three constituents: vibrational, rotational and

translational. However, for these calculations we only need the vibrational contribution

as gas phase rotational and translational contributions are not appropriate to the liquid

state.

The energetics of both syn and anti isomers of acetoin oxime estimated at differ-

ent levels of theory were presented in the previous chapters of this thesis. If we look at

the lowest energy structures of the syn and anti acetoin oxime isomers shown in Figure

5.1 we can see that there are two donor centres (the hydroxyl group on carbon and the

oxime group) and three acceptors (two oxygen atoms and one nitrogen) for hydrogen

bonding. This means that there are many different types of dimers that can be formed.

Figure 5.1: The lowest energy structures of anti (left) and syn (right) acetoin oxime
isomers optimised at the B3LYP/6-31G(d,p) level of theory. Grey coloured atoms

represent carbon, red - oxygen, dark blue - nitrogen and white - hydrogen.

All possible dimers were constructed and divided into three different groups. The first

group represents acetoin oxime dimers formed between two anti isomers, the second one

mixed dimers formed between both syn and anti isomers, and the third group dimers

formed between two syn isomers.

In the literature (Georgieva et al., 2003; Gorce and Bahceli, 2011) it is recom-

mended to include diffuse functions for both hydrogen and heavy atoms when studying

oligomerisation processes. Therefore, it has been decided to perform calculations at

both B3LYP/6-31G(d,p) and B3LYP/6-31++G(d,p) levels of theory. Another impor-

tant thing to test, according to Bende et al. (2001), is the effect of BSSE on the

thermodynamics of the intermolecular hydrogen bonding process. Thermodynamic data
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estimated at the B3LYP/6-31G(d,p) and B3LYP/6-31++G(d,p) levels of theory corre-

sponding to the process of formation of different types of acetoin oxime dimers between

two anti isomers are given in Tables 5.1 and 5.2, respectively.

Table 5.1: Magnitude of BSSE correction (BSSE), enthalpies (∆HBSSE
dim-n) and Gibbs

free energies (∆GBSSE
dim-n ) in kJ/mol including BSSE correction for the acetoin oxime

dimerisation process between two anti isomers and free energy differences with BSSE
correction in kJ/mol between each optimised acetoin oxime dimer and the lowest energy
structure (∆∆GBSSE) calculated at the B3LYP/6-31G(d,p) level of theory at 298.15 K.

Anti -anti dimer
B3LYP/6-31G(d,p)

BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

COH-OC, NOH-N; COH-N 19.9 -4.5 -33.0 18.6

NOH-N; NOH-N 17.0 -14.5 -39.9 6.5

COH-ON; NOH-N 16.8 -10.5 -37.5 11.7

NOH-OC, COH-N; NOH-OC, COH-N 25.5 -12.4 -45.1 14.1

COH-OC 15.4 6.9 -20.1 31.4

NOH-N; NOH-ON 14.0 -1.5 -41.3 10.2

NOH-ON 12.3 0.2 -40.8 10.7

NOH-OC 10.6 -11.1 -51.6 0.0

Table 5.2: Magnitude of BSSE correction (BSSE), enthalpies (∆HBSSE
dim-n) and Gibbs

free energies (∆GBSSE
dim-n ) in kJ/mol including BSSE correction for the acetoin oxime

dimerisation process between two anti isomers and free energy differences with BSSE
correction in kJ/mol between each optimised acetoin oxime dimer and the lowest energy
structure (∆∆GBSSE) calculated at the B3LYP/6-31++G(d,p) level of theory at 298.15

K.

Anti -anti dimer
B3LYP/6-31++G(d,p)

BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

COH-OC, NOH-N; COH-N 4.4 -8.3 -32.5 13.4

NOH-OC, COH-N; NOH-OC, COH-N 4.1 -13.6 -44.6 1.4

NOH-N; NOH-N 4.0 -17.5 -46.0 0.0

COH-ON; NOH-N 3.4 -8.6 -19.6 26.4

COH-N; NOH-N 4.3 -6.1 -29.8 16.1

NOH-ON 3.3 -12.7 -27.5 18.4

NOH-OC 3.9 -22.8 -34.1 11.9
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Eight different types of dimer that could possibly be formed between two anti isomers of

acetoin oxime were optimised at the B3LYP/6-31G(d,p) level of theory and only seven

at the B3LYP/6-31++G(d,p) level. Note that the number of manually constructed

anti -anti dimers was higher than eight; however, during geometry optimisation some

structures were found to lead to one of the other minima represented in Tables 5.1 and

5.2. It should also be noted that the names of dimers are constructed in such a way that

if the donor groups (written before the dash sign “-”) forming intermolecular hydrogen

bond with corresponding acceptors (written after the dash sign “-”) belong to the same

molecule (isomer), the types of hydrogen bonds in the name of dimer are separated by a

comma and by a semicolon if the donor groups are from another molecule. For instance,

in a COH-OC, NOH-N; COH-N anti-anti acetoin oxime dimer the COH hydroxyl and

NOH oxime groups of the first anti acetoin oxime isomer form two hydrogen bonds with

OC and N acceptors of the second molecule, respectively, while the COH donor group

of the second anti isomer is bonded to the N acceptor of the first molecule. In the first

two types of hydrogen bond both donors belong to the same molecule, therefore, they

are separated by a comma, while the donors in the NOH-N and COH-N hydrogen bonds

belong to different molecules and, therefore these types of hydrogen bonds are separated

by the semicolon.

As can be seen from Tables 5.1 and 5.2, the B3LYP/6-31G(d,p) level predicts

the NOH-OC anti-anti acetoin oxime dimer to be the lowest energy structure followed

by NOH-N; NOH-N, while the NOH-N; NOH-N structure was predicted to be the most

stable at the B3LYP/6-31++G(d,p) level followed by NOH-OC, COH-N; NOH-OC,

COH-N. It is interesting to note that the Gibbs free energy difference between NOH-

OC and NOH-N; NOH-N dimer structures calculated at the B3LYP/6-31G(d,p) level

is 6.5 kJ/mol, which gives quite a low probability of co-existence for these two dimers.

In contrast, the B3LYP/6-31++G(d,p) level of theory predicts co-existence of NOH-N;

NOH-N and NOH-OC, COH-N; NOH-OC, COH-N anti-anti acetoin oxime dimers, as

the predicted Gibbs free energy difference between them is only 1.4 kJ/mol. Another

observation is that if the Gibbs free energy differences between the lowest energy struc-

ture and each optimised acetoin oxime dimer are taken without BSSE correction, the

B3LYP/6-31G(d,p) level predicts NOH-OC, COH-N; NOH-OC, COH-N to be the lowest

energy structure for the anti-anti acetoin oxime dimer followed by NOH-N; NOH-N and

NOH-OC with just 0.8 kJ/mol difference. Graphical representations of the most stable

anti -anti acetoin oxime dimers are depicted in Figure 5.2.
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Figure 5.2: The lowest energy structures of anti -anti acetoin oxime dimers optimised
at the B3LYP/6-31++G(d,p) (a and b) and B3LYP/6-31G(d,p) (c) levels of theory.
Grey coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and white -
hydrogen. Dotted yellow lines represent inter- and intra-molecular hydrogen bonding.

Note that in case of calculations at the B3LYP/6-31++G(d,p) level, the exclusion of

the BSSE correction does not change the trend of dimer stabilities shown in Table 5.2.

Furthermore, the magnitude of BSSE correction is significantly lower as compared to

that at the B3LYP/6-31G(d,p) level. This means that in this instance B3LYP calcu-

lations with 6-31++G(d,p) basis set are most likely to be more accurate and therefore

more trustworthy.

The first conclusion which can be drawn based on the above results is that the

number of intermolecular hydrogen bonds is not the determining factor for the stability

of the dimers formed, since if it was then the “COH-OC, NOH-N; COH-N” configura-

tion would be expected to be more stable than both “NOH-OC” and “NOH-N; NOH-N”

anti-anti acetoin oxime dimers. However, according to the B3LYP/6-31G(d,p) calcu-

lations “NOH-OC” is the most stable configuration, while according to the B3LYP/6-

31++G(d,p) calculations the lowest energy configuration is the “NOH-N; NOH-N” one.

This means that the type of inter-molecular hydrogen bonding is the determining fac-

tor for anti-anti acetoin oxime dimer stability and not the number of hydrogen bonds.

However, it is interesting to note that if the BSSE correction is not considered, both



Chapter 5. DFT Study of Hydroxyoxime Oligomerisation 126

Table 5.3: Magnitude of BSSE correction (BSSE), enthalpies (∆HBSSE
dim-n) and Gibbs

free energies (∆GBSSE
dim-n ) in kJ/mol including BSSE correction for the acetoin oxime

dimerisation process between anti and syn isomers and free energy differences with
BSSE correction in kJ/mol between each optimised acetoin oxime dimer and the lowest
energy structure (∆∆GBSSE) calculated at the B3LYP/6-31G(d,p) level of theory at

298.15 K.

Anti -syn dimer
B3LYP/6-31G(d,p)

BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

sNOH-OC 10.5 -16.8 -45.4 9.3

sNOH-N; aNOH-N 14.6 -24.8 -54.7 0.0

sNOH-N; aCOH-N 16.1 -13.8 -42.9 11.8

sNOH-ON 12.5 -2.7 -38.0 16.7

sCOH-N; aCOH-OC, NOH-ON 28.7 10.3 -19.1 35.6

aNOH-ON; sCOH-ON 16.4 8.5 -24.9 29.8

sNOH-OC, COH-N; aNOH-OC 23.5 -3.7 -33.6 21.1

aNOH-OC 18.6 -8.7 -39.1 15.5

sCOH-OC, NOH-N; aCOH-ON 28.6 19.4 -2.5 52.2

aCOH-OC 16.4 8.7 -25.5 29.2

B3LYP/6-31G(d,p) and B3LYP/6-31++G(d,p) methods provide very similar results.

Therefore, as compared to the B3LYP/6-31++G(d,p) level of theory, the BSSE cor-

rection has an adverse effect on the results provided by B3LYP calculations using the

6-31G(d,p) basis set. However, it is highly recommended in the literature (Bende, 2010)

to use BSSE when studying oligomers. This means that the 6-31G(d,p) basis set is not

appropriate for studying hydroxyoxime oligomerisation processes, which agrees well with

the literature (Sahu, 2004; Papajak and Truhlar, 2010), where it is highly recommended

to include diffuse functions for both hydrogen and heavy atoms.

To strengthen this conclusion we are going to look at the thermodynamics of

acetoin oxime dimerisation between both syn and anti isomers and also two syn-acetoin

oximes calculated using the B3LYP hybrid DFT functional with both 6-31G(d,p) (Ta-

bles 5.3 and 5.4) and 6-31++G(d,p) (Tables 5.5 and 5.6) basis sets, with and without

BSSE correction2. In contrast to acetoin oxime dimerisation between two anti isomers,

when the syn-acetoin oxime is introduced to the system the relative (to the lowest energy

structure) energetics of different types of formed dimers between syn and anti and/or

two syn isomers are similarly described using both 6-31G(d,p) and 6-31++G(d,p) basis

2Note that “s” and “a” letters standing before the donor groups in notations of dimers in Tables 5.3
and 5.5 indicate the isomers (syn and anti, respectively) to which they belong.
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Table 5.4: Magnitude of BSSE correction (BSSE), enthalpies (∆HBSSE
dim-n) and Gibbs

free energies (∆GBSSE
dim-n ) in kJ/mol including BSSE correction for the acetoin oxime

dimerisation process between two syn isomers and free energy differences with BSSE
correction in kJ/mol between each optimised acetoin oxime dimer and the lowest energy
structure (∆∆GBSSE) calculated at the B3LYP/6-31G(d,p) level of theory at 298.15 K.

Syn-Syn dimer
B3LYP/6-31G(d,p)

BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

NOH-N 13.0 -9.5 -46.4 19.7

NOH-OC; NOH-N 19.3 -10.7 -41.4 24.7

NOH-ON; COH-ON 18.4 10.6 -23.7 42.4

NOH-OC; NOH-OC 27.5 -6.2 -32.6 33.5

COH-OC 19.5 9.1 -26.7 39.4

NOH-ON; COH-N 16.9 -0.5 -41.0 25.2

NOH-N; NOH-N 12.2 -35.1 -66.1 0.0

NOH-OC 11.6 -14.5 -51.5 14.6

Table 5.5: Magnitude of BSSE correction (BSSE), enthalpies (∆HBSSE
dim-n) and Gibbs

free energies (∆GBSSE
dim-n ) in kJ/mol including BSSE correction for the acetoin oxime

dimerisation process between two syn isomers and free energy differences with BSSE
correction in kJ/mol between each optimised acetoin oxime dimer and the lowest energy
structure (∆∆GBSSE) calculated at the B3LYP/6-31++G(d,p) level of theory at 298.15

K.

Anti -syn dimer
B3LYP/6-31++G(d,p)

BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

sNOH-OC 3.8 -25.0 -34.8 16.1

sNOH-N; aNOH-N 3.8 -22.5 -50.9 0.0

sNOH-N; aCOH-N 4.0 -13.6 -41.3 9.6

sNOH-ON; aNOH-N 2.9 -24.5 -28.4 22.5

sCOH-N; aCOH-OC, NOH-ON 4.4 5.0 -23.5 27.4

aNOH-OC 3.9 -10.0 -43.3 7.6

sCOH-OC; aCOH-ON 4.5 11.8 -24.2 26.7

aCOH-OC 2.2 0.9 -22.8 28.1
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Table 5.6: Magnitude of BSSE correction, enthalpies and Gibbs free energies (kJ/mol)
for the acetoin oxime dimerisation process between two syn isomers and free energy
differences between each optimised acetoin oxime dimer and the lowest energy structure
of this type calculated at the B3LYP/6-31++G(d,p) level of theory at 298.15 K with

BSSE correction.

Syn-syn dimer
B3LYP/6-31++G(d,p)

∆BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

NOH-N 2.6 -23.3 -34.0 21.3

NOH-ON; COH-ON 4.6 10.3 -21.6 33.7

COH-OC 2.2 2.1 -34.2 21.0

NOH-ON; COH-N 4.6 0.8 -28.6 26.7

NOH-N; NOH-N 3.5 -40.6 -55.3 0.0

NOH-OC 3.6 -16.5 -44.8 10.4

sets. As can be seen from Tables 5.3, 5.4, 5.5 and 5.6, the NOH-N; NOH-N type of

dimer was estimated to be the most stable configuration for both anti/syn and syn/syn

combinations according to the calculation at both levels of theory. The NOH-OC dimer

was predicted to be the next most stable configuration. However, it is interesting to

note that according to the B3LYP/6-31G(d,p) calculations this type of intermolecular

bonding is stronger if the NOH donor group of syn-acetoin oxime is bonded to the OC

acceptor of the anti isomer, while the B3LYP/6-31++G(d,p) calculations show us that

the NOH-OC dimer will be stronger if the NOH donor group in it belongs to the anti -

acetoin oxime. It can be seen that the inclusion of BSSE correction still gives a very

significant effect on the stabilities of some anti/syn and syn/syn dimer configurations

calculated at the B3LYP/6-31G(d,p) level of theory.

It would be informative if we answered the question of why the magnitude of

BSSE correction estimated at the B3LYP/6-31G(d,p) level of theory is higher for some

acetoin oxime dimers and lower for others? To answer this question we should first look

at the hydrogen bond distances of the dimers for which the BSSE correction has the

lowest and highest values at the B3LYP/6-31G(d,p) level of theory and compare them

with the distances of the corresponding dimers calculated at the B3LYP/6-31++G(d,p)

level. From Table 5.1 it can be seen that the NOH-OC, COH-N; NOH-OC, COH-N

structure of the anti/anti -acetoin oxime has the largest value for the BSSE. The low-

est BSSE value calculated at the B3LYP/6-31G(d,p) level of theory corresponds to the

NOH-OC anti/anti dimer. The structures of these two afore-mentioned dimers, with

the lengths of intermolecular hydrogen bonds are shown in Figure 5.3. In the anti/syn

group of acetoin oxime dimers the sNOH-OC has the lowest and sCOH-N; aCOH-OC,
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NOH-ON the highest magnitude of BSSE calculated at the B3LYP/6-31G(d,p) level of

theory (Figure 5.4). In the syn/syn group of acetoin oxime dimers the NOH-OC has

the lowest and NOH-OC; NOH-OC the highest magnitude of BSSE calculated at the

B3LYP/6-31G(d,p) level of theory. However, it should be noted that NOH-OC; NOH-

OC dimer was not optimised at the B3LYP/6-31++G(d,p) level of theory (NOH-OC

minimum was located after relaxed optimisation of NOH-OC; NOH-OC configuration).

Therefore we are taking COH-OC structure instead as it has the highest value of BSSE

next to the NOH-OC; NOH-OC structure. The structures of the COH-OC and NOH-OC

dimers with the lengths of intermolecular hydrogen bonds estimated using the B3LYP

hybrid method with both 6-31G(d,p) and 6-31++G(d.p) basis sets are shown in Figure

5.5.

Figure 5.3: Graphical representation of NOH-OC (left) and NOH-OC, COH-N; NOH-
OC, COH-N (right) anti/anti -acetoin oxime dimers with hydrogen bond distances in
angstroms (Å) calculated at the B3LYP/6-31G(d,p) (red numbers) and B3LYP/6-
31++G(d,p) (blue numbers) levels of theory. Grey coloured atoms represent carbon,
red - oxygen, dark blue - nitrogen and white - hydrogen. Dotted yellow lines represent

inter- and intra-molecular hydrogen bonding.

It looks like the B3LYP/6-31G(d,p) method gives similar results with the B3LYP/6-

31++G(d,p) one in case when the dimers are formed via single inter-molecular hy-

drogen bond3. However, when the dimer is formed with multiple hydrogen bonds the

situation is more complicated and it becomes a bit more challenging to explain why the

3Except the case of COH-OC syn/syn dimer where the intra-molecular bond in donor (when forming
dimer) monomer is significantly overestimated as compared to the B3LYP/6-31++G(d,p) results.
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Figure 5.4: Graphical representation of sNOH-OC (left) and sCOH-N; aCOH-OC,
NOH-ON (right) anti/syn-acetoin oxime dimers with hydrogen bond distances in
angstroms (Å) calculated at the B3LYP/6-31G(d,p) (red numbers) and B3LYP/6-
31++G(d,p) (blue numbers) levels of theory. Grey coloured atoms represent carbon,
red - oxygen, dark blue - nitrogen and white - hydrogen. Dotted yellow lines represent

inter- and intra-molecular hydrogen bonding.

B3LYP/6-31G(d,p) method gives worse description of these systems as compared to the

B3LYP/6-31++G(d,p) one. According to Jeffrey (1997), the hydrogen bond interaction

is considered strong if the bond length is less than or equal to 2.2 Å, and weak if the

length is more than 2.2 Å. As can be seen from Figures 5.3, 5.4 and 5.5, the B3LYP/6-

31G(d,p) method underestimates the hydrogen bond distances for strong interaction

(when donor acceptor distances are less than or equal to 2.2Å) and overestimates them,

respectively, in case of weak hydrogen bond interaction (when the donor-acceptor dis-

tances are higher than 2.2Å) as compared to the B3LYP/6-31++G(d,p) calculations.

It is interesting to note that this was found to be the case for inter-molecular hydro-

gen bonding when the number of hydrogen bonds is more than one. However, for

all the intra- and inter-molecular interactions where an oligomer is formed by binding

monomers with a single hydrogen bond, the length of these bonds are nearly equal in

both B3LYP/6-31G(d,p) and B3LYP/6-31++G(d,p) methods. By looking at the over-

all picture of acetoin oxime dimerisation estimated at the B3LYP/6-31G(d,p) level of

theory it seems like the BSSE value is higher for those dimers in which the hydroxyl

group on a carbon atom (-COH) plays the role of donor in the intermolecular interac-

tion. This means that the accuracy in modelling of the oligomerisation process using

B3LYP/6-31G(d,p) highly depends on the nature (types of intra-/inter-molecular inter-

actions) of the oligomers formed and therefore is not recommended for this purpose. The
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Figure 5.5: Graphical representation of NOH-OC (left) and COH-OC (right) syn/syn-
acetoin oxime dimers with hydrogen bond distances in angstroms (Å) calculated at the
B3LYP/6-31G(d,p) (red numbers) and B3LYP/6-31++G(d,p) (blue numbers) levels of
theory. Grey coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and
white - hydrogen. Dotted yellow lines represent inter- and intra-molecular hydrogen

bonding.

magnitude of the BSSEs in B3LYP/6-31++G(d,p) calculations are significantly lower

than those for B3LYP/6-31G(d,p). Therefore we choose to continue our modelling of

hydroxyoxime oligomerisation using only the B3LYP/6-31++G(d,p) method.

In the study of the effect of the size of hydrocarbon side-chains on the syn/anti

hydroxyoxime equilibrium it was shown that the experimentally measured syn/anti equi-

librium of the LIX63 main component is better described by modelling the equilibrium

between syn and anti isomers of 2,5-dimethyl-4-hydroxy-hexan-3-oxime, where the R

groups are equal to C3H7 on both ends of the molecule. The effect of the size of hy-

drocarbon side-chains on the dimerisation process may also be significant and although

we are limited in computer resources for modelling of higher order oligomers (trimers,

tertramers etc.) formed between 2,5-dimethyl-4-hydroxy-hexan-3-oxime molecules, it is

of great interest to examine this effect at least for the case of the dimerisation pro-

cess. Thermodynamic data for the dimerisation process between different isomers of

2,5-dimethyl-4-hydroxy-hexan-3-oxime calculated at the B3LYP/6-31++G(d,p) level of

theory are shown in Tables 5.7, 5.8 and 5.9. As can be seen, the relative energetics of

anti/anti, syn/anti and syn/syn dimers, as well as the thermodynamics of 2,5-dimethyl-

4-hydroxy-hexan-3-oxime dimerisation are very similar to those of acetoin oxime (as
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Table 5.7: Magnitude of BSSE correction, enthalpies, Gibbs free energies (kJ/mol)
for the 2,5-dimethyl-4-hydroxy-hexan-3-oxime dimerisation process between two anti
isomers and free energy differences between each optimised 2,5-dimethyl-4-hydroxy-
hexan-3-oxime dimer and the lowest energy structure of this type calculated at the

B3LYP/6-31++G(d,p) level of theory at 298.15 K with BSSE correction.

Anti -anti dimer
B3LYP/6-31++G(d,p)

BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

COH-OC, NOH-N; COH-N 3.8 -6.4 -39.8 10.1

NOH-OC, COH-N; NOH-OC, COH-N 4.4 -10.5 -49.7 2.7

NOH-N; NOH-N 3.1 -19.5 -56.1 0.0

COH-ON; NOH-N 4.2 -9.4 -27.6 24.5

COH-N; NOH-N 4.1 -6.1 -31.8 14.1

NOH-ON 3.9 -9.5 -32.3 17.1

NOH-OC 4.4 -24.9 -38.9 10.5

Table 5.8: Magnitude of BSSE correction, enthalpies, Gibbs free energies (kJ/mol) for
the 2,5-dimethyl-4-hydroxy-hexan-3-oxime dimerisation process between anti and syn
isomers and free energy differences between each optimised 2,5-dimethyl-4-hydroxy-
hexan-3-oxime dimer and the lowest energy structure of this type calculated at the

B3LYP/6-31++G(d,p) level of theory at 298.15 K with BSSE correction.

Anti -syn dimer
B3LYP/6-31++G(d,p)

BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

sNOH-OC 4.4 -22.1 -39.1 14.1

sNOH-N; aNOH-N 3.5 -20.5 -54.0 0.0

sNOH-N; aCOH-N 3.9 -15.7 -42.6 10.2

sNOH-ON; aNOH-N 5.0 -21.8 -32.4 21.4

sCOH-N; aCOH-OC, NOH-ON 3.8 9.1 -25.1 23.8

aNOH-OC 4.4 -8.4 -48.6 8.1

sCOH-OC; aCOH-ON 4.2 15.1 -26.0 24.6

aCOH-OC 3.7 3.2 -24.6 25.0
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Table 5.9: Magnitude of BSSE correction, enthalpies, Gibbs free energies (kJ/mol)
for the 2,5-dimethyl-4-hydroxy-hexan-3-oxime dimerisation process between two syn
isomers and free energy differences between each optimised 2,5-dimethyl-4-hydroxy-
hexan-3-oxime dimer and the lowest energy structure of this type calculated at the

B3LYP/6-31++G(d,p) level of theory at 298.15 K with BSSE correction.

Syn-syn dimer
B3LYP/6-31++G(d,p)

∆BSSE ∆HBSSE
dim-n ∆GBSSE

dim-n ∆∆GBSSE

NOH-N 3.1 -20.0 -36.2 19.0

NOH-ON; COH-ON 5.2 14.1 -25.1 29.8

COH-OC 4.2 5.4 -38.2 20.1

NOH-ON; COH-N 3.5 3.2 -31.8 25.4

NOH-N; NOH-N 4.4 -37.1 -57.2 0.0

NOH-OC 3.9 -11.5 -48.7 9.2

compared to the data shown in Tables 5.2, 5.5 and 5.6). Moreover, similar to acetoin

oxime, the NOH-N; NOH-N structure was found to be the minimum for each type of 2,5-

dimethyl-4-hydroxy-hexan-3-oxime dimer (anti/anti, syn/anti and syn/syn). Therefore

at this stage we can conclude that there is no significant effect of the size of a hydrocar-

bon side-chains on the thermodynamics of hydroxyoxime oligomerisation.

It is clear from this study that hydroxyoximes easily form the dimers at 298.15

K when present in a non-polar solution at high concentrations and therefore our next

step is to see whether oligomerisation continues to a larger extent or if the dimers are

the most favourable form of hydroxyoximes at these conditions.

5.3.2 Thermodynamics of Formation of Acetoin Oxime Trimers

According to calculations at the B3LYP/6-31++G(d,p) level of theory, the most stable

acetoin oxime dimers are those in which isomers are bonded via NOH-N and NOH-

OC intermolecular hydrogen bonding. In particular the NOH-N; NOH-N acetoin oxime

dimer was shown to be the most stable for each of three combinations between syn and

anti isomers: anti/anti, anti/syn and syn/syn. The NOH-OC configuration has the

closest energetics with the NOH-N; NOH-N acetoin oxime dimer amongst the others.

As can be seen from Tables 5.2, 5.5 and 5.6, the Gibbs free energy differences for acetoin

oxime dimerisation at the B3LYP/6-31++G(d,p) level of theory have large exothermic

values (greater than or equal to 19.6 kJ/mol). This shows that at normal conditions

syn and anti acetoin oxime tends to form the dimers (predominantly those of NOH-N;

NOH-N and NOH-OC types) to a large extent. As a next step it would be interesting
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to see if hydroxyoximes exist in the form of wholly as dimers at normal conditions or

tend to form trimers and/or even higher order oligomers.

The possibility of trimer formation at 298.15 K can be determined in a similar

way as was estimated for the dimers in the previous subsection by calculating the differ-

ence in Gibbs free energies of trimer and a sum of three corresponding monomers. To

see if the trimers of acetoin oxime are more stable than its dimers we need to estimate

the Gibbs free energy for acetoin trimer formation from its dimers. Note that the trimer

can also be formed by adding one monomer to a dimer. However, in this case we want

to compare the stabilities of dimers and trimers, therefore we are going to consider the

process of acetoin oxime trimerisation as follows;

3AA� 2AAA (5.3)

where A is an acetoin oxime isomer (syn or anti), AA is a dimer of acetoin oxime and

AAA is its trimer. Note that a mixture of trimers with various combinations of syn and

anti isomers could be a product of the above reaction. Therefore in order to esimate the

probability of the presence of each type of acetoin oxime trimer in a mixture we need

to consider all possible combinations between syn and anti isomers that could be used

to form the trimer. In total there are four groups of acetoin oxime trimers which can

be constructed. These groups include: trimers formed from anti isomers only; from one

syn and two anti acetoin oxime isomers, from one anti and two syn isomers, and from

syn-acetoin oximes only.

Due to time and computer constraints, we were not able to study the whole

potential energy surface for each group of trimers (as we did for dimers). Therefore,

we assumed that if the trimers are formed from the most stable NOH-N; NOH-N and

NOH-OC dimer types, the resulting structures should be expected to be analogous -

NOH-N; NOH-N; NOH-N and NOH-OC; NOH-OC; NOH-OC4. As before, in order to

convert the results derived from the gas-phase calculations to the corresponding data in

a non-polar solvent we have to consider the statistical thermodynamics corrections for

the effect of temperature along with the vibrational zero-point energy (ZPE).

In the study of the thermodynamics of acetoin oxime dimerisation it was shown

that B3LYP/6-31++G(d,p) gives a better description of intermolecular hydrogen bond-

ing than B3LYP/6-31G(d,p). Therefore it was decided to perform all following calcula-

tions of higher order oligomers using the B3LYP hybrid method with the 6-31++G(d,p)

basis set. It was also shown that the magnitude of the BSSE correction is quite sig-

nificant in some cases; therefore, it is also very important to include it in studying the

thermodynamics of trimer formation from acetoin oxime dimers. The Gibbs free energy

4Note that both types of acetoin oxime trimers have cyclic structure.
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Table 5.10: Free energy differences between the lowest energy structure and each
optimised acetoin oxime trimer (kJ/mol), Gibbs free energies of trimer formation from
acetoin oxime monomers, mixture of monomers and dimers, and pure dimers calculated
at the B3LYP/6-31++G(d,p) level of theory at 298.15 K (kJ/mol). Note that all values

were corrected for BSSE.

Trimer
B3LYP/6-31++G(d,p)

∆∆G ∆Gmon
trim-n ∆Gmon+dim

trim-n ∆Gdim
trim-n

aNOH-N; aNOH-N; aNOH-N 33.1 -75.8 -29.8 -13.7

aNOH-OC; aNOH-OC; aNOH-OC 0.0 -108.9 -64.3 -84.0

sNOH-N; aNOH-N; aNOH-N 32.2 -89.2 -38.3 -30.6

sNOH-OC; aNOH-OC; aNOH-OC 15.9 -105.5 -62.2 -88.3

sNOH-N; sNOH-N; aNOH-N 29.3 -104.6 -53.7 -52.1

sNOH-OC; sNOH-OC; aNOH-OC 24.6 -109.2 -74.4 -85.1

sNOH-N; sNOH-N; sNOH-N 27.7 -118.6 -63.3 -71.4

sNOH-OC; sNOH-OC; sNOH-OC 49.8 -96.6 -51.7 -58.6

differences corrected for BSSE between acetoin oxime trimers and the lowest energy

structure, and thermodynamics (also corrected for BSSE) of trimerisation from the cor-

responding monomers, combination of dimers and monomers, and from dimers only at

298.15 K are shown in Table 5.10. As can be seen, no matter in which form the initial

concentrated mixture of syn and anti acetoin oximes is taken (the mixture of monomers

and/or dimers), the trimers are most likely to be formed at normal conditions in a non-

polar aliphatic solvent. If we look at the first column of Table 5.10, which shows the

Gibbs free energy differences between each conformer and the lowest energy structure,

we will see that in contrast to acetoin oxime dimers, trimers with NOH-OC intermolec-

ular hydrogen bonding are more stable for each group of trimers except the one in which

the acetoin oxime trimer is constructed from three syn isomers (sNOH-OC; sNOH-OC;

sNOH-OC). For the syn/syn/syn group of trimers, the sNOH-N; sNOH-N; sNOH-N

structure is significantly more stable than corresponding trimer with the NOH-OC type

of inter-molecular hydrogen bonding. In other words, the presence of the syn isomer

increases the stability of the NOH-N; NOH-N; NOH-N type of trimer and decreases the

stability of the NOH-OC; NOH-OC; NOH-OC trimer. A graphical representation of

the minima for NOH-N; NOH-N; NOH-N and NOH-OC; NOH-OC; NOH-OC types of

acetoin oxime trimers are shown in Figure 5.6.
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Figure 5.6: Graphical representation of aNOH-OC; aNOH-OC; aNOH-OC (left) and
sNOH-N; sNOH-N; sNOH-N (right) acetoin oxime trimers optimised at the B3LYP/6-
31++G(d,p) levels of theory. Grey coloured atoms represent carbon, red - oxygen,
dark blue - nitrogen and white - hydrogen. Dotted yellow lines represent inter- and

intra-molecular hydrogen bonding.

According to the results of the current modelling, the above structures are the lowest

energy structures of anti/anti/anti and syn/syn/syn acetoin oxime trimers. However, it

may not be possible to form these structures in the real system of LIX63 hydroxyoxime

as the R groups of 5,8-diethyl-7-hydroxydodecan-6-oxime are quite large (equal to C7H15

on both ends of the molecule) and therefore inter-molecular repulsion forces arising be-

tween these groups may prevent the formation of these structures. Unfortunately, we

cannot afford to optimise the anti/anti/anti and syn/syn/syn trimers of 5,8-diethyl-7-

hydroxydodecan-6-oxime at the B3LYP/6-31++G(d,p) level of theory, however at this

point we are interested in estimation of the possibility of formation of these trimers

and not in their relative energetics and/or thermodynamics of their formation from

dimers and or monomers. Therefore, we can use a semi-empirical method like PM6 to

perform these calculations. When optimised with PM6, the NOH-N; NOH-N; NOH-N

and NOH-OC; NOH-OC; NOH-OC structures of anti/anti/anti and syn/syn/syn 5,8-

diethyl-7-hydroxydodecan-6-oxime trimers are shown in Figure 5.7. Note that the PM6

method predicts relatively similar energetics for NOH-N; NOH-N; NOH-N and NOH-

OC; NOH-OC; NOH-OC structures of anti/anti/anti and syn/syn/syn 5,8-diethyl-7-

hydroxydodecan-6-oxime trimers with the magnitude of the Gibbs free energy difference

not exceeding 2.5 kJ/mol. Although, the thermodynamics estimated at the PM6 level

of theory are not expected to be reliable, it can be seen from Figure 5.7 that NOH-N;

NOH-N; NOH-N and NOH-OC; NOH-OC; NOH-OC structures can be formed between

syn and/or anti isomers of LIX63 hydroxyoxime.
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Figure 5.7: Graphical representation of aNOH-N; aNOH-N; aNOH-N (a), aNOH-OC;
aNOH-OC; aNOH-OC (b), sNOH-N; sNOH-N; sNOH-N (c) and sNOH-OC; sNOH-
OC; sNOH-OC (d) LIX63 trimers optimised with PM6 semi-empirical method. Grey
coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydro-

gen. Dotted yellow lines represent inter- and intra-molecular hydrogen bonds.

Even though it is clear at this stage that hydroxyoximes tend to oligomerise to a large

extent we need to see if there is an increase in binding energy going from trimers to

tetramers and if so we need to determine how significant this is. This will be examined

in the next section.

5.3.3 Thermodynamics of Formation of Aceoin Oxime Tetramers

In order to understand if the tetramers of acetoin oxime are more stable than its trimers

we need to estimate the Gibbs free energy for their formation. The tetramer can be

formed by adding a monomer to a trimer or from two dimers or by combining four

monomers. In addition to these reactions we also want to compare the relative stabilities

of trimers and tetramers. Therefore we are also going to estimate the thermodynamics
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Figure 5.8: Graphical representation of (1)aNOH-N; aNOH-N; aNOH-N; aNOH-N
(left) and (2)aNOH-N; aNOH-N; aNOH-N; aNOH-N (right) acetoin oxime tetramers.
Grey coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and white -
hydrogen. Dotted yellow lines represent inter- and intra-molecular hydrogen bonding.

of the process given below;

4AAA� 3AAAA (5.4)

where A is acetoin oxime isomer (syn or anti), AAA is a trimer of acetoin oxime and

AAAA is its tetramer. Note that a mixture of both syn and anti acetoin oxime isomers

would be present in the real mixture. This means that tetramers containing both iso-

mers could be formed and therefore, similar to the previous subsection, we must consider

all possible combinations between syn and anti isomers that could be used to form the

tetramer in order to estimate the probability of the presence of each type of acetoin

oxime tetramer. In total, there are five different combinations of syn and anti isomers

of acetoin oxime to look at: 1) 4 anti isomers of acetoin oxime, 2) 3 anti and 1 syn

isomer, 3) 2 anti and 2 syn isomers, 4) 1 anti and 3 syn isomers and 5) 4 syn isomers

of acetoin oxime.

Two types of intermolecular hydrogen binding similar to those used to form the

trimers of acetoin oxime, namely NOH-N and NOH-OC, were used to construct the

tetramers between two isomers of acetoin oxime. All possible combinations between syn

and anti isomers were used to form these two types of tetramers. It is interesting to note

that the aNOH-N; aNOH-N; aNOH-N; aNOH-N type of tetramer may exist in two dif-

ferent forms: (1) and (2). If we look at Figure 5.8 where the structures of anti -acetoin

oximes are shown, it can be seen how these two forms can be easily inter-converted

between one another by breaking the NOH· · ·N hydrogen bond with the neighbouring

molecule and forming the same type of hydrogen bond with the opposite one, leading

to two NOH-N; NOH-N dimers (where one is lying one on top of another) connected

via COH-ON inter-molecular hydrogen bonding. Thermodynamic data for the acetoin
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Table 5.11: Magnitude of BSSE correction, free energy differences between the lowest
energy structure and each optimised acetoin oxime tetramer, enthalpies and Gibbs free
energies of tetramers formation from acetoin oxime trimers calculated at the B3LYP/6-

31++G(d,p) level of theory at 298.15 K.

Tetramer
B3LYP/6-31++G(d,p)

∆∆G ∆Gdim
trim-n ∆Gtr+mon

trim-n ∆Gtrim
trim-n

(1) aNOH-N; aNOH-N; aNOH-N; aNOH-N 50.4 -22.4 -38.6 -39.9

aNOH-OC; aNOH-OC; aNOH-OC; aNOH-OC 0.0 -75.5 -55.8 -58.5

(2) aNOH-N; aNOH-N; aNOH-N; aNOH-N 53.8 -19.0 -35.1 -29.5

(1) sNOH-N; aNOH-N; aNOH-N; aNOH-N 48.8 -31.5 -39.2 -41.8

sNOH-OC; aNOH-OC; aNOH-OC; aNOH-OC 6.7 -82.6 -65.0 -86.0

(2) sNOH-N; aNOH-N; aNOH-N; aNOH-N 49.4 -30.9 -38.6 -40.0

(1) sNOH-N; sNOH-N; aNOH-N; aNOH-N 47.2 -40.7 -37.9 -39.8

sNOH-OC; sNOH-OC; aNOH-OC; aNOH-OC 19.0 -84.1 -61.4 -82.5

(2) sNOH-N; sNOH-N; aNOH-N; aNOH-N 48.2 -39.7 -36.9 -36.8

(1) sNOH-N; aNOH-N; sNOH-N; aNOH-N 51.2 -36.6 -33.9 -27.8

sNOH-OC; aNOH-OC; sNOH-OC; aNOH-OC 20.7 -82.5 -59.8 -77.5

(2) sNOH-N; aNOH-N; sNOH-N; aNOH-N 54.2 -33.7 -30.9 -18.8

(1) sNOH-N; sNOH-N; sNOH-N; aNOH-N 45.9 -50.0 -37.6 -36.3

sNOH-OC; sNOH-OC; sNOH-OC; aNOH-OC 30.8 -83.2 -40.9 -89.8

(2) sNOH-N; sNOH-N; sNOH-N; aNOH-N 47.6 -48.3 -35.9 -31.2

(1) sNOH-N; sNOH-N; sNOH-N; sNOH-N 39.1 -64.9 -56.9 -52.1

sNOH-OC; sNOH-OC; sNOH-OC; sNOH-OC 44.7 -80.2 -73.3 -123.4

(2) sNOH-N; sNOH-N; sNOH-N; sNOH-N 41.9 -62.1 -54.1 -43.7

oxime tetramers calculated at the B3LYP/6-31++G(d,p) level of theory is given in Ta-

ble 5.11. As can be seen from Table 5.11, the NOH-OC type of intermolecular hydrogen

bonding still produces the lowest energy structure of the acetoin oxime tetramer as

compared to its trimer. Similar to the trimers, the stability of the NOH-N; NOH-N;

NOH-N; NOH-N type of tetramer is increased when the number of syn-isomers present

in the system is increased. For the case when the tetramer is constructed from syn-

isomers only, the NOH-N; NOH-N; NOH-N; NOH-N structure is more stable than the

NOH-OC; NOH-OC; NOH-OC; NOH-OC one. A graphical representation of the lowest

energy aNOH-OC; aNOH-OC; aNOH-OC; aNOH-OC and sNOH-N; sNOH-N; sNOH-N;
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sNOH-N structures of anti/anti/anti/anti and syn/syn/syn/syn acetoin oxime tetramers

optimised with the B3LYP/6-31++G(d,p) method is shown in Figure 5.9.

Figure 5.9: Graphical representation of (1)aNOH-OC; aNOH-OC; aNOH-OC; aNOH-
OC (left) and sNOH-N; sNOH-N; sNOH-N; sNOH-N (right) lowest energy structures
of anti/anti/anti/anti and syn/syn/syn/syn acetoin oxime tetramers, respectively, op-
timised at the B3LYP/6-31++G(d,p) levels of theory. Grey coloured atoms represent
carbon, red - oxygen, dark blue - nitrogen and white - hydrogen. Dotted yellow lines

represent inter- and intra-molecular hydrogen bonding.

As can be seen from Table 5.11, the Gibbs free energy of acetoin oxime tetramerisa-

tion from dimers, trimers and a mixture of trimers and monomers have large negative

values, which shows that at normal conditions syn and anti isomers of acetoin oxime

tend to form higher order oligomers with NOH-N and NOH-OC types of intermolecular

interactions. As before it would be also quite useful to check whether it is possible

to construct these structure types using syn and anti isomers of LIX63 hydroxyoxime.

Optimised with PM6, the NOH-N; NOH-N; NOH-N; NOH-N and NOH-OC; NOH-OC;

NOH-OC; NOH-OC structures of anti/anti/anti/anti and syn/syn/syn/syn 5,8-diethyl-

7-hydroxydodecan-6-oxime tetramers are shown in Figure 5.10. As can be seen, it is

sterically possible to form these types of tetramers using the real molecules of syn and

anti LIX63 hydroxyoxime.

It would be interesting to see the further equilibrium between acetoin oxime

tetramers and its pentamers. The Gibbs free energy for adding monomer to dimer is

more negative than adding to trimer and it could be further increased for the case of

adding monomer to the tetramer that would indicate the extant to which acetoin oximes

tend to oligomerise at certain conditions, but unfortunately we are note able to perform

this calculation as part of the current study. However, it should be noted that the shift of

equilibrium between higher and lower order oligomers to the side of higher order acetoin
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Figure 5.10: Graphical representation of aNOH-N; aNOH-N; aNOH-N; aNOH-N
(a), aNOH-OC; aNOH-OC; aNOH-OC; aNOH-OC (b), sNOH-N; sNOH-N; sNOH-N;
sNOH-N (c) and sNOH-OC; sNOH-OC; sNOH-OC; sNOH-OC (d) LIX63 tetramers
optimised with PM6 semi-empirical method. Grey coloured atoms represent carbon,
red - oxygen, dark blue - nitrogen and white - hydrogen. Dotted yellow lines represent

inter- and intra-molecular hydrogen bonds.

oxime oligomers is consistent for each of the three considered equilibria: Monomers �

Dimers, Dimers � Trimers and Trimers � Tetramers. This could be an indicator that

hydroxyoximes exist as a mixture of a long chain/circles oligomers bonded composed of

molecules of syn and/or anti isomers bonded via NOH-N and NOH-OC intermolecular

interactions.

Previously it was shown experimentally by studying the IR spectra of anti -

5,8-diethyl-7-hydroxydodecan-6-oxime in hexane (Figure 4.10) that hydroxyoximes ex-

hibit strong intermolecular interactions via hydrogen bonding in a non-polar aliphatic

solvent. It is now of interest to compare the experimental spectra of anti -5,8-diethyl-

7-hydroxydodecan-6-oxime with the computationally derived IR spectra of three anti -

acetoin oxime tetramers. The experimental IR spectra were measured at Curtin Univer-

sity with the assistance of Dr Matthew Mclldowie, research fellow at the Nanochemistry
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Research Institute. Experimental IR spectra for anti -5,8-diethyl-7-hydroxydodecan-6-

oxime and those for different types of anti -acetoin oxime tetramers, are shown in Figure

5.11.

Figure 5.11: Experimental IR spectra of pure hexane (brown line), 0.1M anti isomer
of LIX63 main component diluted in hexane (black line) and calculated at the B3LYP/6-
31++G(d,p) level of theory IR spectra of (1)aNOH-N; aNOH-N; aNOH-N; aNOH-
N (green line), (2)aNOH-N; aNOH-N; aNOH-N; aNOH-N (red line) and aNOH-OC;

aNOH-OC; aNOH-OC; aNOH-OC (blue line).

It should be noted that the calculated frequencies in Figure 5.11 were multiplied by

the scaling factor of 0.9614 recommended by Arjunan et al. (2011) and Gorce and

Bahceli (2011) for B3LYP calculations. This scaling factor is not universal and in order

to achieve a better fit to experimental data it is recommended to use different scaling

factors for the vibrational modes of different groups. However, even with this single

factor it can be seen from the Figure 5.11 that in contrast to the calculated IR spec-

tra of anti -2,5-dimethyl-4-hydroxyhexan-3-oxime (shown in Figure 4.10), the IR spectra

of (2) aNOH-N; aNOH-N; aNOH-N; aNOH-N and aNOH-OC; aNOH-OC; aNOH-OC;

aNOH-OC tetramers match more closely to the experimental results. In particular,

the maximum of the experimental broad peak in the 3300-3600cm−1 frequency inter-

val is located at approximatelly 3400cm−1, which corresponds to the location of two

peaks for O-H bond stretching along the intermolecular hydrogen bond in (2) aNOH-N;

aNOH-N; aNOH-N; aNOH-N and aNOH-OC; aNOH-OC; aNOH-OC; aNOH-OC ace-

toin oxime tetramers. According to Coates and Meyers (2000), this broad experimental
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peak also corresponds to a strong intermolecular hydrogen bonding interaction. In other

words, based on the current study it is most likely that the main component of LIX63 -

5,8-diethyl-7-hydroxydodecan-6-oxime exists in an oligomeric form with NOH-OC and

NOH-N intermolecular interactions.

5.3.4 Kinetics of Syn/Anti Isomerisation of Hydroxyoxime Oligomers

In aliphatic non-polar solvents such as ShellSolD70 which is used in SSX of transition

metal cations, hydroxyoximes exist in the form of oligomers where both types of hydrogen

bonding, represented in Figure 5.10 are possible. Therefore, alternative routes for the

syn/anti interconversion should be considered using oligomeric forms of hydroxyoxime.

Previously it was suggested that the barrier for the hydrogen atom migration, which is an

intermediate stage in the tautomerisation mechanisms via enamine and/or nitroso com-

pounds, can be lowered significantly if the transfer takes place along the intermolecular

hydrogen bond connecting two hydroxyoxime molecules. At the B3LYP/6-31++G(d,p)

level of theory the energy barrier for simultaneous hydrogen transfer along two inter-

molecular NOH-N; NOH-N hydrogen bonds forming an anti -anti acetoin oxime dimer

is depicted in Figure 5.12.

Figure 5.12: Reaction profile of a simultaneous migration of a hydrogen atom from
oxygen to nitrogen along two NOH-N intermolecular hydrogen bonds. Green coloured

atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydrogen.
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In order to estimate this barrier we need to know the energy of the minimum (anti -anti

acetoin oxime dimer) and that of the transition state which is depicted in Figure 5.12.

This barrier estimated at the B3LYP/6-31++G(d,p) level of theory has a value of 68.4

kJ/mol at 363 K, which is significantly lower than the barrier for hydrogen atom mi-

gration in anti -acetoin oxime monomer (221.7 kJ/mol at 363K estimated at the same

level of theory). This leads us to the conclusion that in an environment where hydrox-

yoxime oligomerisation is possible, the syn/anti hydroxyoxime isomerisation may occur

via at least two different routes, the first corresponding to the inversion mechanism and

the second corresponding to the tautomerisation mechanism via enamine and nitroso

compounds. According to the energetics the second mechanism appears far more likely

mechanism. However, it should be noted that the introduction of a polar carboxylic

acid is likely to affect the hydrogen bonding interactions, and this study is also of fun-

damental interest.

5.3.5 Conclusion

In the study of acetoin oxime oligomerisation at the B3LYP/6-31++G(d,p) level of the-

ory it was shown that energetically it is more favourable for acetoin oxime to exist in

forms of long chain/cyclic oligomers where the syn and/or anti isomers of hydroxyoxime

interact with each other via NOH-OC and NOH-N types of intermolecular hydrogen

bonding.

Calculated at the B3LYP/6-31++G(d,p) level of theory IR spectra of (2) aNOH-

N; aNOH-N; aNOH-N; aNOH-N and aNOH-OC; aNOH-OC; aNOH-OC; aNOH-OC ace-

toin oxime tetramers correspond well to the experimental IR spectra of anti -5,8-diethyl-

7-hydroxydodecan-6-oxime which also support the conclusion that acetoin oxime exists

in oligomeric form where the syn and/or anti isomers of hydroxyoxime interact with

each other via NOH-OC and NOH-N types of intermolecular hydrogen bonding.

Calculated at the B3LYP/6-31++G(d,p) level of theory energy barrier for hy-

dogen migration is significantly lower when considered inside the oligomer as compared

to the monomeric form, which increases the probability of syn/anti hydroxyoxime inter-

conversion via tautomerisation mechanisms as compared to the inversion mechanism.

It was shown that even though the magnitude for BSSE correction is lowered

significantly when the diffuse functions are added for both hydrogen and heavy atoms, it

is highly recommended to include it when studying oligomerisation processes as it effect

remains quite significant.
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Chapter 6

Modelling Metal Complexation in

Solvent Extraction Systems

6.1 Introduction

Solvent extraction (SX) is a hydrometallurgical process used industrially to purify and

concentrate metal ions of interest from an aqueous solution. It relies on the mixing and

subsequent separation of immiscible organic and aqueous phases. The organic phase

is typically kerosene-based, and contains a reagent (extractant) which permits selective

extraction via formation of organometallic complexes with the desired metal ions in

preference to other metal ions (Rydberg et al., 2004). These ions are removed from the

organic phase in a subsequent stripping stage using a different aqueous solution. The

organic is continually recycled between the extract and strip stages.

Utilizing a single extractant is often not sufficiently selective and intermediate

releach and precipitation steps are required in order to reach the desired selectivity

of the process. As was previously discussed in chapter 3, newly proposed synergistic

solvent extraction (SSX) system consisting of Versatic10 (a C10 carboxylic acid) and

5,8-diethyl-7-hydroxydodecan-6-oxime (main component of LIX63) metal extractants

(Figure 3.1) has the potential to extract Cu, Co, Ni and Zn over Mn, Mg and Ca from

nickel laterite leach solutions via direct solvent extraction avoiding intermediate precip-

itation/releach processes (Cheng and Urbani, 2005ab). It is of interest to interpret the

fundamental chemistry of this system in order to better understand how this synergistic

system works. Experimental investigation of the coordination chemistry for the different

metals is currently being undertaken at CSIRO Minerals (now known as CSIRO Pro-

cess Science and Engineering). In addition to this, computational modelling is desirable

as many different coordination environments are possible in these multiple extractant
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systems. Developing and validating a theoretical model of this system using the avail-

able laboratory-generated data from CSIRO Minerals, kindly provided by Dr. Barnard,

would increase our understanding of this intriguing system. It would also permit the

extension into conceptual experiments whereby subtle alterations in extractant (ligand)

structure can be undertaken and the theoretically predicted effects of these changes on

metal complexation (e.g. metal selectivity, metal binding constants) assessed. If suc-

cessful, this would open the way for the ab initio optimisation of SX systems to enhance

selectivity for the removal of specific metal ions and thereby potentially increase yields

operational efficiency.

Barnard et al. (2010) in their crystallographic study of Ni-α-hydroxyoxime-

carboxylic acid synergist complexes have determined the structure of the Ni complex

that may form in the synergistic solvent extraction mixture consisting of LIX63 and

Versatic10. An equivalent structure has also been crystallographically determined for

the cobalt complex (Barnard et al., 2011). According to the X-ray crystal structure of

the experimentally determined complex, hydroxyoxime is a synergist and the carboxylic

acid plays the role of the extractant (being deprotonated). This contradicts both the

proposed structure of the Ni complex and the roles played by the ligands suggested

earlier by Castresana et al. (1988) who predicted that in SSX of a nickel cation hy-

droxyoxime molecules are deprotonated and the carboxylic acid plays the role of the

synergist.

Recent experimental results (Barnard et al., 2010; Barnard and Turner, 2011) in-

dicate that the formation of tris-oxime metal complexes in solution with a M(OxH)3(Ac)2

stoichiometry, where two molecules of carboxylic acid (Ac) are deprotonated and three

molecules of hydroxyoxime (OxH) stay neutral, is also possible. Indeed, an X-ray crystal

structure for nickel tris hydroxyoxime cation counterbalanced by inorganic nitrate salts

has also been obtained (Barnard, 2012, personal comment). Modelling metal complex-

ation using Density Functional Theory is known to be a useful tool for studying the

stabilities of various geometries of organometallic complexes of different stoichiometries

with ligands of a similar nature (Kamilla et al., 2005; Mehdi et al., 2011). Using this

technique it should also be possible to see what role the synergist plays in the stability

of the complexes formed between molecules of an extractant and each transition metal

cation.
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6.1.1 Coordination Chemistry of The Transition Metal-Hydroxyoxime-

Carboxylic Acid Complexes

The spin multiplicity of metal centres is a very important factor to consider when con-

structing organometallic complexes. According to ligand field theory (Schläfer and Glie-

mann, 1969), if the transition metal complex has an octahedral structure, the d-orbitals

of the transition element are split as shown in Figure 6.1.

Figure 6.1: Splitting of the d-orbitals of a transition metal in an octahedral complex.

This energy difference between dxy, dxz, dyz and dz2 , dx2−y2 orbitals varies depending

on the nature of the ligands forming the octahedral transition metal complex. Low and

high spin configurations have different spin multiplicities when the number of electrons

in the d-orbitals are greater than or equal to 4 and less than or equal to 7. In Figure

6.2 it is shown how for a specific case of d4 the strong field ligands (i.e. those that give

rise to a large value for ∆) lead to a low spin configuration, while the weak field ligands

tend to form high spin metal complexes.
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Figure 6.2: Splitting of the d-orbitals of a transition metal for a d4 configuration in
an octahedral complex formed with strong (left) or weak (right) field ligands. P - is
the pairing energy (i.e. the energy required to add an electron to an orbital already

occupied by another electron).

Generally, the magnitude of the d-orbital splitting depends on the binding strength of

the ligand (π ligands generally bind stronger than σ ones). Depending on the nature

of the ligands, the magnitude of the d-orbital splitting decreases in following order:

CN− > CO > NO−2 > en > NH3 > H2O > OH− > F− > Cl− > Br− > I−. In some

cases the magnitude of the d-orbital splitting is comparable to the pairing energy and

therefore both high and low spin configurations are not very different energetically. This

leads to co-existence of both spin states for an octahedral metal complex.

In our modelling we will be considering a system of organometallic complexes

where the transition element is charged 2+. Before going to the construction of different

types of transition metal complexes and studying their potential energy surfaces, let us

first determine the multiplicity for each metal centre in its high and low spin configura-

tion. It should be noted that the energetic order of atomic orbitals for a metal cation is

different from that in the neutral atom so that the 4s level is higher in energy than the

3d one1. This is a very important factor to consider when estimating the multiplicity,

because when the transition element is oxidised the first electrons to leave are the ones

located in the s-orbital, followed by those in the d-orbital. Electronic configurations for

high- and low-spin metal complexes are represented in Figure 6.3. As can be seen, only

Co2+ and Mn2+ of these transition metal cations have the potential to exist as both

low- and/or high-spin complexes.

Note that in some cases distortions in octahedral metal complexes (metal-ligand

1Note that the copper cation is an exception where the d-orbital is higher in energy then the s one.
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Figure 6.3: Valence d electron configurations of Zn2+, Cu2+, Ni2+, Co2+ and Mn2+

transition metal cations.

bond length) are possible (Jahn and Teller, 1937; Maja et al., 2010; Victor, 2007). This

distortion is known as the Jahn-Teller effect. A strong Jahn-Teller effect is expected for

complexes with Co2+ in its low-spin configuration and with Cu2+ according to Jahn and

Teller (1937). Conversely a weak Jahn-Teller effect is expected for complexes with Co2+

in its high-spin configuration and for Mn2+ in its low-spin configuration. The energet-

ics of low- and high-spin Co2+ and Mn2+ transition metal complexes will be compared

during calculations. However, it should be noted that most DFT methods tend to un-

derestimate HOMO-LUMO gaps which leads to a higher spin than expected in some

cases (Ojanen and Rantala, 2009; Garcia-Suarez, 2011). Therefore it is recommended

for the future work to compare the energetics of low- and high-spin Co2+ and Mn2+

transition metal complexes calculated using more accurate post-Hartree-Fock methods

with well converged basis sets.

6.2 Methodology

According to Zhao and Truhlar (2008) the M06 functional was specifically parameterised

for modelling organometallic complexes and therefore was chosen as the main method for

the current study. Based on the results of the previous chapters it was decided to use the



Chapter 6. Modelling Metal Complexation in Solvent Extraction Systems 152

6-31G(d,p) basis set to describe the atomic orbitals of the main group elements. In the

literature (Yang et al., 2009) it is recommended to use the LanL2DZ pseudo-potential

and basis set to describe the atomic orbitals of the transition elements. Therefore it was

decided to use the M06 functional with a combination of two basis sets: 6-31G(d,p) -

for the main group elements and LanL2DZ - for the first row transition metals.

All possible structures of different types (stoichiometries) of Ni2+,Co2+,Cu2+,

Mn2+and Zn2+ transition metal complexes with aliphatic α-hydroxyoxime and car-

boxylic acid were constructed using the Avogadro2 molecular visualisation software and

then optimised. Convergence criteria were chosen to be “tight” for geometry optimi-

sation, that is: the maximum and root mean square gradient in Cartesian coordinates

are set to 0.00001 a.u. and the maximum and root mean square of the Cartesian step

to 0.00005 a.u. For practical reasons, all preliminary calculations of the minima have

been performed using the semi-empirical PM6 method (Stewart, 2007) as implemented

in the Gamess program (Schmidt et al., 1993) and then the resulting structures were re-

optimised at higher levels of theory using the Gaussian09 program (Frisch et al., 2009).

The Berny algorithm (which is set by default in Gaussian09) was used in geometry op-

timisation.

All the experimental studies of the transition metal complexes were undertaken

in a non-polar aliphatic solvent. Therefore in order to convert the results derived from

the gas-phase calculations to those in a non-polar solvent we had to consider the statisti-

cal thermodynamics corrections for the effect of temperature along with the vibrational

zero-point energy (ZPE) (Joseph, 2000). Vibrational frequencies were also evaluated

in order to determine the nature of each stationary point. Note that the final val-

ues of enthalpy and entropy corrections in most quantum chemical software, including

Gaussian09, comprise all three components: vibrational, rotational and translational.

However, for these calculations we only need the vibrational contribution, as the gas

phase rotational and translational contributions are not appropriate to the liquid state.

6.3 Results and Discussion

In order to determine which stoichiometry of each transition metal (TM) complex is the

most favourable we need to compare the energetics of the lowest energy conformations

between each type of TM complex. To determine the minimum for each stoichiometry

of transition metal complex we must scan their potential energy surfaces. The actual

target molecules of the LIX63 main component and Versatic10 (Figure 3.1) consist of a

2Avogadro: an open-source molecular builder and visualization tool. Version 1.0.3/April 25, 2011
http://avogadro.openmolecules.net/
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large number of atoms. Therefore, the scanning of the potential energy surface of dif-

ferent types of TM complexes with these reagents using the M06 method would require

an enormous amount of time and computer resource. Even if using ligands with the

optimal compromise size of the hydrocarbon side-chains equal to -C3H7, as determined

previously, this would still be hardly possible. In order to decrease the computational

cost of this theoretical investigation we are going to use the LIX63 progenitor - acetoin

oxime and acetic acid instead of Versatic10 carboxylic acid. The relevant functional

groups of the LIX63 and acetoin oxime molecules are identical (as are the functional

groups of Versatic10 and acetic acid), which implies that the simplified molecules should

have similar properties to the target molecules with respect to metal complexation. As

was discussed earlier, the metal complexes with hydroxyoxime molecules are formed via

chelation of the hydroxyoxime functional group with the metal cation. Therefore it

would be reasonable to suggest the stabilities of different types of organometallic com-

plexes with hydroxyoxime and a carboxylic acid mostly depend on the way in which the

functional groups of the ligands are located around the metal centre. However, it is pro-

posed for future investigations to compute the formation of the lowest energy structures

of organometallic complexes with carboxylic acids and hydroxyoximes that are closer in

size to the real system.

6.3.1 Thermodynamics of M(OxH)2(Ac)2 and M(Ox)2(AcH)2 Transi-

tion Metal Complexes with Acetoin Oxime and Acetic Acid for

M = Ni2+, Co2+, Cu2+, Mn2+ and Zn2+

Two different types of stoichiometry for the transition metal complexes that could pos-

sibly be formed in a system of LIX63 and Versatic10 were suggested based on the ex-

perimental results derived recently by Barnard and co-workers (Barnard et al., 2010;

Barnard and Turner, 2011). These stoichiometries are as follows: M(OxH)3(Ac)2 and

M(OxH)2(Ac)2, where M - corresponds to a metal cation (2+), OxH - corresponds to a

neutral molecule of hydroxyoxime and Ac - stands for an anion of a carboxylic acid. It

appears that in both cases the carboxylic acid plays the role of the extractant (i.e. it

is deprotonated) while the hydroxyoxime appears to be the synergist and that this does

not seem to be pH dependant according to Barnard et al.. This observation contradicts

the earlier study of Flett et al. (1974)3 and Castresana et al. (1988). Therefore, one

of the main goals of a current study is to see which hypothesis is valid from a theo-

retical perspective. To answer this question we need to estimate the relative stabilities

3Note that Flett and Titmuss (1969) originally suspected that the carboxylic acid was the anion.
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of organometallic complexes of each of the two stoichiometries considering two differ-

ent scenarios; first where the hydroxyoxime is deprotonated and the carboxylic acid is

neutral, and second - vice-versa, where the hydroxyoxime ligands are neutral and the

carboxylic acid molecules are deprotonated.

First of all, to be able to compare the binding energies between different types

of organometallic complexes and estimate the probability of their co-existence in the

liquid phase of a non-polar solvent, we need to locate the global minimum for each type

of transition metal complex. In order to do this we need to perform a potential energy

scan for each case. It is hard to visualise the structures of transition metal complexes

by looking at the name constructed using the traditional way of labelling organometallic

compounds. Therefore for better understanding we have decided to label the 3D struc-

tures for each stoichiometry of metal complexes formed in SSX mixture of hydroxyoxime

and carboxylic acid using the sequential numbering of the displayed structures first and

then also label each structure using standard nomenclature.

It should be noted that acetoin oxime has one chiral centre, so that each S-

type conformer has its mirror image R-conformer. When we calculate the energy of

each S and R monomer of acetoin oxime separately their energetics will be identical.

However, when both S and R conformers are present in the same system the energetics

of such a system will be different for the system containing the same stereo-isomers

(RR or SS) and the system containing two different stereo-isomers of acetoin oxime

(R and S). Therefore when studying the potential energy surfaces of transition metal

complexes it is important to take into account both scenarios. All possible geometries

of M-α-hydroxyoxime-carboxylic acid complexes of M(Ox)2(AcH)2 stoichiometry where

two acetoin oxime molecules correspond to S and R stereoisomers are depicted in Fig-

ure 6.4. All possible geometries of M(II)-α-hydroxyoxime-carboxylic acid complexes of

M(Ox)2 AcH2 stoichiometry where two acetoin oxime molecules are of the same stereo-

chemistry (S) are depicted in Figure 6.5. Note that it is possible to construct other

geometries by rotating the carboxylic acid ligand around the O-M bond; however, due

to the limited time it was decided to optimise only those geometries that have a higher

number of intra-molecular hydrogen bonds, assuming they would have lower energies.

Moreover, using preliminary calculations with the PM6 semi-empirical method it was

also determined that the metal complexes are more stable when the ends of carboxyl

groups (which are intra-molecularly bonded to the oxime/hydroxyl groups via hydrogen

bonding) are pointing towards opposite directions. Now that we have 3D structures of

our complexes displayed it is easier to write traditional labels for each structure shown

in Figures 6.4 and 6.5, as given in Table 6.1:
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Figure 6.4: Initial structures for studying the potential energy surface of M(II)-α-
hydroxyoxime-carboxylic acid complexes of M(Ox)2(AcH)2 stoichiometry where the
two hydroxyoxime molecules correspond to different stereo-isomers. Green coloured
atoms represent carbon, red - oxygen, dark blue - nitrogen, purple - metal centre (M)

and white - hydrogen atoms and bonding.

Figure 6.5: Initial structures for studying the potential energy surface of M(II)-α-
hydroxyoxime-carboxylic acid complexes of M(Ox)2(AcH)2 stoichiometry where the
two hydroxyoxime molecules correspond to the same S-stereo-isomers. Green coloured
atoms represent carbon, red - oxygen, dark blue - nitrogen, purple - metal centre (M)

and white - hydrogen atoms and bonding.
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Table 6.1: Traditional labelling of metal complexes from Figures 6.4 and 6.5.

RS Metal Complexes

Fig. 6.4 Traditional Labels

1 Trans-Ox(NN-90o,OO-90o)

2 Cis-Ox(NN-180o,OO-90o)

3 Cis-Ox(NN-90o,OO-180o)

4 Cis-Ox(NN-90o,OO-90o)

5 Trans-Ox(NN-180o,OO-180o)

SS Metal Complexes

Fig. 6.5 Traditional Labels

1 Trans-Ox(NN-90o,OO-90o)

2 Cis-Ox(NN-180o,OO-90o)

3 Cis-Ox(NN-90o,OO-90o)

4 Cis-Ox(NN-90o,OO-180o)

5 Trans-Ox(NN-180o,OO-180o)

It is interesting to note that in all structures, except complex number 4 (RS-Cis-Ox(NN-

90o,OO-90o)) in Figure 6.4, changing the chirality of the ligands (R to S and S to R) will

lead to the mirror images of the initial structure, as each hydroxyoxime ligand is bonded

to a different carboxylic acid within the complex. However, in RS-Cis-Ox(NN-90o,OO-

90o) both acetoin oximes are hydrogen bonded to the same acetic acid, which means that

if we freeze the structure of the complex and change the chirality of an R-acetoin oxime

to S and S-oxime to R we will get a different complex. Therefore we have calculated

the energetics of a total of six complexes of M(Ox)2(AcH)2 stoichiometry, including the

RS-Cis-Ox(NN-90o,OO-90o) and SR-Cis-Ox(NN-90o,OO-90o) structures.

Gibbs free energy differences and enthalpy changes between each complex and

the lowest energy structure of M(Ox)2(AcH)2 for Ni2+, Co2+ (doublet), Co2+ (quartet),

Cu2+ (doublet), Mn2+ (doublet), Mn2+ (sextet) and Zn2+ transition metal cations (with

multiplicity in parenthesis) are given in Tables 6.2, 6.3, 6.4, 6.5, 6.6, 6.7 and 6.8, respec-

tively. All energetics are from gas phase calculations at the M06/6-31G(d,p)/LanL2DZ

level of theory including only vibrational parts of the enthalpy and entropy (so that the

energetics would correspond to those in a non-polar solvent) at 298.15 K.



Chapter 6. Modelling Metal Complexation in Solvent Extraction Systems 157

Table 6.2: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol) dif-
ferences relative to the most stable structure of Ni(Ox)2(AcH)2 complex at the M06/6-

31G(d,p)/LanL2DZ level of theory. Note that “S” stands for spin multiplicity.

Ni(Ox)2(AcH)2 (Ni2+S = 3)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 162.5 175.3

RS-Cis-Ox(NN-180o,OO-90o) 10.7 13.5

RS-Cis-Ox(NN-90o,OO-180o) 13.8 14.9

RS-Cis-Ox(NN-90o,OO-90o) 108.1 115.6

SR-Cis-Ox(NN-90o,OO-90o) 135.2 143.4

RS-Trans-Ox(NN-180o,OO-180o) 13.2 19.6

SS-Trans-Ox(NN-90o,OO-90o) 130.9 136.1

SS-Cis-Ox(NN-180o,OO-90o) 11.7 15.0

SS-Cis-Ox(NN-90o,OO-90o) 135.5 137.9

SS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-180o,OO-180o) 17.8 28.5

Table 6.3: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Co(Ox)2(AcH)2 (with spin multi-
plicity equal to 2 for Co2+) complex at the M06/6-31G(d,p)/LanL2DZ level of theory.

Note that “S” stands for spin multiplicity.

Co(Ox)2(AcH)2 (Co2+S = 2)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 156.6 125.9

RS-Cis-Ox(NN-180o,OO-90o) 43.3 13.7

RS-Cis-Ox(NN-90o,OO-180o) 28.0 -0.6

RS-Cis-Ox(NN-90o,OO-90o) 106.8 77.7

SR-Cis-Ox(NN-90o,OO-90o) 84.8 60.8

RS-Trans-Ox(NN-180o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-90o,OO-90o) 120.5 96.8

SS-Cis-Ox(NN-180o,OO-90o) 22.2 -2.8

SS-Cis-Ox(NN-90o,OO-90o) 69.4 52.0

SS-Cis-Ox(NN-90o,OO-180o) 53.9 29.6

SS-Trans-Ox(NN-180o,OO-180o) 14.5 6.0
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Table 6.4: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Co(Ox)2(AcH)2 (with spin multi-
plicity equal to 4 for Co2+) complex at the M06/6-31G(d,p)/LanL2DZ level of theory.

Note that “S” stands for spin multiplicity.

Co(Ox)2(AcH)2 (Co2+S = 4)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 142.1 155.8

RS-Cis-Ox(NN-180o,OO-90o) 14.0 13.8

RS-Cis-Ox(NN-90o,OO-180o) 12.0 20.7

RS-Cis-Ox(NN-90o,OO-90o) 103.1 110.2

SR-Cis-Ox(NN-90o,OO-90o) 102.3 112.0

RS-Trans-Ox(NN-180o,OO-180o) 18.3 25.3

SS-Trans-Ox(NN-90o,OO-90o) 118.5 121.8

SS-Cis-Ox(NN-180o,OO-90o) 12.3 14.4

SS-Cis-Ox(NN-90o,OO-90o) 82.4 80.6

SS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-180o,OO-180o) 5.7 9.6

Table 6.5: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Cu(Ox)2(AcH)2 complex at the
M06/6-31G(d,p)/LanL2DZ level of theory. Note that “S” stands for spin multiplicity.

Cu(Ox)2(AcH)2 (Cu2+S = 2)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 127.6 130.0

RS-Cis-Ox(NN-180o,OO-90o) 12.4 18.8

RS-Cis-Ox(NN-90o,OO-180o) 3.9 6.7

RS-Cis-Ox(NN-90o,OO-90o) 58.8 54.2

SR-Cis-Ox(NN-90o,OO-90o) 86.1 85.7

RS-Trans-Ox(NN-180o,OO-180o) 8.1 26.3

SS-Trans-Ox(NN-90o,OO-90o) 104.2 104.8

SS-Cis-Ox(NN-180o,OO-90o) 28.3 20.5

SS-Cis-Ox(NN-90o,OO-90o) 54.8 56.8

SS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-180o,OO-180o) 20.0 32.0
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Table 6.6: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Mn(Ox)2(AcH)2 (with spin multi-
plicity equal to 2 for Mn2+) complex at the M06/6-31G(d,p)/LanL2DZ level of theory.

Note that “S” stands for spin multiplicity.

Mn(Ox)2(AcH)2 (Mn2+S = 2)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 134.2 146.2

RS-Cis-Ox(NN-180o,OO-90o) 36.4 47.3

RS-Cis-Ox(NN-90o,OO-180o) 21.3 25.8

RS-Cis-Ox(NN-90o,OO-90o) 105.8 117.7

SR-Cis-Ox(NN-90o,OO-90o) 78.9 88.0

RS-Trans-Ox(NN-180o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-90o,OO-90o) 114.6 126.0

SS-Cis-Ox(NN-180o,OO-90o) 21.5 29.5

SS-Cis-Ox(NN-90o,OO-90o) 54.6 66.6

SS-Cis-Ox(NN-90o,OO-180o) 8.5 16.9

SS-Trans-Ox(NN-180o,OO-180o) 10.5 21.6

Table 6.7: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Mn(Ox)2(AcH)2 (with spin multi-
plicity equal to 6 for Mn2+) complex at the M06/6-31G(d,p)/LanL2DZ level of theory.

Note that “S” stands for spin multiplicity.

Mn(Ox)2(AcH)2 (Mn2+S = 6)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 156.7 155.2

RS-Cis-Ox(NN-180o,OO-90o) 9.3 -0.1

RS-Cis-Ox(NN-90o,OO-180o) 9.7 8.8

RS-Cis-Ox(NN-90o,OO-90o) 122.0 112.7

SR-Cis-Ox(NN-90o,OO-90o) 122.3 122.5

RS-Trans-Ox(NN-180o,OO-180o) 15.8 10.3

SS-Trans-Ox(NN-90o,OO-90o) 125.0 120.1

SS-Cis-Ox(NN-180o,OO-90o) 0.0 0.0

SS-Cis-Ox(NN-90o,OO-90o) 114.5 113.9

SS-Cis-Ox(NN-90o,OO-180o) 9.1 4.7

SS-Trans-Ox(NN-180o,OO-180o) 8.6 3.7
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Table 6.8: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol) dif-
ferences relative to the most stable structure of Zn(Ox)2(AcH)2 complex at the M06/6-

31G(d,p)/LanL2DZ level of theory. Note that “S” stands for spin multiplicity.

Zn(Ox)2(AcH)2 (Zn2+S = 1)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 160.2 164.9

RS-Cis-Ox(NN-180o,OO-90o) 5.4 5.4

RS-Cis-Ox(NN-90o,OO-180o) 4.0 -0.1

RS-Cis-Ox(NN-90o,OO-90o) 114.7 113.3

SR-Cis-Ox(NN-90o,OO-90o) 129.4 134.7

RS-Trans-Ox(NN-180o,OO-180o) 16.5 17.6

SS-Trans-Ox(NN-90o,OO-90o) 131.1 129.6

SS-Cis-Ox(NN-180o,OO-90o) 3.8 7.1

SS-Cis-Ox(NN-90o,OO-90o) 136.5 137.8

SS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-180o,OO-180o) 32.3 35.1

As previously described, the spin multiplicity of Co2+ and Mn2+ can be different de-

pending on the nature of the ligands. If we calculate the Gibbs free energy difference

between the low and high spin complexes of Co and Mn we get a positive average value

of approximately 50 kJ/mol in case of Co complexes and nearly 300 kJ/mol for Mn

complexes of M(Ox)2(AcH)2 stoichiometry. According to Zhao and Truhlar, the M06

functional should be expected to give fairly good thermodynamics of transition metal

complexes. Therefore, in this instance the results are expected to be reliable. The fact

that the high spin complexes of Co and Mn cations are significantly more stable than

the low ones leads us to the conclusion that hydroxyoxime and carboxylic acid are weak

field ligands at least for the specific molecules considered here. This agrees well with

the conclusion made by Vostrikova (2008) in her studies of high-spin metal complexes.

As can be seen from Tables 6.2, 6.4, 6.5, 6.7 and 6.8, SS-Cis-Ox(NN-90o,OO-

180o) corresponds to the lowest energy structure of Ni, Co, Cu and Zn metal complexes,

while for Mn the SS-Cis-Ox(NN-180o,OO-90o) complex is estimated to be the most sta-

ble at the M06/6-31G(d,p)/LanL2DZ level of theory4. The lowest energy structures of

M(Ox)2(AcH)2 complexes are depicted in Figure 6.6 for Ni, Co, Cu, Mn and Zn.

4As can be noted from Tables 6.2 - 6.8 some structures of the M(Ox)2(AcH)2 metal complexes have
significantly higher Gibbs Free energies than corresponding lowest energy ones. To ensure that all these
structures correspond to stationary points, the frequency analysis has been performed which showed
that neither of represented structures has imaginary frequencies. Therefore it could only mean that all
of these structures are just significantly less stable than corresponding lowest energy complexes.
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Figure 6.6: Schematic representations of the lowest energy structures of Ni, Co, Cu,
Mn and Zn transition metal complexes with acetoin oxime and acetic acid optimized
for the M(Ox)2(AcH)2 stoichiometry: a) SS-Cis-Ox(NN-90o,OO-180o) structure of Ni2+

complex; b) SS-Cis-Ox(NN-90o,OO-180o) structure of Co2+ complex; c) SS-Cis-Ox(NN-
90o,OO-180o) structure of Cu2+ complex; d) SS-Cis-Ox(NN-90o,OO-180o) structure of
Mn2+ complex and e) SS-Cis-Ox(NN-90o,OO-180o) structure of Zn2+ complex. Grey
coloured atoms represent carbon, red - oxygen, dark blue - nitrogen, white - hydrogen,
green - nickel, pink - cobalt, orange - copper, purple - manganese and dark purple -

zinc.

If we compare the initial structures of the metal complexes shown in Figure 6.4 with the

optimised lowest energy structures for the corresponding metal species shown in Figure
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6.6, we will see that the initial structures have a M(Ox)2(AcH)2 stoichiometry with pro-

tonated acid ligands and deprotonated oxime ligands; however, during the optimisation

the stoichiometry of some metal complexes has changed to either MOx(OxH)Ac(AcH)

or M(OxH)2(Ac)2. For instance, the most stable structures for Ni2+, Zn2+, Cu2+ and

Mn2+ complexes have the M(OxH)2(Ac)2 stoichiometry while in the lowest energy struc-

ture of the Co2+ complex only one molecule of acetic acid is deprotonated5. It should

be noted that the full optimisation of the structures shown in Figures 6.4 and 6.6 was

performed. However, in order to check the energetics of M(Ox)2(AcH)2 structures and

see if they may be minima that were missed during optimisation routine, we constrained

the stoichiometry to M(Ox)2(AcH)2 by fixing the O-H bond lengths in the acetic acid

ligand. The optimisation was converged slowly using the Berny algorithm and the re-

sulting structures were significantly less stable (higher in energy). This could be an

indication of a synergistic effect of hydroxyoxime in synergistic solvent extraction of

Ni2+, Zn2+, Cu2+ and Mn2+ cations, while in case of Co2+ complexation, hydroxyoxime

may play the role of an extractant. In order to see this more clearly let us compare the

O-H bond distances in COH groups and also the lengths of OH· · ·O hydrogen bonds

(Table 6.9).

Table 6.9: The O-H (in COH group) and OH· · ·O hydrogen bond distances in the
lowest energy Ni2+, Co2+, Zn2+, Cu2+ and Mn2+ complexes calculated at the M06/6-

31G(d,p)/LanL2DZ level of theory.

Labels of Metal Complexes
Ligand I (Fig. 6.6)

O-H, Å OH· · ·O, Å

Ni2+ SS-Cis-Ox(NN-90o,OO-180o) 1.185 1.214

Co2+ SS-Cis-Ox(NN-90o,OO-180o) 1.195 1.206

Zn2+ SS-Cis-Ox(NN-90o,OO-180o) 1.134 1.275

Cu2+ SS-Cis-Ox(NN-90o,OO-180o) 1.006 1.607

Mn2+ SS-Cis-Ox(NN-180o,OO-90o) 0.992 1.710

Ligand II (Fig. 6.6)

O-H, Å OH· · ·O, Å

1.184 1.215

1.192 1.209

1.135 1.274

1.006 1.607

0.992 1.710

It should be noted that the frequency analysis at the M06/6-31G(d,p)/LanL2DZ level

of theory has shown that all structures listed in Table 6.9 correspond to minima on

the potential energy surface and not saddle points (i.e. they do not have any imagi-

nary frequencies). The equilibrium value of the CO-H bond distance in the anti -acetoin

oxime monomer calculated at the M06/6-31G(d,p) level of theory is equal to 0.969 Å,

and to 0.990 Å in the (Ac)OH· · ·OC(Ox) acetic acid - acetoin oxime dimer. As can

5Note that the graphical representation of the Zn2+ lowest energy complex is identical to the Ni2+

one
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be seen from Table 6.9, the CO-H bonds in Ni2+, Co2+ and Zn2+ complexes are longer

by approximately 0.2 Å than its equilibrium length in the (Ac)OH· · ·OC(Ox) dimer,

while in Mn2+ complexes the length of CO-H bond is nearly identical with the one in

(Ac)OH· · ·OC(Ox) dimer. This could be an indication of a balanced situation between

M(Ox)2(AcH)2 and M(OxH)2(Ac)2 stoichiometries for the Ni2+, Co2+ and Zn2+ com-

plexes, which means that both acetic acid and aliphatic α-hydroxyoxime can play the role

of an extractant in the synergistic solvent extraction of these transition metal cations.

However, before making any final conclusions we need to make sure that the optimisation

of Ni2+, Co2+, Zn2+, Cu2+ and Mn2+ metal complexes of M(OxH)2(Ac)2 stoichiometry

leads to the same structures as optimisation of complexes of M(Ox)2(AcH)2 stoichiom-

etry.

Initial structures for studying the potential energy surface of the M(OxH)2(Ac)2

metal complexes are identical to the M(Ox)2(AcH)2 ones, with the only difference be-

ing that the hydroxyoxime ligands are deprotonated instead of the carboxylic acid ones.

Gibbs free energy differences and enthalpy changes between each complex and the lowest

energy structure of M(OxH)2(Ac)2 for Ni2+ (triplet), Co2+ (quartet), Cu2+ (doublet),

Mn2+ (sextet) and Zn2+ (singlet) transition metal cations are given in Tables 6.10, 6.11,

6.12, 6.13 and 6.14 respectively. All energetics are from gas phase calculations at the

M06/6-31G(d,p)/LanL2DZ level of theory including only vibrational contributions to

the enthalpy and entropy at 298.15 K.
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Table 6.10: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/-
mol) differences relative to the most stable structure of Ni(OxH)2(Ac)2 complex at

the M06/6-31G(d,p)/LanL2DZ level of theory.

Ni(OxH)2(Ac)2 (Ni2+S = 3)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 24.9 20.7

RS-Cis-Ox(NN-180o,OO-90o) 0.0 0.0

RS-Cis-Ox(NN-90o,OO-180o) 9.4 6.9

RS-Cis-Ox(NN-90o,OO-90o) 6.9 5.2

SR-Cis-Ox(NN-90o,OO-90o) 8.8 6.9

RS-Trans-Ox(NN-180o,OO-180o) 19.4 17.8

SS-Trans-Ox(NN-90o,OO-90o) 18.9 17.5

SS-Cis-Ox(NN-180o,OO-90o) 0.9 1.5

SS-Cis-Ox(NN-90o,OO-90o) 2.2 0.3

SS-Cis-Ox(NN-90o,OO-180o) 6.5 3.8

SS-Trans-Ox(NN-180o,OO-180o) 25.7 28.6

Table 6.11: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Co(Ox)2(AcH)2 (with multiplicity

equal to 4 for Co2+) complex at the M06/6-31G(d,p)/LanL2DZ level of theory.

Co(Ox)2(AcH)2 (Co2+S = 4)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 27.8 29.3

RS-Cis-Ox(NN-180o,OO-90o) 9.6 7.1

RS-Cis-Ox(NN-90o,OO-180o) 22.1 20.6

RS-Cis-Ox(NN-90o,OO-90o) 3.5 1.6

SR-Cis-Ox(NN-90o,OO-90o) 3.3 5.3

RS-Trans-Ox(NN-180o,OO-180o) 19.3 20.2

SS-Trans-Ox(NN-90o,OO-90o) 24.8 23.1

SS-Cis-Ox(NN-180o,OO-90o) 11.3 1.9

SS-Cis-Ox(NN-90o,OO-90o) 14.2 11.1

SS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-180o,OO-180o) 15.5 13.9



Chapter 6. Modelling Metal Complexation in Solvent Extraction Systems 165

Table 6.12: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Cu(Ox)2(AcH)2 complex at the

M06/6-31G(d,p)/LanL2DZ level of theory.

Cu(Ox)2(AcH)2 (Cu2+S = 2)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 5.2 11.7

RS-Cis-Ox(NN-180o,OO-90o) 4.8 8.4

RS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

RS-Cis-Ox(NN-90o,OO-90o) 4.7 5.5

SR-Cis-Ox(NN-90o,OO-90o) 6.4 3.5

RS-Trans-Ox(NN-180o,OO-180o) 10.1 9.2

SS-Trans-Ox(NN-90o,OO-90o) 33.8 34.6

SS-Cis-Ox(NN-180o,OO-90o) 16.7 17.6

SS-Cis-Ox(NN-90o,OO-90o) 2.9 1.1

SS-Cis-Ox(NN-90o,OO-180o) 9.1 -1.0

SS-Trans-Ox(NN-180o,OO-180o) 7.2 3.8

Table 6.13: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)
differences relative to the most stable structure of Mn(Ox)2(AcH)2 (with multiplicity

equal to 6 for Mn2+) complex at the M06/6-31G(d,p)/LanL2DZ level of theory.

Mn(Ox)2(AcH)2 (Mn2+S = 6)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 16.7 20.9

RS-Cis-Ox(NN-180o,OO-90o) 10.0 6.1

RS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

RS-Cis-Ox(NN-90o,OO-90o) 3.3 5.8

SR-Cis-Ox(NN-90o,OO-90o) 8.9 6.0

RS-Trans-Ox(NN-180o,OO-180o) 42.8 40.3

SS-Trans-Ox(NN-90o,OO-90o) 44.6 42.0

SS-Cis-Ox(NN-180o,OO-90o) 0.7 6.2

SS-Cis-Ox(NN-90o,OO-90o) 7.6 10.9

SS-Cis-Ox(NN-90o,OO-180o) 0.1 -5.1

SS-Trans-Ox(NN-180o,OO-180o) 10.7 9.7
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Table 6.14: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/-
mol) differences relative to the most stable structure of Zn(Ox)2(AcH)2 complex at

the M06/6-31G(d,p)/LanL2DZ level of theory.

Zn(Ox)2(AcH)2 (Zn2+S = 1)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

RS-Trans-Ox(NN-90o,OO-90o) 25.0 32.0

RS-Cis-Ox(NN-180o,OO-90o) 10.7 9.7

RS-Cis-Ox(NN-90o,OO-180o) 8.9 7.7

RS-Cis-Ox(NN-90o,OO-90o) 7.1 10.6

SR-Cis-Ox(NN-90o,OO-90o) 10.5 6.9

RS-Trans-Ox(NN-180o,OO-180o) 46.3 45.0

SS-Trans-Ox(NN-90o,OO-90o) 41.4 43.2

SS-Cis-Ox(NN-180o,OO-90o) 6.2 11.0

SS-Cis-Ox(NN-90o,OO-90o) 8.3 14.0

SS-Cis-Ox(NN-90o,OO-180o) 0.0 0.0

SS-Trans-Ox(NN-180o,OO-180o) 17.3 19.6

As can be seen from Tables 6.10, 6.11, 6.12, 6.13 and 6.14, the relaxed optimization

of M(OxH)2Ac2 metal complexes leads to the same lowest energy structures for Co2+

(SS-Cis-Ox(NN-90o,OO-180o)), Cu2+ (RS-Cis-Ox(NN-90o,OO-180o)) and Zn2+ (SS-Cis-

Ox(NN-90o,OO-180o)) metal cations as an unconstrained optimisation of M(Ox)2(AcH)2

metal complexes where hydroxyoxime ligands are deprotonated instead of carboxylic

acid ones. However, for Ni2+ and Mn2+ M(OxH)2(Ac)2 complexes the RS-Cis-Ox(NN-

180o,OO-90o) and RS-Cis-Ox(NN-90o,OO-180o) structures, respectively, were found to

be the most stable instead of SS-Cis-Ox(NN-90o,OO-180o) and SS-Cis-Ox(NN-180o,OO-

90o) ones, which were predicted to be the lowest energy structures when the start-

ing geometries were of M(Ox)2(AcH)2 stoichiometry. It is important to note that the

Gibbs free energy difference between SS-Cis-Ox(NN-180o,OO-90o) and RS-Cis-Ox(NN-

90o,OO-180o) structures of the Mn(OxH)2(Ac)2 complex is only 0.7 kJ/mol, which

means that both these structures may coexist in the real mixture (Table 6.13) with

a high probability. The probability of coexistence of SS-Cis-Ox(NN-90o,OO-180o) and

RS-Cis-Ox(NN-180o,OO-90o) structures of Ni(OxH)2Ac2 complex is significantly lower

as the value of MG between these two structures is 6.5 kJ/mol (Table 6.10).

The lowest energy structures of Ni2+, Co2+, Cu2+, Mn2+ and Zn2+ M(OxH)2Ac2

complexes are shown in Figure 6.7. In all structures represented in Figure 6.7, acetic

acid ligands are deprotonated, which can be clearly seen if we compare the O-H bond
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distances in COH groups of hydroxyoxime and also the lengths of OH· · ·O hydrogen

bonding (Table 6.15).

Table 6.15: The O-H (in COH group) and OH· · ·O hydrogen bond distances (Å) in
the lowest energy Ni2+, Co2+, Zn2+, Cu2+ and Mn2+ complexes (Fig. 6.7) calculated

at the M06/6-31G(d,p)/LanL2DZ level of theory.

Labels of Metal Complexes
Ligand I (Fig. 6.7)

O-H, Å OH· · ·O, Å

Ni2+ RS-Cis-Ox(NN-180o,OO-90o) 0.997 1.676

Co2+ SS-Cis-Ox(NN-90o,OO-180o) 0.996 1.662

Zn2+ SS-Cis-Ox(NN-90o,OO-180o) 0.993 1.681

Cu2+ RS-Cis-Ox(NN-90o,OO-180o) 0.983 1.756

Mn2+ RS-Cis-Ox(NN-90o,OO-180o) 0.993 1.685

Ligand II (Fig. 6.7)

O-H, Å OH· · ·O, Å

0.994 1.718

0.996 1.662

0.993 1.680

0.981 1.789

0.992 1.708

It is interesting to note that the lowest energy structures for Co2+, Cu2+ and Zn2+

depicted in Figure 6.7 are very similar to those shown in Figure 6.6, except for the

type of intra-molecular hydrogen bonding, which results in different lengths of the O-H

(in COH group) and OH· · ·O hydrogen bond distances. If we compare the stabilities

between the metal complexes represented in Figures 6.6 and 6.7 it can be seen that

the structures with (Oxime)NOH· · ·OC(Oxime) intra-molecular hydrogen bonding are

more stable. When we studied the thermodynamics of hydroxyoxime oligomerisation

(see the previous chapter), this type of hydrogen bonding was shown to be one of the

most favourable energetically and it seems to have a significant impact on the stabili-

ties of metal complexes for all metal cations except Mn2+. The lowest energy structure

(RS-Cis-Ox(NN-90o,OO-180o)) of the Mn(OxH)2(Ac)2 metal complex (Fig. 6.7) does

not have this type of hydrogen bonding and both COH and NOH functional groups of

acetoin oxime are connected via hydrogen bonding with an oxygen in the CO functional

group of the carboxylic acid. Unfortunately, at this stage we cannot make any final con-

clusions regarding the effect of the type of intra-molecular interaction on the stability

of different metal complexes as we have not performed the full scan of their potential

energy surfaces. Therefore, in a future study it would be interesting to investigate the

stabilities of different metal complexes as a function of different values of COMN torsion

angles (where M - is a metal centre, N is a nitrogen from NOH oxime group and CO is

a part of functional group of acetic acid bonded to the metal centre) that specify the

location of the C=O functional group of the carboxylic acid with respect to an NOH

functional group of hydroxyoxime.
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Figure 6.7: Schematic representation of the lowest energy structures of Ni, Co, Cu,
Mn and Zn transition metal complexes with acetoin oxime and carboxylic acid opti-
mized for the M(OxH)2(Ac)2 stoichiometry: a) RS-Cis-Ox(NN-180o,OO-90o) structure
of Ni2+ complex; b) SS-Cis-Ox(NN-90o,OO-180o) structure of Co2+ complex; c) RS-
Cis-Ox(NN-90o,OO-180o) structure of Cu2+ complex; d) RS-Cis-Ox(NN-90o,OO-180o)
structure of Mn2+ complex and e) SS-Cis-Ox(NN-90o,OO-180o) structure of Zn2+ com-
plex. Grey coloured atoms represent carbon, red - oxygen, dark blue - nitrogen, white
- hydrogen, green - nickel, pink - cobalt, orange - copper, purple - manganese and dark

purple - zinc.
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Now that we have the lowest energy structures of the M(OxH)2(Ac)2 metal complex

for each metal cation, it is interesting to estimate the Gibbs free energy and enthalpy

for metal complexation starting from the mixture of carboxylic acid and hydroxyoxime.

There are several techniques available in the literature (Ramalho et al., 2004; Pesonen et

al., 2007; Xia et al., 2011) to estimate the thermodynamics of formation of organometal-

lic complexes. The model which we are going to use is as follows;

M(H2O)2+6(aq) + 2OxH(o) + 2Ac−(aq) 
 M(OxH)2Ac2(o) + 6H2O(aq) (6.1)

where M(H2O)2+6(aq) is an aqueous phase octahedral metal aquo complex of charge 2+,

OxH is a neutral molecule of hydroxyoxime dissolved in organic phase, Ac−(o) is an aque-

ous phase anion of a carboxylic acid, M(OxH)2(Ac)2(aq) is a transition metal complex

with carboxylic acid and hydroxyoxime dissolved in the organic phase and H2O(aq) is

an aqueous phase water molecule. As discussed previously in the background section

on extractive metallurgy, for an M2+ cation dissolved in water the binding strength be-

tween the water molecules of the second solvation shell may not be as strong as for the

water molecules in the first solvation shell. This may lead to a certain level of disorder

in the hydrogen bonding between the water molecules of the first and second solvation

shells (Atta-Fynn et al., 2011). Therefore we decided to calculate the energetics of the

M(H2O)2+6(aq) aquo complexes with only the first explicit solvent shell and account for

the interaction of these complexes with the bulk water via the Polarisable Continuum

Model (PCM-Water) as implemented in the Gaussian09 software (Frisch et al. 2009).

Note that the successful application of PCM in modelling aqueous phase complexes was

previously shown by Allen et al. (2006) in their study of urate interaction with various

metal cations, including divalent Be2+, Mg2+ and Ca2+. Interaction of a single water

molecule with the bulk water was also accounted for via the PCM-Water model. As

described in the methodology, in order to convert the data derived from the gas phase

calculations to the organic phase data we used only the vibrational contributions to the

thermodynamics of each component present in the liquid phase.

According to calculations of Cu2+ and Mn2+ metal complexes at the M06/6-

31G(d,p)/LanL2DZ level of theory, the carboxylic acid is deprotonated during the metal

complexation. However, it is interesting to note that for the lowest energy structures of

Ni2+, Co2+ and Zn2+ acetoin oxime-acetic acid M(OxH)2(Ac)2 metal complexes (Figure

6.6) the lengths of the O-H covalent and OH· · ·O hydrogen (between acetoin oxime and

acetic acid ligands) bonds are nearly identical. Therefore it is hard to say for these par-

ticular complexes, which of the two different ligands is deprotonated. However, in order

to calculate the MH363 and MG363 values for the equation 6.1 we need to understand

which ligand is deprotonated during metal complexation. To clarify this ambiguity we

performed a gas phase calculation of two acetoin oxime-acetic acid heterodimers, where
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in the first case hydroxyoxime was deprotonated and in the second case it was neutral.

At the M06/6-31G(d,p) level of theory, the dimer in which hydroxyoxime loses its proton

appears to be significantly less stable than the dimer with a deprotonated carboxylic acid.

The Gibbs free energy difference between the OxH· · ·Ac and Ox· · ·AcH heterodimers

was estimated to be equal to 50 kJ/mol. This means that carboxylic acid/hydroxyoxime

anionic heterodimer is more stable in the case when the carboxylic acid is deprotonated

and hydroxyoxime stays neutral. Moreover, when we performed optimisation of metal

complexes with constrained O-H covalent and OH· · ·O hydrogen bond distances, the

results show that the metal complexes with the deprotonated carboxylic acid are signif-

icantly more stable. Therefore in order to calculate the MH363 and MG363 values for the

equation 6.1 we are going to use the enthalpies and the Gibbs free energies of neutral

acetoin oxime and deprotonated acetic acid.

In studying the thermodynamics of the hydroxyoxime oligomerisation process it

was shown that it is energetically favourable for hydroxyoximes to form inter-molecular

hydrogen bonds. It is well known that the water molecules also tend to form inter-

molecular hydrogen bonds. In equation 6.1 six water molecules are released. In order to

find the lowest energy six-water cluster we have performed the potential energy scan of

the (H2O)6 oligomer at the M06/6-31G(d,p) level of theory. The structure of the most

stable 6-water cluster was found to be in good agreement with the one optimised by

Silva et al. (2006). As it is more likely for the water molecules and hydroxyoximes to be

present in oligomeric forms, we decided to use the energetics of a (H2O)6 water cluster

and (OxH)2 hydroxyoxime dimer instead of the sum of the energetics of single molecules

in studying the thermodynamics of equation 6.1 (Figure 6.8).
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Figure 6.8: Lowest energy structures of (H2O)6 water cluster (a) and (OxH)2 hy-
droxyoxime dimer (b) optimised at the M06/6-31G(d,p) level of theory. Grey coloured
atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydrogen. Dot-

ted yellow lines represent inter- and intra-molecular hydrogen bonds.

The Gibbs free energy and enthalpy changes at 313 K calculated for equation 6.1 at the

M06/6-31G(d,p)/LanL2DZ level of theory are given in Table 6.166.

Table 6.16: Gibbs free energy (∆Go
313, kJ/mol) and enthalpy (∆Ho

313, kJ/mol)
changes for complexation of Ni2+, Co2+, Cu2+, Mn2+ and Zn2+ transition metal
cations with acetic acid anions and acetoin oxime molecules calculated at the M06/6-
31G(d,p)/LanL2DZ level of theory for the case when the formed metal complexes are

of M(OxH)2(Ac)2 stoichiometry.

Lowest energy M(OxH)2Ac2 complex
M06/6-31G(d,p)/LanL2DZ

∆G313, kJ
mol ∆H313, kJ

mol

Ni2+ SS-Cis-Ox(NN-90o,OO-180o) -387.2 -340.6

Co2+ SS-Cis-Ox(NN-90o,OO-180o) -364.1 -323.1

Cu2+ SS-Cis-Ox(NN-90o,OO-180o) -409.6 -364.5

Mn2+ RS-Cis-Ox(NN-90o,OO-180o) -337.4 -297.8

Zn2+ SS-Cis-Ox(NN-90o,OO-180o) -341.3 -288.3

6Note that most of the experimental data on synergistic solvent extraction with LIX63 and Versatic10
was derived at 313 K (Cheng, 2006), therefore, theoretically estimated thermodynamics are also taken
at this temperature.
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Figure 6.9: Graphical representation of M(H2O)6(Ac)2 (a) and M(H2O)4(Ac)2 (cis
- b and trans - c) structures optimised at the M06/6-31G(d,p) level of theory. Grey
coloured atoms represent carbon, red - oxygen and white - hydrogen. Dotted yellow

lines represent inter- and intra-molecular hydrogen bonds.

As can be seen from the above Table, the Gibbs free energy and enthalpy changes for

the formation of organometallic complexes of a carboxylic acid anionic and neutral hy-

droxyoxime ligands with each of the considered metal cations are very exothermic. This

signifies that all these transition metals are readily extracted by the mixture of hydrox-

yoxime and carboxylic acid at the considered conditions. The magnitude of the Gibbs

free energy difference for the copper complexation is the largest, which indicates that

the Cu2+ metal complex is the most stable, followed by Ni2+, Co2+, Zn2+ and Mn2+

complexes.

In order to estimate the synergistic effect we can analyse this equilibrium shown

in equation 6.1 in two steps. The first step corresponds to the addition of an acetic acid

anion to the M(H2O)2+6 metal aquo complex and the second step is the attachment of

the acetoin oxime ligands to the first step product complex. Interaction between the

metal aquo complex and deprotonated acetic acid may result in formation of one of

the three (a and b or c) complexes shown in Figure 6.9. Note that the M(H2O)4(Ac)2

complex may exist in two isomers (cis and trans - b and c in Figure 6.9, respectively).

To estimate the probability of formation of each complex we have calculated the ther-

modynamics of the following reactions at the M06/6-31G(d,p)/LanL2DZ level of theory:

M(H2O)2+6(aq) + 2Ac−(aq) 
 M(H2O)6(Ac)2(aq) (6.2)

M(H2O)2+6(aq) + 2Ac−(aq) 
 M(H2O)4(Ac)2(aq) + 2H2O(aq) (6.3)

Gibbs free energies and enthalpies of the above equilibria for M(H2O)6(Ac)2 and M(H2O)4
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(Ac)2 complex formation are shown in Table 6.17:

Table 6.17: Thermodynamics of formation of M(H2O)6(Ac)2 and M(H2O)4(Ac)2
metal complexes calculated at the M06/6-31G(d,p)/LanL2DZ level of theory at 313 K.

Note that (a), (b) and (c) are the complexes from Figure 6.9.

Metal Ions
M(H2O)6(Ac)2 (a)

∆G, kJ
mol ∆H, kJ

mol

Ni2+ -340.4 -303.7

Co2+ -330.9 -298.8

Cu2+ -352.0 -320.6

Mn2+ -312.7 -285.4

Zn2+ -314.1 -272.6

M(H2O)4(Ac)2 (b)

∆G, kJ
mol ∆H, kJ

mol

-276.1 -267.8

-265.5 -264.5

-294.3 -283.7

-239.2 -235.5

-241.6 -225.2

M(H2O)4(Ac)2 (c)

∆G, kJ
mol ∆H, kJ

mol

-281.4 -269.2

-275.4 -270.7

-310.0 -294.4

-247.0 -243.1

-251.2 -233.0

As can be seen from Table 6.17, the formation of the trans (c) acetic acid aquo complex

is energetically more favourable as compared to the cis (b) one for each metal cation.

However, if we compare the Gibbs free energies of the two equilibria shown in equa-

tion 6.2 and 6.3 we can see that according to our calculation the M(H2O)6(Ac)2 metal

complex is much more likely to be formed in this system. If we compare the thermody-

namics for the overall equilibrium (equation 6.1) of metal complexation with both acetic

acid and acetoin oxime shown in Table 6.16 with that of M(H2O)6(Ac)2 metal complex

formation (Table 6.17) we can see that all the metal cations are more likely to be fully

transferred to the organic phase via formation of M(OxH)2(Ac)2 complexes which is in

good agreement with the experiment. If we compare the Gibbs free energies for the

complexation of different metals, we will see that theoretically estimated order at which

the metals are extracted at 313 K is also in good agreement with the experimental one

(Cheng, 2006).

Now that we have the thermodynamics of both equilibria (shown in equation

6.1 and 6.2) calculated for each metal cation, we can estimate the synergistic effect of

acetoin oxime addition on the selectivity of metal complexation. In order to do this we

should compare the thermodynamics between metal cations for each of the two equilib-

ria. As can be seen from Table 6.18 the addition of acetoin oxime to the system increases

the differences in Gibbs free energies of metal complexation for each metal cation with

respect to the favoured formation of copper complex. This could mean that the metal

cations shown in Table 6.18 can be separated by varying process parameters (pH of the

solution, for instance) with higher selectivity when the hydroxyoxime oxime is present

in the system. This conclusion agrees well with experimental observations (Barnard et

al. (2010)).
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Table 6.18: Thermodynamics of metal complexation from equations 6.1 and 6.2 for
each metal ion relative to the formation of corresponding complexes of the copper
cation, which was shown to be the most favourable process according to the calculation

at the M06/6-31G(d,p)/LanL2DZ level of theory at 313 K.

Metal Ions
M(OxH)2(Ac)2

∆G, kJ
mol ∆H, kJ

mol

Ni2+ 22.3 24.0

Co2+ 45.5 41.5

Cu2+ 0.0 0.0

Mn2+ 72.1 66.7

Zn2+ 68.3 76.3

M(H2O)6(Ac)2

∆G, kJ
mol ∆H, kJ

mol

11.7 16.9

21.1 21.8

0.0 0.0

39.3 35.2

38.0 48.0

In the current study, the lowest energy structure of the Ni(OxH)2(Ac)2 complex (Fig.

6.6) looks closer to the crystallographically determined structure of the Ni(OxH)2 (Ac)2

complex of Barnard et al. (2010) than to the structure of the Ni complex of the same

stoichiometry suggested by Castresana et al. (1988). These structures are shown in Fig-

ure 6.10. Note that hydrocarbon side chains of CH3 were used for all three structures in

order to make clearer representation of the way in which organic ligands are bonded to

the metal cation. However, the R groups in the structures determined by Barnard et al.

(2010) and Castresana et al. (1988) are different from those represented in Figure 6.10.

As can be seen from Figure 6.10, the lowest energy structure determined at

the M06/6-31G(d,p)/LanL2DZ level of theory generally represents itself as the mirror

image of the one determined by Barnard et al. (2010) with only minor differences in

intra-molecular hydrogen bonding between the ligands. Note that the stereo-chemistry

of the two hydroxyoxime ligands in the experimental structure is identical (both of R

chirality), while in the theoretically determined structure the stereo-chemistry of each

hydroxyoxime ligand is different (S and R). These minor differences could be due to

the difference in the environment for the two cases as the experimentally determined

structure corresponds to the solid phase complex, while the structure determined the-

oretically corresponds to that in organic solvent. As was mentioned earlier, there were

some assumptions made based on the experimental results of Barnard et al. (2011) that

in solution three molecules of hydroxyoxime and two molecules of carboxylic acid are

required to form an organometallic complex. In order to check this hypothesis we need

to calculate the thermodynamics of M(OxH)3(Ac)2 complex formation and compare this

with the thermodynamics of metal complexation in which M(OxH)2(Ac)2 is formed.
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Figure 6.10: Graphical representation of the lowest energy Ni(OxH)2 (Ac)2 complex
optimised at the M06/6-31G(d,p)/LanL2DZ level of theory (a), crystallographically
determined structure of Ni(OxH)2 (Ac)2 (b) (Barnard et al., 2010) and Ni(Ox)2 (AcH)2
structure suggested by Castresana et al. (1988) (c). Grey coloured atoms represent
carbon, red - oxygen, dark blue - nitrogen and white - hydrogen. Dotted yellow lines

represent inter- and intra-molecular hydrogen bonds.

6.3.2 Thermodynamics of M(OxH)3Ac2 Transition Metal Complexes

with Acetoin Oxime and Acetic Acid for M = Ni2+, Co2+, Cu2+,

Mn2+ and Zn2+

As was shown previously for the hydroxyoxime-carboxylic acid system, the system is

more stable when the carboxylic acid molecules are deprotonated and all the hydroxy-

oxime molecules are left neutral. Therefore in this study we are going to consider only

organometallic systems in which the acetic acid is the extractant (deprotonated) and

acetoin oxime is the synergist (protonated).

In M(OxH)3Ac2 metal complexes three oxime ligands are in the inner sphere of

the metal complex and bonded directly to the metal cation by a covalent bond. Two

carboxylic acid molecules are then located in the outer sphere and attached to the

tris-oxime metal complex via intermolecular hydrogen bonding. Therefore, in order to

determine the minimum for this stoichiometry we need to study first the PES of the

tris-oxime metal complex (M(OxH)2+3 ), prior to modelling the PES of the M(OxH)3Ac2

metal complex. The strategy for naming M(OxH)2+3 metal complexes is represented in
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Figure 6.11.

Figure 6.11: Graphical representation of the naming of SRR-NN-t(in)-NO-b(out) (1)

and SRR-NO-t(out)-NN-b(in)(2) structures of M(OxH)
2+
3 metal complexes with one S

and two R hydroxyoxime stereo-isomers. “in” - corresponds to the location into the
viewer’s plane and “out” - to that out of the viewer’s plane. The 90o angle “t” - means
top angle and “b” - is the bottom 90o angle. Green coloured atoms represent carbon,

red - oxygen, dark blue - nitrogen, purple - metal centre (M) and white - hydrogen.

The name of the first M(OxH)2+3 complex in Figure 6.11 (SRR-NN-t(in)-NO-b(out)) is

constructed in such way so that the first three letters represent the stereo-chemistry of

the left (S), top (R) and bottom (R) ligands. The next part (NN-t(in)) tells us that

the 90o “t” angle is formed between nitrogen of the left and nitrogen of the top acetoin

oxime ligands, where the latter is located within (”in”) the viewer’s plane. The last part

(NO-b(out)) tells us that the 90o “b” angle is formed between nitrogen of the left and

oxygen of the bottom acetoin oxime ligands, where the latter is located out (”out”) of

the viewer’s surface. The names of all SRR and SSS M(OxH)2+3 metal complexes which

were constructed are given in Tables 6.19 and 6.20, respectively.

Table 6.19: Labels for the structures of SRR M(OxH)
2+
3 metal complex.

Number Complex Label

1 NN-t(in)-NO-b(out)

2 NO-t(out)-NN-b(in)

3 NN-t(in)-NN-b(out)

4 NO-t(in)-NN-b(out)

Number Complex Label

5 NO-t(in)-NO-b(out)

6 NN-t(out)-NN-b(in)

7 NN-t(out)-NO-b(in)

8 NO-t(out)-NO-b(in)
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Table 6.20: Labels for the structures of SSS M(OxH)
2+
3 metal complex.

Number Complex Label

1 NN-t(in)-NN-b(out)

2 NO-t(out)-NO-b(in)

Number Complex Label

3 NN-t(in)-NO-b(out)

4 NO-t(out)-NN-b(in)

All of these structures were constructed using the Avogadro molecular visualisation

software and pre-optimised using the UFF force field (Rappe et al., 1992). The graphical

representation of the tris-oxime metal complexes for the M(OxH)2+3 stoichiometry with

one S and two R acetoin oxime stereo-isomers are depicted in Figure 6.12.

Gibbs free energy differences and enthalpy changes between each complex and the

lowest energy structure of M(OxH)2+3 for Ni2+, Co2+, Cu2+, Mn2+ and Zn2+ transition

metal cations are given in Tables 6.21, 6.22, 6.23, 6.24 and 6.25, respectively. Gas phase

geometry optimisation and frequency calculations of each complex were performed at

the M06/6-31G(d,p)/LanL2DZ level of theory. To calculate the relative energetics of

metal complexes, only the vibration parts of enthalpy and entropy were included along

with zero point energy and thermal corrections at 298.15 K. All possible geometries of

the tris-oxime metal complexes of M(OxH)2+3 stoichiometry with three S acetoin oxime

stereo-isomers are depicted in Figure 6.13.
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Figure 6.12: Initial structures for studying the potential energy surface of M(II)-α-

hydroxyoxime complexes of M(OxH)
2+
3 stoichiometry with one S and two R hydroxy-

oxime stereo-isomers. Green coloured atoms represent carbon, red - oxygen, dark blue
- nitrogen, purple - metal centre (M) and white - hydrogen atoms and bonding.

Figure 6.13: Initial structures for studying the potential energy surface of M(II)-α-

hydroxyoxime complexes of M(OxH)
2+
3 stoichiometry with three S hydroxyoxime stereo-

isomers. Green coloured atoms represent carbon, red - oxygen, dark blue - nitrogen,
purple - metal centre (M) and white - hydrogen atoms and bonding.
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Table 6.21: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/-

mol) differences relative to the most stable structure of the Ni(OxH)
2+
3 complex at

the M06/6-31G(d,p)/LanL2DZ level of theory.

Ni(OxH)2+3 (Ni2+S = 3)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

SRR NN-t(in)-NO-b(out) 7.3 -0.8

SRR NO-t(out)-NN-b(in) 2.9 -0.5

SRR NN-t(in)-NN-b(out) 13.5 2.4

SRR NO-t(in)-NN-b(out) 0.0 0.0

SRR NO-t(in)-NO-b(out) 7.6 -3.0

SRR NN-t(out)-NN-b(in) 8.8 1.7

SRR NN-t(out)-NO-b(in) 3.9 -1.4

SRR NO-t(out)-NO-b(in) 2.3 -1.1

SSS NN-t(in)-NN-b(out) 7.5 1.5

SSS NO-t(out)-NO-b(in) 7.3 0.4

SSS NN-t(in)-NO-b(out) 5.4 3.6

SSS NO-t(out)-NN-b(in) 23.0 18.3

Table 6.22: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)

differences relative to the most stable structure of the Co(OxH)
2+
3 complex at the

M06/6-31G(d,p)/LanL2DZ level of theory.

Co(OxH)2+3 (Co2+S = 4)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

SRR NN-t(in)-NO-b(out) 0.0 0.0

SRR NO-t(out)-NN-b(in) 86.3 77.4

SRR NN-t(in)-NN-b(out) 12.5 3.0

SRR NO-t(in)-NN-b(out) 8.1 10.5

SRR NO-t(in)-NO-b(out) 14.1 5.8

SRR NN-t(out)-NN-b(in) 12.9 10.4

SRR NN-t(out)-NO-b(in) 49.8 40.2

SRR NO-t(out)-NO-b(in) 9.0 7.7

SSS NN-t(in)-NN-b(out) 21.2 12.4

SSS NO-t(out)-NO-b(in) 12.3 8.1

SSS NN-t(in)-NO-b(out) 8.5 3.8

SSS NO-t(out)-NN-b(in) 4.1 0.5
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Table 6.23: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)

differences relative to the most stable structure of the Cu(OxH)
2+
3 complex at the

M06/6-31G(d,p)/LanL2DZ level of theory.

Cu(OxH)2+3 (Cu2+S = 2)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

SRR NN-t(in)-NO-b(out) 28.9 29.7

SRR NO-t(out)-NN-b(in) 34.3 32.8

SRR NN-t(in)-NN-b(out) 6.0 0.7

SRR NO-t(in)-NN-b(out) 3.9 1.8

SRR NO-t(in)-NO-b(out) 20.3 15.1

SRR NN-t(out)-NN-b(in) 6.6 2.3

SRR NN-t(out)-NO-b(in) 8.0 1.7

SRR NO-t(out)-NO-b(in) 8.0 2.7

SSS NN-t(in)-NN-b(out) 0.0 0.0

SSS NO-t(out)-NO-b(in) 10.7 2.5

SSS NN-t(in)-NO-b(out) 23.8 32.3

SSS NO-t(out)-NN-b(in) 41.4 40.7

Table 6.24: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)

differences relative to the most stable structure of the Mn(OxH)
2+
3 complex at the

M06/6-31G(d,p)/LanL2DZ level of theory.

Mn(OxH)2+3 (Mn2+S = 6)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

SRR NN-t(in)-NO-b(out) 8.5 1.7

SRR NO-t(out)-NN-b(in) 10.1 3.3

SRR NN-t(in)-NN-b(out) 17.9 12.9

SRR NO-t(in)-NN-b(out) 27.3 20.8

SRR NO-t(in)-NO-b(out) 25.0 18.9

SRR NN-t(out)-NN-b(in) 21.8 19.3

SRR NN-t(out)-NO-b(in) 21.1 15.3

SRR NO-t(out)-NO-b(in) 23.9 17.1

SSS NN-t(in)-NN-b(out) 21.5 17.5

SSS NO-t(out)-NO-b(in) 27.2 17.7

SSS NN-t(in)-NO-b(out) 0.0 0.0

SSS NO-t(out)-NN-b(in) 11.3 4.6
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Table 6.25: Gibbs free energy (∆Go
298.15, kJ/mol) and enthalpy (∆Ho

298.15, kJ/mol)

differences relative to the most stable structure of the Zn(OxH)
2+
3 complex at the

M06/6-31G(d,p)/LanL2DZ level of theory.

Zn(OxH)2+3 (Zn2+S = 1)
M06/6-31G(d,p)/LanL2DZ

∆G, kJ
mol ∆H, kJ

mol

SRR NN-t(in)-NO-b(out) 0.0 0.0

SRR NO-t(out)-NN-b(in) 26.8 27.4

SRR NN-t(in)-NN-b(out) 43.1 43.3

SRR NO-t(in)-NN-b(out) 39.1 34.3

SRR NO-t(in)-NO-b(out) 28.7 27.6

SRR NN-t(out)-NN-b(in) 14.7 14.3

SRR NN-t(out)-NO-b(in) 11.5 11.7

SRR NO-t(out)-NO-b(in) 12.1 12.1

SSS NN-t(in)-NN-b(out) 8.6 11.1

SSS NO-t(out)-NO-b(in) 19.1 13.8

SSS NN-t(in)-NO-b(out) 4.3 4.9

SSS NO-t(out)-NN-b(in) 8.6 8.9

As can be seen from the data presented above, each transition metal cation favours a

different configuration for the tris-oxime complex, except for Co2+ and Zn2+ where the

lowest energy structures are of the same geometry. It is interesting to note that there

are many structures, especially in case of the Ni(OxH)2+3 and Cu(OxH)2+3 metal com-

plexes, for which the values of MG relative to the corresponding lowest energy structure

are within the range of 2.3-8.8 kJ/mol. This means that in the real solution all these

complexes may be found with a certain level of probability. However, due to the limited

time of this project we are not able to perform optimisation of each M(OxH)3(Ac)2

metal complex considering all these tris-oxime structures. Therefore it has been decided

to use only the lowest energy structures of M(OxH)2+3 (M = Ni, Co, Cu, Mn and Zn)

to estimate the thermodynamics of formation of the M(OxH)3(Ac)2 metal complexes.

Graphical representations of the lowest energy structures of M(OxH)2+3 tris-oxime com-

plexes optimised at the M06/6-31G(d,p)/LanL2DZ level of theory are given in Figure

6.14.

To calculate the thermodynamics of M(OxH)3Ac2 metals complex formation

for Ni2+, Co2+, Cu2+, Mn2+ and Zn2+ transition metal cations with the mixture of

carboxylic acid and hydroxyoxime, the following equilibrium was considered;

M(H2O)2+6(aq) + (OxH)3(o) + 2Ac−(aq) 
 M(OxH)3(Ac)2(o) + (H2O)6(aq) (6.4)
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Figure 6.14: Graphical representation of the lowest energy structures of the
M(OxH)

2+
3 metal complexes with acetoin oxime: a) SRR NO-t(in)-NN-b(out) struc-

ture of Ni2+ complex; b) SRR NN-t(in)-NO-b(out) structure of Co2+ complex; c) SSS
NN-t(in)-NN-b(out) structure of Cu2+ complex; d) SSS NN-t(in)-NO-b(out) structure
of Mn2+ complex and e) SRR NN-t(in)-NO-b(out) structure of Zn2+ complex. Grey
coloured atoms represent carbon, red - oxygen, dark blue - nitrogen, white - hydrogen,
green - nickel, pink - cobalt, orange - copper, purple - manganese and dark purple -

zinc.
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Figure 6.15: Lowest energy structures of the acetoin oxime trimer (a) and
Ni(OxH)3(Ac)2 (b) optimised at the M06/6-31G(d,p)/LanL2DZ level of theory. Grey
coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and white - hydro-

gen. Dotted yellow lines represent inter- and intra-molecular hydrogen bonds.

where M(H2O)2+6(aq) is an aqueous phase octahedral metal aquo complex of charge 2+,

(OxH)3(o) is an organic phase acetoin oxime trimer, Ac−(aq) is an aqueous phase acetic

acid anion, M(OxH)3 Ac2(o) is a transition metal complex with carboxylic acid anions

and hydroxyoxime dissolved in the organic phase and (H2O)6(aq) is an aqueous phase

water cluster consisting of six water molecules. Note that the lowest energy structure

of the acetoin oxime trimer determined in the previous chapter was used. To estimate

the energetics of the M(OxH)3(Ac)2(o) complex for each metal cation we added two

acetic acid anions to each lowest energy structure of tris-oxime metal complex and re-

optimised the whole system at the M06/6-31G(d,p)/LanL2DZ level of theory7. The

structures of the acetoin oxime trimer and Ni(OxH)3(Ac)2 complex optimised at the

M06/6-31G(d,p)/LanL2DZ level of theory are shown in Figure 6.15.

Now that we have all constituents of equation 6.4, we can easily calculate the

Gibbs free energy and enthalpy changes for the complexation of Ni2+, Co2+, Cu2+, Mn2+

and Zn2+ cations with acetic acid and acetoin oxime for the case when the M(OxH)3

(Ac)2(o) metal complex is formed (Table 6.26). Note that most of the experimental

data on synergistic solvent extraction with LIX63 and Versatic10 was derived at 313 K.

Therefore, theoretically estimated thermodynamics are also taken at this temperature.

7Note that different positions of acetic acid anions were tested with the different number of inter-
molecular (between acetic acid anion and the tris-oxime metal complex) hydrogen bonds and only lowest
energy structures were used to calculate the thermodynamics of M(OxH)3(Ac)2(o) complex formation.
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Table 6.26: Gibbs free energy (∆Go
313, kJ/mol) and enthalpy (∆Ho

313, kJ/mol)
changes for complexation of Ni2+, Co2+, Cu2+, Mn2+ and Zn2+ transition metal
cations with acetic acid anions and acetoin oxime molecules calculated at the M06/6-
31G(d,p)/LanL2DZ level of theory for the case when the formed metal complexes are

of M(OxH)3Ac2 stoichiometry.

Lowest energy M(OxH)3Ac2 complexes
M06/6-31G(d,p)/LanL2DZ

∆G313, kJ
mol ∆H313, kJ

mol

Ni2+ SRR NO-t(in)-NN-b(out)-Ac2 -425.3 -354.3

Co2+ SRR NN-t(in)-NO-b(out)-Ac2 -348.7 -307.8

Cu2+ SSS NN-t(in)-NN-b(out)-Ac2 -437.2 -390.5

Mn2+ SSS NN-t(in)-NO-b(out)-Ac2 -355.3 -310.9

Zn2+ SRR NN-t(in)-NO-b(out)-Ac2 -329.4 -274.1

As can be seen by comparing the data in Tables 6.16 and 6.26, the process of formation

of nickel-, copper- and manganese-tris-acetoin oxime-di-acetic acid complexes is ener-

getically more favourable than the process of formation of the corresponding di-acetoin

oxime-di-acetic acid complexes. According to our calculations, we can conclude at this

point that the probability of formation of M(OxH)3Ac2 metal complexes in a non-polar

aliphatic solvent is significantly higher for Ni2+, Cu2+ and Mn2+ than that of the cor-

responding organometallic complexes with M(OxH)2Ac2 stoichiometry.

As before, in order to estimate the synergistic effect we need to compare the

thermodynamics of each metal complexation reaction, which were estimated using the

equilibrium shown in equation 6.4, with the most favourable one (Table 6.27).

Table 6.27: Thermodynamics (kJ/mol) of metal complexation using the equations
6.1, 6.2 and 6.4 for each metal ion relative to the formation of corresponding complexes
of the copper cation, which was shown to be the most favourable process according to

the calculation at the M06/6-31G(d,p)/LanL2DZ level of theory at 313 K.

Metal Ions
M(OxH)3(Ac)2

∆∆G ∆H

Ni2+ 11.9 36.2

Co2+ 88.5 82.7

Cu2+ 0.0 0.0

Mn2+ 81.9 79.6

Zn2+ 107.8 116.4

M(OxH)2(Ac)2

∆∆G ∆H

22.3 24.0

45.5 41.5

0.0 0.0

72.1 66.7

68.3 76.3

M(H2O)6(Ac)2

∆∆G ∆H

11.7 16.9

21.1 21.8

0.0 0.0

39.3 35.2

38.0 48.0
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Table 6.28: Thermodynamics of metal complexation of equation 6.1 and 6.4 for each
metal ion using the sum of the energies of acetoin oxime monomers calculated at the

M06/6-31G(d,p)/LanL2DZ level of theory at 313 K.

Metal Ions
M(OxH)2(Ac)2

∆G, kJ
mol ∆H, kJ

mol

Ni2+ -450.5 -365.5

Co2+ -427.3 -348.0

Cu2+ -472.8 -389.5

Mn2+ -400.7 -322.8

Zn2+ -404.5 -313.2

M(OxH)3(Ac)2

∆G, kJ
mol ∆H, kJ

mol

-542.4 -410.7

-465.9 -364.1

-554.3 -446.9

-472.4 -367.3

-446.5 -330.5

As compared to both M(OxH)2(Ac)2 and M(H2O)6(Ac)2 metal complexes, the synergis-

tic effect in M(OxH)3(Ac)2 metal complexes is significantly higher, especially in the case

of Co2+, Mn2+ and Zn2+ complexation. However, according to the energetics calculated

here, the M(OxH)2(Ac)2 stoichiometry is more stable for Co2+ and Zn2+ metal cations.

In the real system when the transition metal cations are separated by means of

synergistic solvent extraction (SSX), the extractant and synergist are quite dilute (0.5

M Versatic 10 versus 0.35 M of LIX63 in Shellsol 2046 according to Cheng (2006)) plus

the whole aqueous/organic system is being stirred continuously throughout the process.

This means that during SSX of metal cations the hydroxyoxime molecules may exist

in monomeric forms. If we estimate the thermodynamics of metal complexation for

M(OxH)2(Ac)2 (equation 6.1) and M(OxH)3(Ac)2 (equation 6.4) using the sum of the

energies of acetoin oxime monomers instead of dimers/trimers (Table 6.28) we can see

that the formation of tris-oxime metal complexes becomes more favourable for all metal

cations. This means that concentration of the reactants in SSX has a significant impact

on selectivity of metal complexation as the synergistic effect in tris-oxime complexes

is higher than that in bis-oxime ones that were shown to be the most energetically

favourable for Co2+ and Zn2+ metal ions at high concentrations of hydroxyoxime. How-

ever, it should be noted the order in which metal cations are extracted (which we can get

if we compare the thermodynamics of metal complexation for each metal cation with

the most energetically favourable copper extraction) agrees well with the experimen-

tal data (Barnard and Tsuntsaeva, 2012) only in the case where the metal complexes

of M(OxH)2(Ac)2 stoichiometry are formed (Cu2+ followed by Ni2+, Co2+, Zn2+ and

Mn2+) and not for the case of M(OxH)3(Ac)2 complex formation (Cu2+ followed by

Ni2+, Mn2+, Co2+, Zn2+). This could mean either one of two things: 1) the potential

energy surface of M(OxH)3(Ac)2 metal complexes was not fully scanned, therefore, pre-

viously located minima may not correspond to the true lowest energy structures, which

may significantly affect relative energetics of metal complexes; 2) the potential energy
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Figure 6.16: Suggested structures of tris-oxime metal complexes for the future study.
Grey coloured atoms represent carbon, red - oxygen, dark blue - nitrogen and white -

hydrogen. Dotted yellow lines represent inter- and intra-molecular hydrogen bonds.

surfaces of some other tris-oxime metal complexes (like the ones shown in Figure 6.16)

should be investigated.

In order to draw more solid conclusions regarding complex stabilities it is also

recommended to study the potential energy surfaces of the metal complexes with the

ligands having larger hydrocarbon side-chains. Furthermore, along with the considered

equilibria it would be informative to estimate the thermodynamics of the following ones:

M(H2O)6SO4(aq) + (AcH)6(o) 
 M(AcH)4(Ac)2(o) + (H2O)6(aq) + H2SO4(aq) (6.5)

M(AcH)4(Ac)2(o) + (OxH)2(o) 
 M(OxH)2(Ac)2(o) + (AcH)4(o) (6.6)

M(AcH)4(Ac)2(o) + (OxH)3(o) 
 M(OxH)3(Ac)2(o) + (AcH)4(o) (6.7)

In addition, it would be also quite useful to estimate and compare the energetics of

formation of two M(OxH)3Ac2 metal complexes bonded together via inter-molecular

hydrogen bonding with the formation of two M(OxH)2Ac2 metal complexes, and the

case when metal complexes of both stoichiometries are formed in the same system.

6.3.3 Conclusion

In this study modelling of metal complexation in the synergistic solvent extraction sys-

tem of acetoin oxime and acetic acid was performed at the M06/6-31G(d,p)/LanL2DZ
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level of theory. It was shown that both hydroxyoxime and carboxylic acid ligands exhibit

a weak field nature which contributes to the formation of high-spin metal complexes for

Co2+ and Mn2+ cations. This derivation agrees well with conclusions made by Vostrikova

(2008) in her study of high-spin metal complexes of organic free radicals.

Based on the comparison of the energetics of the two types of complex (where

in the first case acetoin oxime ligands were deprotonated and acetic acid ligands were

neutral and vice versa in the second case) it was concluded that hydroxyoxime plays

the role of the synergist (neutral ligand in the metal complex) and the carboxylic acid

extracts the metal cations (anionic ligand in metal complexes). Moreover, this conclu-

sion was strengthened when we compared the energetics of the hydroxyoxime-acetic acid

anion hetero-oligomer with that of hydroxyoxime anion-acetic acid one, which showed

that the system is significantly more stable when hydroxyoxime molecules stay neutral.

The thermodynamics of formation of two types of metal complexes was esti-

mated, which showed that the formation of M(OxH)3(Ac)2 transition metal complexes

is energetically more favourable than that of complexes with M(OxH)2Ac2 stoichiom-

etry if the system of carboxylic acid/ hydroxyoxime is diluted so that both reagents

are present in monomeric form. However, if hydroxyoxime oligomers are formed it was

shown that the formation of the M(OxH)3(Ac)2 complex is more energetically favourable

only for Ni2+, Cu2+ and Mn2+ metal cations, while the M(OxH)2(Ac)2 complex is more

likely to be formed in case of Co2+ and Zn2+ metal ions. It is interesting to point out

that the synergistic shift is more significant in the case where M(OxH)3(Ac)2 metal

complexes are formed.

For future studies it is recommended to estimate the thermodynamics of forma-

tion of different types of multi-complex systems, in particular the formation of M(OxH)3

(Ac)2· · ·M(OxH)3(Ac)2; M(OxH)2(Ac)2· · ·M(OxH)2(Ac)2 and M(OxH)3(Ac)2 · · · M

(OxH)2(Ac)2 systems. It would be also interesting to estimate the thermodynamics of

the equilibria shown in equations 6.5, 6.6 and 6.7. Furthermore, the study of the effect of

the size of hydrocarbon side-chains would give us a broader picture of what is happening

in the real system
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Chapter 7

Conclusions

The main goal of the current research was to evaluate theoretical models for metal

complexation in the synergistic solvent extraction (SSX) system consisting of LIX63

hydroxyoxime and Versatic10 carboxylic acid. In addition to this main goal it was

also interesting to develop theoretical models for studying the physical and chemical

properties of the main components of the SSX system and key processes occurring in

it. Theoretical models were selected from the methods available in Density Functional

Theory (DFT). The selection process was based on the comparison of the results derived

from calculations using different DFT methods with those obtained with post-Hartree-

Fock methods, as well as against experimental data from CSIRO. This study is valuable

from both a scientific and industrial perspective as it identifies a model that shows good

agreement with experiment and can be used for further study of the properties of the

SSX system. Furthermore, it can be used to define the structures of metal complexes in

various environments and at different conditions. This knowledge can be used in order

to improve the selectivity of metal separation by LIX63 hydroxyoxime and Versatic10

carboxylic acid. In this chapter the main conclusions from the study are considered and

recommendations for the future research are given.

Theoretical Investigation of Syn/Anti Acetoin Oxime Isomerisation

In order to save computing time, acetoin oxime was chosen to describe the properties of

the actual target molecule (LIX63 main component). Initially it seemed reasonable to

expect that the thermodynamics of equilibrium between syn and anti isomers of acetoin

oxime would be similar to those of LIX63 syn/anti isomerisation. Based on a review of

the literature (Georgieva and Trendafilova, 2006; Ronchin et al., 2008; Zhao and Truh-

lar, 2008) a range of methods was selected for studying the potential energy surface

(PES) and thermodynamics of equilibrium between the lowest energy structures of syn

192
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and anti acetoin oxime isomers. Explicit theoretical study of the syn/anti acetoin oxime

equilibrium with each of the selected methods has shown that the B3LYP DFT func-

tional provides the best overall results in modelling of this type of system in combination

with the 6-31G(d,p) and/or 6-31++G(d,p) basis sets as this gives the closest results to

the MP2/aug-cc-vVTZ method with the lowest demand for computer resources.

The M06 method also gives a good description of syn/anti acetoin oxime equi-

librium and kinetics of anti to syn isomerisation when used with the same 6-31G(d,p)

and/or 6-31++G(d,p) basis sets as compared to the MP2/aug-cc-pVTZ level of theory

and therefore also can be used for modelling organic constituents of the SSX system.

Both B3LYP and M06 locate the same global minima for syn and anti isomers of ace-

toin oxime. Bond lengths, bond angles and dihedral angles of the lowest energy acetoin

oxime isomers optimised with these two methods are very similar. However, it should be

noted that the optimisation process from the same starting point takes a bit longer with

M06 than with B3LYP and in some cases the energetics calculated using M06 methods

are less accurate as compared to the MP2/aug-cc-pVTZ results.

The main advantage of M06 over B3LYP for this particular study is that in

addition to reasonably good kinetics and thermodynamics for organic systems it is

also known to provide good theoretical descriptions of the systems containing heavy

elements (Zhao and Truhlar, 2008), such as organometallic complexes of Ni2+, Co2+,

Cu2+, Mn2+ and Zn2+ with hydroxyoxime and carboxylic acid. As was shown for the

example of the 2-acetylthiophene system that contains a sulphur atom, the thermody-

namics of equilibrium between syn and anti isomers of this compound is well described

by the M06 method as compared to experiment, while B3LYP method is shown to have

poor performance. In this sense, it is very convenient to have one method which is

suitable for studying not only systems containing heavy atoms like 2-acetylthiophene or

organometallic complexes, for instance, but also the properties of organic systems like

the hydroxyoxime/carboxylic acid synergistic solvent extraction system.

Unfortunately, theoretically estimated thermodynamics for the syn/anti equilib-

rium of acetoin oxime did not match the experimental equilibrium distribution between

syn and anti isomers of the LIX63 main component. Furthermore, theoretically es-

timated barriers for syn
anti acetoin oxime isomerisation using mechanisms selected

from the literature, also did not match the corresponding values found experimentally

for syn/anti LIX63 hydroxyoxime interconversion. Based on the results it was concluded

that the effect of R groups on the syn/anti hydroxyoxime equilibrium are in fact sig-

nificant. The spatial orientation of the hydrocarbon side-chains in the R groups of the

lowest energy syn and anti structures of LIX63 may be different, which may in turn

affect their relative stabilities and, as a result, the equilibrium distribution. In the case

of acetoin oxime both isomers are identical with respect to the spatial orientation of R

groups. Therefore, as the next step it was decided to study the effect of hydrocarbon
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side-chains on the equilibrium between syn and anti isomers of hydroxyoxime.

Theoretical investigation of the Effect of the Hydrocarbon Side-chains on the

Syn/Anti Equilibrium and Kinetics

The potential energy surface scan for hydroxyoximes with hydrocarbon side-chains equal

to C2H5-, C3H7- and C4H9- has been performed using both M06 and B3LYP methods

in combination with 6-31G(d,p) and 6-31++G(d,p) basis sets. It was shown that the

addition of diffuse functions to the basis set improves the energetics as compared to

both the experimental and calculated MP2/aug-cc-pVTZ thermodynamics. It was also

shown that the process of minima location on the potential energy surface was not sig-

nificantly affected by the addition of the diffuse functions to the basis set and the same

conformations were found to be the lowest energy structures with both 6-31G(d,p) and

6-31++G(d,p) basis sets.

When we compared the potential energy surfaces of different hydroxyoximes

calculated with the M06 and B3LYP methods, it was found that the lowest energy con-

formers of anti -hydroxyoximes located with the M06 method were different from those

located with B3LYP. As compared to the MP2 calculations, the global minima located

using the M06 functional were found to be incorrect. The supposed explanation for

this is that the Coulombic interaction between the carbon atoms in gauche-gauche ori-

ented (GG) R groups is overestimated by the M06 functional. This actually is known

to be quite a common drawback of the M06 family functionals (Gruzman et al., 2009).

Therefore, the M06 method cannot be recommended for studying the potential energy

surfaces of hydroxyoximes or any similar type of system.

Based on the results described in this chapter it is recommended to use the

B3LYP hybrid density functional with the 6-31G(d,p) basis set for modelling aliphatic

α-hydroxyoximes or similar types of systems as the best compromise between accuracy

and computational cost. However, the overall equilibrium between syn and anti iso-

mers of hydroxyoxime was also well described by the M06 method. This means that

this method can also be used for studying the thermodynamics of hydroxyoximes if the

global minima are known for both isomers.

During this study it was determined that the thermodynamics of interconver-

sion between syn and anti isomers of 2,5-dimethyl-4-hydroxyhexan-3-oxime (R=C3H7)

is in good agreement with experimental equilibrium between syn and anti isomers of

5,8-diethyl-7-hydroxydodecan-6-oxime. It was also shown that a further increase in the

size of the hydrocarbon side-chains does not have any significant effect on the thermo-

dynamics of the syn/anti hydroxyoxime equilibrium.

The effect of the size of the hydrocarbon side-chains on the kinetics of the
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syn/anti interconversion has also been studied. It was shown that the energy bar-

riers for the hydrogen atom migration and rotation of the functional group about a

single C-N bond in tautomerisation mechanisms via enamine and nitroso compounds

are not changed significantly when the size of the hydrocarbon side-chains is increased

from R=CH3 to R=C4H9. However, the energy barrier for syn/anti hydroxyoxime in-

terconversion calculated via the inversion mechanism is systematically lowered when

isomerisation is considered between syn and anti isomers with larger R groups. This

leads us to the conclusion that the inversion mechanism is the most probable mechanism

for 5,8-diethyl-7-hydroxydodecan-6-oxime syn/anti isomerisation. However, it should be

noted that even though the barrier for the inversion mechanism was significantly lower

for the system with R=C4H9 than that with R=CH3 it is still overestimated as compared

to the experimental value. Therefore, further estimation of the energy barriers for the

inversion mechanism as a function of size of hydrocarbon side-chains (for the systems

with R groups larger than C4H9 on both ends of the molecule) is required to strengthen

the choice of the mechanism for the syn/anti hydroxyoxime isomerisation.

DFT Study of Hydroxyoxime Oligomerisation

The IR spectra of the anti isomer of LIX63 hydroxyoxime has been measured exper-

imentally and compared with the IR spectra of 2,5-dimethyl-4-hydroxyhexan-3-oxime

(R=C3H7) calculated at the B3LYP/6-31G(d,p) level of theory. Based on this compar-

ison, anti -5,8-diethyl-7-hydroxydodecan-6-oxime (main component of LIX63) appears

likely to be present in oligomeric form in the environment of a non-polar aliphatic

solvent. This suggests an alternative mechanism for syn/anti isomerisation involving

hydrogen atom migration along intermolecular hydrogen bonds.

Various structures of acetoin oxime dimers with different types and numbers

of inter-molecular hydrogen bonds have been optimised at the B3LYP/6-31G(d,p) and

B3LYP/6-31++G(d,p) levels of theory. Acetoin oxime dimerisation was considered be-

tween 2 anti, 2 syn and a pair of syn and anti isomers. The most stable structures of

anti -syn and syn-syn acetoin oxime dimers predicted by both B3LYP/6-31G(d,p) and

B3LYP/6-31++G(d,p) methods were identical. However, the lowest energy structure

of the anti -anti acetoin oxime dimer found with the B3LYP/6-31G(d,p) method was

different from that predicted by calculations at the B3LYP/6-31++G(d,p) level. The

magnitude for the BSSE correction is significantly lower when the diffuse functions (for

both hydrogen and heavy atoms) are added. Therefore it is expected that more reliable

results will be achieved with calculations at the B3LYP/6-31++G(d,p) level of theory.

During this study of the acetoin oxime oligomerisation process it was found that the

magnitude for the BSSE correction is higher for the dimers in which -COH hydroxyl

group plays the role of the donor when forming inter-molecular hydrogen bonds between
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two monomers.

As compared to the B3LYP/6-31++G(d,p) calculations, the lengths of hydro-

gen bonds are overestimated by the B3LYP/6-31G(d,p) method if there is a strong

interaction between two monomers forming the dimer and underestimated if this inter-

molecular interaction is weak. This agrees well with information found in the literature

(Jeffrey, 1997). It is interesting to note that the description of acetoin oxime dimers in

which there is only one inter-molecular hydrogen bond is very similar according to both

these methods. Intra-molecular hydrogen bonds are also equally well described by both

B3LYP/6-31G(d,p) and B3LYP/6-31++G(d,p) methods.

Comparing the thermodynamics of different oligomerisation processes it was

shown that energetically it is more favourable for acetoin oxime to exist in the form

of long chain/cyclic oligomers where the syn and/or anti isomers of hydroxyoxime inter-

act with each other via NOH-OC and NOH-N types of intermolecular hydrogen bonding.

The IR spectra of the lowest energy anti -anti acetoin oxime tetramers were calculated

at the B3LYP/6-31++G(d,p) level of theory and compared with the experimental data

of anti -5,8-diethyl-7-hydroxydodecan-6-oxime IR spectra. It was shown that the cal-

culated IR spectra of acetoin oxime tetramers correspond well to the experimental IR

spectra of anti isomer of the LIX63 main component. This supports our conclusion that

hydroxyoximes exist in oligomeric form where the syn and/or anti isomers of hydroxy-

oxime interact with each other via different types of intermolecular hydrogen bonding.

The kinetics of the syn�anti acetoin oxime isomerisation between syn-syn and

anti -anti acetoin oxime dimers with NOH-N type of inter-molecular hydrogen bonding

were estimated at the B3LYP/6-31++G(d,p) level of theory using the tautomerisation

mechanism via a nitroso compound. In this mechanism hydrogen atoms are migrated

from NOH groups to the nitrogen atoms of the opposite molecule simultaneously along

the NOH· · ·N hydrogen bonds. The calculated energy barrier for this type of hydrogen

migration (when considered inside the oligomer) is significantly lower than the barrier

of a hydrogen migration within a monomer. This increases the probability of syn/anti

hydroxyoxime interconversion via tautomerisation mechanisms as compared to the in-

version mechanism when hydroxyoxime is present in oligomeric form.

Modelling Metal Complexation in Synergystic Solvent Extraction

Based on a literature review the M06 functional was chosen to study metal complex-

ation in the synergistic solvent extraction system of acetoin oxime and acetic acid as,

according to Zhao and Truhlar (2008), it was specifically parametrised for modelling

organometallic systems. For the main group elements, the 6-31G(d,p) basis set was

chosen as it gives one of the best descriptions of organic systems like hydroxyoximes and

carboxylic acids (including intra-molecular interactions via hydrogen bonding) with the
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lowest demand for computer resources. In accordance with recommendations of Yang et

al. (2009), the LanL2DZ pseudo-potential basis set was chosen to describe the atomic

orbitals of transition metals.

It is a well known fact (Schläfer and Gliemann, 1969) that with respect to the na-

ture of ligands, Co2+ and Mn2+ cations may form both high and low spin organometallic

complexes. Therefore it was of interest to determine the strength of binding of hydroxy-

oxime and carboxylic acid ligands to the metal cation. Comparing the energetics of Co2+

and Mn2+ carboxylic acid-hydroxyoxime complexes with metal centres having different

multiplicities, it was shown that both hydroxyoxime and carboxylic acid ligands have a

weak field nature which contributes to the formation of a high-spin metal complexes for

Co2+ and Mn2+ cations.

In modelling metal complexes of M(Ox)2AcH2 and M(OxH)2Ac2 stoichiometries

it was shown that in the lowest energy structures of Ni2+, Co2+ and Zn2+ complexes,

the lengths of O-H covalent bonds and OH· · ·O hydrogen bonds (between acetoin oxime

and acetic acid ligands) are nearly identical. Therefore for these complexes it is not

clear which ligand is getting deprotonated during metal complexation. Unfortunately

due to limited time the potential energy surfaces of metal complexes were not fully

scanned and so more stable complexes may be located in which it is clearer which of the

ligands is deprotonated. For example, in the lowest energy structures of Cu(OxH)2Ac2

and Mn(OxH)2Ac2 complexes it is clear that acetic acid is deprotonated and acetoim

oxime ligands stay neutral. In order to see which of the two ligands is more likely to get

deprotonated an additional study of hydroxyoxime-acetic acid oligomers was performed,

where in the first case acetoin oxime was neutral and acetic acid deprotonated and vice

versa in the second case. When the energetics were compared it was clear that the

system of these two ligands is significantly more stable when hydroxyomime molecules

stay neutral and carboxylic acids are deprotonated.

In this study it was also shown that the lowest energy structure of the Ni(OxH)2

Ac2 complex (Fig. 6.6) optimised at the M06/6-31G(d,p)/LanL2DZ level of theory

agreed well with the crystallographically determined structure of the Ni(OxH)2Ac2 com-

plex by Barnard et al. (2010) and not with the proposed structure of the Ni complex of

the same stoichiometry suggested by Castresana et al. (1988).

In order to understand which stoichiometry is more favourable for metal com-

plexes, the potential energy surfaces of M(OxH)2Ac2 and M(OxH)3Ac2 (where M cor-

responds to either Ni, Co, Cu, Mn or Zn metal centres) were first scanned at the

M06/6-31G(d,p)/LanL2DZ level of theory and then the Gibbs free energies of metal

complexation were estimated using the lowest energy structures of each metal complex.

For the case when anti -hydroxyoximes are present as oligomers before the complex is

formed, we have found that the complex of M(OxH)2Ac2 stoichiometry is more likely

to be formed during the extraction of Co2+ and Zn2+ cations while the M(OxH)3Ac2



Chapter 7. Conclusions 198

metal complexes are more energetically favourable for the other three metal cations.

In the case when hydroxyoxime is dilute and its molecules are present as monomers

surrounded by molecules of an aliphatic non-polar solvent, it gave a significant increase in

MG magnitude (the precess became more exothermic) of metal complexation (relative to

the value of MG for hydroxyoxime dimerisation from monomers in case of M(OxH)2Ac2

metal complexes and relative to the value of MG for hydroxyoxime trimerisation from

monomers in the case of M(OxH)3Ac2 metal complexes). In this case the probability of

formation of M(OxH)3Ac2 metal complexes was shown to be significantly higher than

the probability of M(OxH)2Ac2 complex formation for all metal cations. Experimentally

it was found that 1:3:2 metal:hydroxyoxime:carboxylic acid stoichiometry is more likely

to be correct (Barnard et al., 2010; Barnard and Tsuntsaeva, 2012).
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Recommendations

As we had both finite time and computer resources during this project, not every single

goal that we wanted to achieve was accomplished. Therefore, here we present a list of

future work recommendations for those who are interested in this topic:

1) The DFT methods selection for studying hydroxyoxime isomerisation and

oligomerisation was primarily based on comparison of thermodynamics of acetoin oxime

Z/E interconversion derived by each considered method with the results derived at the

MP2/aug-cc-pVTZ level of theory. Due to the reasons highlighted above the latter

method was not considered in further studies and the level of its accuracy regard-

ing modelling hydroxyoxime interconversion and oligomerisation was not determined

by comparing its results with experimental data. The model hydroxyoxime with the

minimal size of the hydrocarbon side-chains capable of giving a good description of the

experimental equilibrium between syn and anti isomers of LIX63 hydroxyoxime was

determined at the B3LYP/6-31G(d,p) level of theory and it would be interesting to see

if thermodynamics of this model hydroxyoxime Z/E interconversion estimated at the

MP2/aug-cc-pVTZ level of theory also agrees well with the experimental data of LIX63

hydroxyoxime syn/anti isomerisation.

2) It was shown that an increase in size of hydrocarbon side-chains of hydrox-

yoximes has a significant effect on equilibrium between syn and anti isomers when R

groups on both sides of the molecule are equal to CH3 and/or C2H5. However, it would

be also interesting to see how this equilibrium is changed if the R groups on both ends

of the molecule have a different size. Furthermore it could be tested if the syn/anti

equilibrium is affected when the hydrogen atom on carbon in -C(H)R-OH functional

group of hydroxyoxime is substituted with CH3 and/or a larger size R group.

3) The effect of further increases in the size of hydrocarbon side-chains on the

energy barrier for the syn/anti hydroxyoxime interconversion via an inversion mechanism

should be investigated.

4) As it was shown by Harris at al. (2011) that when the solvent is of aromatic

nature hydroxyoximes are most likely to be present in monomeric form. Theoretically,

at the B3LYP/6-31G(d,p) level of theory it was shown that when the syn/anti hydrox-

yoxime isomerisation is considered between monomers, it is most likely to occur via an

inversion mechanism. However, when isomerisation is considered within hydroxyoxime

oligomers tautomerisation via nitroso compound becomes more favourable. Experimen-

tal data for the kinetics of syn to anti and anti to syn 5,8-diethyl-7-hydroxydodecan-

6-oxime interconversion, kindly provided to us by Dr. Barnard, was measured in an
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aliphatic solvent and we believe that for better understanding of the syn/anti hydroxy-

oxime interconversion process it would also be interesting to measure the rate constants

of this in the environment of an aromatic solvent.

5) A comprehensive scan of the potential energy surface of acetoin oxime dimers

was performed at the B3LYP/6-31G(d,p) and B3LYP/6-31++G(d,p) levels of theory,

where the latter method was recommended as the method providing better description

of an inter-molecular interaction via hydrogen bonding. However, due to constraints of

time the PES scans of hydroxyoxime trimers and tetramers have not been performed. It

is recommended to perform these scans as the lowest energy structures for hydroxyoxime

dimers and trimers may be different from those that we found, which may affect the final

conclusions. A very important factor to consider in this case is that the main component

of LIX63 (5,8-diethyl-7-hydroxydodecan-6-oxime) is quite bulky (with R=R’=C7H15 in

R-C(NOH)-CH(OH)-R’). Therefore it is important to use the model of hydroxyoxime

with largest possible R groups (depending on the available computer resources) on each

side of a molecule as it may not be possible to form some structures of acetoin oxime

oligomers using hydroxyoximes with larger R groups due to the repulsion between hydro-

carbon side chains. As an alternative to ab initio modelling it would also be reasonable

to consider the use of a QM/MM method where the bulky R groups of hydroxyoxime

are optimised using molecular mechanics and the functional groups are treated with

quantum mechanics. This would allow the study of the potential energy surfaces of

5,8-diethyl-7-hydroxydodecan-6-oxime oligomers.

6) Another very interesting aspect to look at in the study of hydroxyoxime

oligomerisation would be the effect of the size of the hydrocarbon side chains on the

energy barrier of syn/anti isomerisation considered via a tautomerisation mechanism

within hydroxyoxime oligomers.

7) In studying the potential energy surfaces of M(OxH)2Ac2 and M(Ox)2AcH2

metal complexes at the M06/6-31G(d,p)/LanL2DZ level of theory we made an assump-

tion and inspected only those structures in which there is the largest number of intra-

molecular hydrogen bonds formed between acetic acid and acetoin oxime ligands, ex-

pecting these structures to be lower in energy than those with less of this type of intra-

molecular interaction. This may not be the case and therefore, in order to check it,

it is recommended to perform the PES scan for each structure of M(OxH)2Ac2 and

M(Ox)2AcH2 metal complexes presented in this study by rotating the carboxylic acid

ligand around the O-M bond, where O - is an oxygen of a carboxylic acid ligand. It

also should be of great interest to perform these scans using ligands with hydrocarbon

side-chains larger than R=CH3 as it will give a certain limit to the amount of structures

which could possibly be formed due to the repulsion between hydrocarbon side chains.



Chapter 7. Conclusions 201

Ideally, if the time and computer resources would allow to do so, the ligands should be

the structures of LIX63 hydroxyoxime and Versatic10 carboxylic acid. Development of

an appropriate QM/MM method could also be considered in this instance.

8) The same principle (choosing the structure with the highest number of intra-

molecular hydrogen bonds) was used in studying the potential energy surfaces of M(OxH)3

Ac2 acetic acid-acetoin oxime metal complexes; therefore, it is also required to perform

the PES scan of each M(OxH)3Ac2 structure with respect to the position of a carboxylic

acid ligand, using the ligands with a size of the hydrocarbon side-chains as close to

the real molecules of hydroxyoxime and carboxylic acid as possible. In addition, it was

shown that the selectivity shift of hydroxyoxime addition is higher for the case when

M(OxH)3Ac2 metal complexes are formed. However, in contrast to M(OxH)2Ac2, the

order in which metal cations are extracted is not well reproduced for the M(OxH)3Ac2

stoichiometry, which means the potential energy surface of this and/or similar 1:3:2

metal:hydroxyoxime:carboxylic acid complexes requires further investigation. Further-

more, in order to draw better conclusions regarding the stabilities of metal complexes

of different stoichiometries, other equilibria (like those shown in 6.5, 6.6 and 6.7) should

be considered.

9) It will also be interesting to estimate the thermodynamics of formation of dif-

ferent types of multi-complex systems; in particular the formation of M(OxH)3Ac2· · ·M
(OxH)3Ac2; M(OxH)2Ac2 · · ·M(OxH)2Ac2 and M(OxH)3Ac2· · · · · ·M(OxH)2Ac2 sys-

tems as it will provide some insights for better understanding of the metal complexation

process with LIX63 hydroxyoxime and Versatic10 carboxylic acid.
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CD content

List of documents Microsoft Excel:

1. 1-Acetoin Oxime PES as a function of method and basis set.xlsx

2. 2-Acetoin Oxime Thermodynamics and Kinetics.xlsx

3. 3-Acetoin Oxime PES at the B3LYP 6-31G(d,p). Thermodynamics.xlsx

4. 4-Thermodynamics of 4-hydroxyhexane-3-oxime.xlsx

5. 5-Thermodynamics of 2,5-dimethyl-4hydroxyhexan-3-oxime.xlsx

6. 6-Thermodynamics of Acetoin Oxime Dimers.xlsx

7. 7-Thermodynamics of Acetoin Oxime Trimers.xlsx

8. 8-Thermodynamics of Acetoin Oxime Tetramers.xlsx

9. 9-Thermodynamics of M(Ox)2(AcH)2 metal complexes.xlsx

10. 10-Thermodynamics of M(OxH)2(Ac)2 metal complexes.xlsx

11. 11-Thermodynamics of M(Ox)2(OxH) metal complexes.xlsx

12. 12-Thermodynamics of M(OxH)3(2+) metal complexes.xlsx

13. 13-Metal complexation in SSX.xlsx

14. 14-Full Data.xlsx

List of folders containing molecular structures:

1. a-AcetoinOxime-PES

2. b-AcetoinOximeThermodynamicsKinetics

3. c-4-HydroxyHexane-3-Oxime

4. d-2,5-Dimethyl-4-HydroxyHexan-3-Oxime
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5. e-AcetoinOximeDimers

6. f-AcetoinOximeTrimers

7. g-AcetoinOximeTetramers

8. h-M(OxH) 2(Ac) 2 MetalComplexes

9. i-M(OxH) 3(2+) MetalComplexes

Intellectual Property Clearance and Research Partners Interests:

Keith Barnard Approval.pdf

Comments:

Thermochemistry (in particular: total electronic energies; vibrational Gibbs free energy,

entropy, enthalpy and zero-point energy corrections at 298.15 K and Basis Set Superposi-

tion Errors if applicable) represented in each file was calculated using quantum chemical

software described earlier in this thesis. Both thermodynamics and kinetics were esti-

mated using the mathematical tools available in Microsoft Excel.

Optimised molecular structures containing in the folders listed above can be

viewed using Avogadro an open-source molecular builder and visualization tool, the lat-

est version of which can be freely downloaded at http://avogadro.openmolecules.net/.
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