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ABSTRACT

This paper evaluates the perceptual consequences of
including reverberation in spatial auditory displays for
rapidly-varying signals (obstruent consonants). Preliminary
results suggest that the effect of reverberation depends on
both syllable position and reverberation characteristics. As
many of the non-speech sounds in an auditory display share
acoustic features with obstruent consonants, these results are
important when designing spatial auditory displays for
nonspeech signals as well.

1. INTRODUCTION AND BACKGROUND

Echoes and reverberation (henceforth called “reverberation”
throughout this paper) provide a robust cue for sound source
distance [1-4]. However, reverberation corrupts the signals
reaching the ears of the listener and distorts many acoustic
features that normally convey information, including
amplitude and frequency modulation. It is therefore
important to understand the perceptual consequences of
including reverberation when designing spatial auditory
displays.

Speech is one example of a complex, dynamic acoustic
signal that conveys acoustic information to a listener
through abrupt energetic onsets and offsets and frequency
transitions. Although speech is highly over-learned (i.e.
comprehension is automatic), the acoustic properties that
convey information in speech are also used in many non-
speech auditory displays. As a result, studies of reverberant
speech perception can provide insight into what acoustic
cues are easily extracted in the presence of reverberation
when a listener is highly trained.

Human recognition and understanding of speech is very
robust to signal degradations both because there are many
redundant acoustic cues to allow a listener to decode the
acoustic signal, and because there are linguistic, contextual
limitations on language that provide top-down constraints
when parsing an ordinary speech utterance. In order to
generalize the results from a speech perception study to
those that would arise for arbitrary, non-speech stimuli, it i s
important to factor-out these speech-specific effects. This is
readily achieved by using nonsense speech syllables.

This paper describes how reverberation distorts the
acoustic properties of nonsense syllables. Preliminary

results from a study of the effects of reverberation and
competing noise on nonsense syllable identification are then
reported. Results are contrasted with those of a previous
study [5] that examined sentence intelligibility in similar
listening conditions.

1.1. Acoustic Properties of Consonants

The simplest nonsense speech tokens are syllables
containing a vowel and one consonant. The vowel portions
of such syllables are harmonic with slowly-changing spectral
content arising from changes in the resonances of the vocal
tract. In contrast, consonants are characterized by rapid
spectral change [6]. This paper is concerned with one
particular class of consonants (the obstruents) that contain
rapid onsets and offsets important for indentification, which
could be detrminentally affected by reverberation.

Reverberation tends to distort a signal by temporally
smearing energy and masking a speech segment by
reflections of the segment itself as well as of previous
segments [7]. As consonant identification is largely based on
detection of rapid changes in the spectrum of the signal,
masking spectral modulations causes confusions [8, 9]. In
addition, the temporal smearing of speech reduces amplitude
modulations at different frequencies [10]. Reverberation can
degrade consonant perception by smoothing out the
envelope modulations that carry information about the
abrupt energetic onsets and offsets [11, 12]. The temporal
relationship of echoes arriving at an ear affects the amount of
modulation reduction and this relationship varies with room
characteristics as well as the locations and orientations of
both listener and source. The speech perception task
described below compares performance in three different
acoustic environments in order to explore how perception i s
affected by different room acoustics.

1.2. Spatial Unmasking of Speech

Spatial unmasking refers to an improvement in detection or
identification performance that arises when the target and
masking sources are at different spatial locations compared
to when the sources are at the same spatial location.

For noise-like maskers, spatial unmasking arises from
two main mechanisms: monaural (energetic) effects and
binaural processing [13]. For spatially colocated target and
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masker sources, the target-to-masker ratio (TMR) at the two
ears will be roughly equal. Displacing either source
effectively increases the TMR at one ear (the “better ear”) and
decreases the TMR at the other ear, leading to improvements
in performance due to monaural spatial unmasking.
Additionally, even if the levels of the sources are equated to
have the same broadband TMR, the TMR typically varies
with frequency (see Fig. 1). Because speech information i s
not uniformly distributed throughout the audible frequency
range, these spectral differences can influence speech
intelligibility [14]. Even after taking into account the
frequency-dependent changes in TMR with changes in target
and masker position, additional spatial unmasking can arise
when there are differences in the interaural level (ILD) and
timing (ITD) differences in the target and masker. The amount
of spatial unmasking arising due to such binaural cues
depends on the spectral characteristics of the source and
target and on the nature of the task [15, 16]].

Reverberation alters ITD and ILD cues as well as spectral
shape cues [18] and therefore influences the amount of
spatial unmasking in reverberant environments. In small,
highly reverberant spaces, the summation of echoes at the
two ears decreases ILDs and causes a concomitant decrease in
spatial unmasking due to monaural effects. Additionally, as
shown in Figure 1, the steady-state TMR is very different in
small, highly reverberant environments (right panel)
compared to in an anechoic environment (left panel).
However, moderate levels of reverberation (center panel) lead
to similar steady-state TMRs as in anechoic environments.

2. EXPERIMENT

In order to examine how reverberation influences spatial
unmasking of consonants, a study was conducted under
headphones. tion through temporal features. The target
speech tokens consisted of CV and VC (V= /a/) tokens.
Listeners performed a one-interval, nine-alternative, forced-
choiced experiment in which they identified which of the
nine obstruent consonants /b,d,g,p,t,k,f,v,dh/ was presented,
either in quiet or in the presence of a speech-shaped noise
masker whose spectrum equaled the average spectra of all
target speech tokens. Five normal-hearing subjects were
tested on both initial and final consonant identification.

Non-individualized (KEMAR) head-related impulse
responses (HRIRs) were used to simulate the target and
masker at different spatial locations and in different
environments (an ordinary classroom and a bathroom) that
varied in the relative levels of reverberant energy reaching
the listener (details of the HRIR measurement technique are

given in [18]). The classroom HRIRs were also processed
(time windowed) to remove all reverberant energy, creating
pseudo-anechoic HRIRs. Both target and masker were

simulated at a distance of 1 m. The target was always
simulated from in front of the listener (0°); the masker (when
present) was simulated from either 0° or 45° to the right of
the subject. Signals were played over a VIA AC’97 Audio
Controller soundcard driving Sennheiser HD570
headphones. Performance was measured as a function of
broadband root-mean-square TMR at the acoustically “better
ear” to estimate the psychometric function. The “better ear” i s
defined as the ear with the more favorable broadband TMR. In
reverberant environments the TMR includes all reverbernant
energy as well as direct-sound energy for both target and
masker. Subjects were tested both binaurally and monaurally
(better ear only) in quiet, with the masker in front of the
listener and with the masker at 45˚.

Figure 2 plots percent-correct identification scores for
the monaural test conditions as a function of TMR at the
better ear (note that chance performance is 1/9 or 11%). In
general, for both initial and final consonants, monaural
performance decreases both with decreasing TMR and
increasing levels of reverberation. However, in quiet (TMR =
∞), performance for initial consonants is statistically better
in the classroom than in anechoic space. The consonant
confusion matrices reveal that this improvement is due
primarily to a reduction in the frequency of /v/ and /dh/
confusions. The moderate level of reverberation in the
classroom enhanced subjects’ ability to discriminate
between these consonants. However, the degradations arising
from the interaction of reverberation and noise cause
performance to fall more rapidly with decreasing TMR in the
classroom than in anechoic space; only in quiet is there a
perceptual benefit of classroom reverberation over anechoic
listening.

Figure 3 plots the difference between performance for
spatially-separated and spatially-coincident target and
masker. Because the simulated energy emitted from M was
adjusted to fix the overall TMR to the desired value at the
better ear, the effects of monaural spatial unmasking are
reduced compared to what would happen if the simulated
masker was simply displaced in location. Removing the
obvious energetic effects that arise from spatially displacing
sources, however, reveals spatial unmasking due to spectral
tilt in the signals reaching the ears.

Much of the information about consonant identity i s
conveyed by acoustic cues in the 2 kHz region of the

Figure 1. TMR in 1/3-octave bands needed to achieve
broadband TMR of 0 dB at the better ear for colocated
and separated sources.

Figure 2. Monaural performance for initial and final
consonants for colocated and separated sources.



Proceedings of the 2003 International Conference on Auditory Display, Boston, MA, USA, 6-9 July 2003

ICAD03-77

spectrum. For a target and displaced masker, the TMR in one-
third octave bands is larger at higher frequencies, even when
broadband  TMR is fixed, due to head-shadowing of energy
above 1.5 kHz in the displaced source signal. The spatial
unmasking arising from this spectral tilt in the signals
reaching the better ear (Figure 3) depends both on syllable
position (initial or final) and room. In the anechoic
condition, spectral tilt gives rise to an improvement in
performance for initial consonant identification but not for
final consonant identification. In the classroom there i s
consistent spatial unmasking due to spectral tilt for both
syllable positions. In the bathroom there is no spatial
unmasking for final consonants; however for initial
consonants there is actually ‘spatial masking:’ performance
is worse when target and masker are spatially separated than
when they are at the same location.

Figure 4 compares percent-correct scores for binaural and
monaural conditions. Surprisingly, results show no
consistent increase in spatial unmasking due to binaural
processing. Although with spatially-separated target and
masker, binaural performance is generally better than
monaural performance, this improvement is roughly the same
for monaural conditions and is probably due to the energetic
effects discussed above. “Traditional” binaural processing
contributions can explain results only when the difference of
binaural minus monaural performance is both positive (i.e.,
binaural performance is superior to monaural performance)
and this difference is larger when target and masker are
spatially separated than when target and masker are at the
same location. In the anechoic condition there appears to be a
large contribution from binaural processing to the spatial
unmasking of final consonants. However, this effect is
primarily due to an improvement for only one of the five
subjects. For all other conditions, the binaural advantage is
similar when target and masker are spatially separated and
when they are at the same location.

Although binaural processing does not contribute to the
spatial unmasking of the tested consonants, there is a
distinct binaural advantage over monaural listening in both
reverberant environments, even when target and masker arise
from the same spatial location. In the classroom, the binaural
advantage is actually greater when target and masker are in
the same location than when they are separated. However,
monaural performance is worse for colocated target and
masker in this condition; thus, there is more room for
improvement with binaural listening. This explanation i s

consistent with the binaural advantages in the bathroom for
initial consonants; binaural performance improves most
when the monaural performance is worst. Because monaural

performance in the bathroom is independent of spatial
configuration for the final consonants, it is also not
surprising that the binaural advantage does not depend on
spatial configuration in the bathroom. Many discussions of
spatial unmasking assume that binaural processing
contributions depend on differences at the ears due to spatial
location [13]. However, the current results show little
evidence of spatial advantage that is mediated by this type of
binaural processing.

3. CONCLUSIONS

Results from this study show that improvements in the
ability to discriminate among the tested obstruent
consonants depend on the acoustics of the listening
environment. In a classroom with moderate levels of
reverberation, there are clear effects of energetic masking due
to changes in the spectral content of the masker reaching the
listener’s better ear with changes in masker location.
However, in the bathroom, where there is more reverberant
energy, spatial displacement of the target and masker
actually decreases identification performance. In the tested
reverberant environments, there is essentially no spatial
unmasking beyond monaural effects. However, in these
reverberant conditions, binaural performance is generally
better than monaural performance. This finding is consistent
with previous studies of binaural and monaural speech
discrimination of reverberant speech, e.g. [19]. The observed
binaural advantage may be due to a statistical decorrelation

Figure 3. Effect of spatial separation on monaural
performance. Positive values indicate better
performance with spatial separation.

Figure 4. Binaural advantage (binaural-monaural)
for a) initial and b) final consonants.
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of the signals at the two ears (due to asymmetry in the echoes
in the room), effectively providing two independent looks at
target and masker, one at the left and one at the right ear.

In this study the “beter ear” is defined as that ear with the
more favorable steady-state TMR. The independent arrival of
echoes at the ears may actually cause temporal fluctuations
in the short-time definition of the “better ear.”  In other
words, in the current study, the ear defined as the “better ear”
is not necessarily the “better ear” at all instants in time. It i s
possible that the binaural advantage in reverberant
environments arises from a cross-channel integration
mechanism in the auditory system integrates information
from the “better ear” as it changes from side to side with the
arrival of echoes. These kinds of binaural advantages are very
different from the binaural advantages normally discussed in
the literature, as they do not appear to be due to explicit
comparisons between the signals at the two ears [13] or to
attending to one particular spatial location [20, 21].

Acoustic properties of initial and final consonants differ
due to differences in speech production. Thus, it is not
surprising that spatial unmasking and binaural advantages
also vary with syllable position. Previous studies in our
laboratory demonstrate that binaural processing does
contribute to spatial unmasking of nonsense sentences in
both anechoic and reverberant environments [5]. As
discussed above, there are a number of additional acoustic
and conextual (e.g. lexical, syntactic) cues available in a
sentence perception task. Thus, results from the current study
may be more indicative of the effects of reverberation on
perception of acoustic signals that are non-linguistic, such
as might be used in spatial auditory displays. The current
results show that the effect of reverberation on perception of
rapid temporal acoustic events depends on the specific
environment (i.e. the particular reverberation algorithm used
in a spatial auditory display). These results can help guide
the design of spatial auditory displays by helping determine
what amount of reverberation can be included (to improve
realism, provide distance cues, etc.) without perceptually
degrading the source signal or destroying important spatial
unmasking effects.
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