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ABSTRACT

An experimental procedure and signal processing method to mea-
sure Head Related Transfer Functions (HRTFs) is reviewed. The
technique based on Fourier analysis system identification has an
advantage over the commonly used maximum-length sequence and
Golay methods if nonlinear distortions are present in the loud-
speakers and their power amplification circuits. The method has
been used to produce a new public HRTF database. Compared
to existent public domain databases, these transfer functions have
been measured at points spaced more densely and uniformly around
the subject, which poses an advantage for fitting and interpolating
methods. The measured HRTFs (seven subjects to date) are avail-
able by request from the authors.

1. INTRODUCTION

Our ability to localize sounds relies on several cues that are ex-
tracted from the sounds we hear [1]. Among these cues are spec-
trum, intensity and time differences between sounds arriving at the
ears. Theincoming sounds are transformed in ways which depend
on the shape and size of our head, torso, and in particular of our
ears. These anatomical features vary greatly acrossindividuals and
make the acoustical transformations, also known asHRTFs, highly
personalized.

HRTFs can be measured and synthesized in the form of lin-
ear time invariant filters and their use is important for rendering
realistic virtual audio and auditory displays through headphones.
Measuring HRTFs is an expensive, time consuming endeavor and
this has motivated studies of localization performance using non-
individual HRTFs. Localization, particularly in the vertical di-
mension, is degraded when using non-individualized HRTFs [2].
Some efforts to customize general HRTFs to a particular subject
have been madein [3, 4]. Reproduction of room reverberation also
appears to enhance localization [5] but it seems that individually
measured HRTFs are still unmatched in localization accuracy.

System identification techniques that have become popular in
synthesizing HRTFs are the so called maximum length sequence
(MLS) and Golay code methods. MLS is well described in [6],
where is presented as atool to obtain room acoustic transfer func-
tions. In general, system identification requiresthat an input signal
(excitation) be applied to the system under scrutiny while the out-
put is being measured. From there, the transfer function of the
system, i.e., the way the output relates to the input, is derived.
MLS/Golay methods borrow their names from the input signals
they use (the MLS/Golay codes) which are binary sequences with
certain correlation properties: MLS signals have the property that
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their circular autocorrelation is an impulse (except for a negligi-
ble offset); Golay codes are presented in pairs of complementary
sequences, with the property that the sum of their autocorrelation
isan impulse. By exploiting this property the impulse response (a
time domain version of the transfer function) of a linear system
can be recovered by simple cross-correlation of the output signal
with the input MLS/Golay code.

Despite their mathematical elegance, these methods may not
be the most appropriate ones for measuring acoustical transfer
functions in certain situations. For example, [7] describes sensi-
tivity of Golay methods to small time variations (subject’s move-
ment) in the measurement of long impulse responses, like the ones
needed to capture room acoustics; [8] analyzes how loudspesker
nonlinearities (e.g. rate limit and second/third order memoryless
nonlinearity) can produce spurious peaks in the estimated transfer
function. MLS signals are aso known in the system identifica-
tion literature as pseudo-random binary signals or PRBS [9] and
to avoid confusion between input signals and the method used in
obtaining the HRTFs we use the name PRBS from here on when
referring to signals of thiskind. It should be emphasized that some
of the potential problemswith MLS/Golay codes do not arise from
the use of PRBS signals themselves but rather from the way the
HRTFs are extracted.

The Empirical Transfer Function Estimate (ETFE) [9] used
here for HRTF computation is simply based on Fourier Transform
ratios. The advantage of the method liesin that it can be applied
with a broad range of input signals (not restricted to PRBS) thus
allowing to consider nonlinear distortion of loudspeskers and their
power amplification circuits as part of the input signal rather than
the system. Methods based on Fourier transform ratios have been
applied before in the context of HRTFs. Examples of their usein-
clude [10], where repetitive impul ses are used as excitation signal
to measure HRTFs, and [11] in which loudspeaker compensation
filtersto simulate free-field listening are obtained using atwo level
spectrum with phase designed for minimum peak factor.

Beside arguing that ETFE with the choice of certain input sig-
nalsisaviable alternative to ML S/Golay methods, one of the goals
of this paper isto provide details of the experimental setup and pro-
cedure to aid researchers who want to establish their own HRTF
measurement setup. Also, we want to alert the scientific com-
munity of the existence of our HRTF database (seven subjects to
date). Although not as extensive as, e.g., the CIPIC database [3]
which contains 45 subjects, our HRTFs have the advantage that
they are measured at points spaced more uniformly around the
subject. This is beneficial for fitting and interpolation based, for
example, on spherical harmonics [12].
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2. EXPERIMENTAL PROCEDURE

To measure the acoustical transfer functions or HRTFswe produce
an input signal (sound broadcasted from a given space location)
and measure the output of the system (conditioned microphone
signals received at the entrance of the left and right ear canals).
But HRTFsvary depending on the angle of incidence of the sound
stimulus. Hence, it is necessary to present excitation signals in
all directions where the HRTF ought to be measured. To this pur-
pose, a set of loudspeakers (8 ohms Realistic 3" midrange tweeter,
700-20000 Hz) mounted on a semicircular, horizontally-rotating
hoop, broadcast the acoustic signals used in the measurements (see
Figure 1). To avoid excessive reflections only 6 loudspeakers are
placed simultaneously on the hoop and recordings are taken in sev-
eral sets to cover al desired azimuths. For each configuration of
loudspeakers the hoop steps through all needed elevations auto-
matically controlled by the computer.
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Figure 1: Rotating semicircular hoop for HRTFs’ measurement.

HRTFs are measured at 1132 points around the head over a 5-
degree double polar grid. The angular position of the loudspeakers
from the center of the hoop defines the azimuth ¢, while the angle
of rotation of the hoop relative to the horizontal plane defines the
elevation € of the acoustic source. Position (¢, 8)= (0, 0) deg cor-
responds to a source in front of the subject. The measurement grid
is determined by the intersection of parallel vertical circles (de-
scribed by the loudspeakers during the rotation of the hoop) with
similar imaginary horizontal circles as shown in Figure 2.
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Figure 2: The measurement grid is described by the intersection of
horizontal and vertical circles.

Signa production, motor control and signal acquisition are al
integrated in a single MATLAB program running in a PC com-
puter. This offers great benefit since al data are available on the
spot, ready for post-processing, whichisaso donein MATLAB to
take full advantage of its computational and graphical tools.

2.1. Apparatus

Data collection is performed in a sound attenuating room (sin-
gle wall BioAcoustics 1.8 x 2.4 x 2.0 m) using a blocked ear
canal technique. To dampen sound reflections the room walls are
coated with dispersive foam (4.5 cm egg crate foam). The stainless
steel hoop is rotated to specific positions by a motor (Animatics
NEMAZ23) used in conjunction with agearhead (100:1 NEMA 23)
to satisfy the torque requirements. The motor control parameters
(position, velocity, acceleration) are communicated to the motor
via seria port. Adjustable plumbing clamps, attached to the back
of each loudspeaker with screws, can be loosened or tightened to
move the speakers along the hoop in steps of 5 deg.

2.2. Subject Preparation

Miniature microphones (Knowles FG3329) are inserted into the
subject’s ears flush with the entrance of the ear canal. The micro-
phones are surrounded by a layer of swimming silicon plugs em-
bedded into silicon moulding material which hardens within min-
utes conforming to the shape of the ear canal and sealing it. The
subject’s head is positioned at the center of the hoop, with the in-
teraural axis coinciding with the axis of rotation of the hoop. Head
position ismonitored with a set of lateral lasers pointing to the en-
trance of the ear canal. Another laser, placed on top of the sujcet’s
head, is pointed forward onto a solar panel and is used to monitor
head rotation throughout the experiment. If head misalignment is
detected, the experiment stops automatically and a beep notifies
the subject. After repositioning him/herself, the subject uses are-
set switch to continue the experiment. Further details about the
experimental setup and subject preparation can be found in [13].

2.3. Collecting the Acoustic Data

Figure 3 depicts the operation of the equipment used to broadcast

acoustic stimuli and to record the conditioned microphone signals.

The excitation signals are generated in MATLAB, converted to

analog through a D/A port of a NI PCI-6071E card, power am-

plified and directed to one of the six loudspeakers through a de-
multiplexer (MAX388).

After collecting data from the subject, the input (reference)
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Figure 3: Operational diagram of the HRTF setup.

with the microphones are decoupled, amplified, and low-pass fil-
tered with custom preamplifiers (4th order Bessel filter, cut off fre-
quency of 18 kHz) [14] to avoid aliasing. Signals are sampled at a
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rate of of 83.3 ksamp/sec and acquired into MATLAB through two
A/D ports of the NI card, and they can be monitored on the com-
puter screen. Although in theory the Nyquist sampling rate, i.e.,
twice the bandwidth of the system or 40 kHz, should be adequate,
in practice, it is desirable to sample the data even at 6-10 timesthe
system bandwidth [9].

Toincrease the signal to noise ratio (SNR), twenty-five pul ses,
originating from repetitive play of the same deterministic signal,
are broadcasted and recorded for each instance. Pulses are 3.6 ms
in duration with a repetition period of 43 ms to prevent overlap
with echoes from the equipment and surrounding walls.

Figure 4 depicts three kinds of computer generated signals ex-
plored in obtaining the HRTFs: linear FM sweep (300 Hz-20 kHz),
double-clock 7th order PRBS, and deterministic band noise (real-
ization of white noise filtered with a 6th order Butterworth filter,
300 Hz-20 kHz). The actua signals delivered to the system are
somewhat different and of longer duration dueto loudspeakers dis-
tortion. Testing different signals allows us to examine the linearity
of the HRTFsand to test what signals are more appropriate for the
measurements. Signals like sweeps and PRBS which have alow
crest factor, i.e., contain more signal energy for agiven peak level,
should be particularly favorable if the attainable SNR islimited by
saturation and other large-signal nonlinearities of the system to be
identified.
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Figure 4: Top: Computer generated excitation signals explored in
the measurement of HRTFs. Bottom: their spectrum.

3. EXTRACTION OF HRTFSFROM RAW DATA

The raw input and output data are preprocessed to keep only the
sound recordings in a window where there is no echo, removing
the (noisy) silent intervals between signals as well. This shortens
processing time and makes the signal content less contaminated
by noise. The window is 540 pts (6.5 msec) wide which limits
the HRTF resolution to 154 Hz. The twenty-five pulses recorded
for each instance differ only by random, zero-mean noise. Thus,
averaging them coherently in time reduces the noise variance by
afactor of 25 and improves SNR (see Figure 5). Good coherence
among pulses is ensured since signa production (D/A) and sam-
pling (A/D) operate with the same clock signal.

From the time-averaged pulses, the direction dependent trans-
fer functions are computed by ETFE by taking the ratio of the
Fourier transform of the acquired signa to the Fourier transform
of the input signal. For each ear, these calculations result into a
set of HRTFs, which depend on the position (¢, 8) of the acoustic
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Figure5: Noise reduction achieved by time averaging of 25 pulses.

source:
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where F[-] is the discrete-time Fourier transform operator (here a
zero-padded 1024 pt FFT), gz = 377, yr,i(t; $,6) isthe time-
averaged pulse for source located at (¢, #), and the sub-indexes
L and R refer to left and right, respectively. Likewise, the aver-
age reference pulse for the corresponding loudspesker is ur, =
32, ur,i(h).

The calculated HRTFs are only valid in the range of 700 Hz to
18 kHz. This limitation stems from the band pass characteristics
of the loudspeaker (low cut-off frequencies of 700 Hz), and the
microphone preamplifiers (cut-off frequency of 18 kHz). There-
fore, to make the HRTFs suitable for sound rendering, they need
to be extrapol ated to reasonable values outside thisrange. The fol-
lowing approximations are applied: 1) The high frequency end is
tapered to zero using a half Blackman window, starting at 18 kHz
and reaching zero at 21 kHz. 2) At low frequencies the filter is
approximated as a delay line. We do this by using linear interpo-
lation between the computed and the ideal HRTF. The value of the
delay for each HRTF is based on the measured time of arrival of
the pulses obtained by threshold detection.

4. RESULTSAND DISCUSSION

In apreliminary experiment, run in asimilar setup, the HRTFsof a
mannequin head are obtained using the input signals discussed in
Section 2.3. Figure 6 shows the right transfer function correspond-
ing to (¢, #)=(20,-5) deg. Except for occasional ouliers, the results
are in very good agreement. Figure 7 shows a similar comparison
of actual human HRTFs obtained in our current setup.

Our experience shows that sweeps tend to produce smoother
HRTFs and at present we only employ sweeps in the measure-
ments. One interesting point to notice isthat the occasional spikes
in the HRTFs extracted with band noise and PRBS appear ran-
domly in different points and if different signals were used in the
measurements, one could seek to reduce the variance and €lim-
inate the occasiona mismatch of the HRTFs with an algorithm
that removes the outliers. A possible cause of spikes are the non-
linearities occurring in the microphones preamplifiers, e.g., slew-
rate limits which could be excited by steep signal changes like the
ones occurring in PRBS. A feasible remedy would be to smooth
the PRBS signals with a low pass filter of 18 kHz such that steep
changes are avoided. The variance of the ETFE is inversely pro-
portional to | F [i(t)] |> [9]. Thus, low energy of the input signal
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Figure 6: Agreement of HRTF of a mannequin head obtained by
three different excitation signals: (-) downsweep, (- -) PRBS, and
(-.) band-noise. (a) right HRTF for (¢, 6)= (20,-5) deg. (b)
zoomed in version of (a) to put in evidence the occasional spikes
in the HRTFs obtained with PRBS and band noise input.
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Figure 7: Comparison of human blocked-canal HRTFs (¢, 6)=
(20,-5) deg obtained by (-) upsweep and (- -) band noise excitation
showing very good agreement.

at some frequencies, increases the variance at that particular fre-
quency which could also result in spikes.

It should be noticed that PRBS are not used here to facilitate
the deconvolution of HRTFs, as it is customarily done with MLS
and Golay methods. A reason for this is that loudspeakers tend
to show nonlinear response when driven with this kinds of signals
and to minimize nonlinearities requires to keep alow signal, thus
compromising the achievable SNR.

As mentioned earlier, the computer-generated excitation sig-
nals shown in Figure 4 suffer some distortion and the spectrum
of the actual acoustic signals differs from the ones shown in the
figure. However, as long as the effective acoustic signals have a
relatively smooth spectrum with energy well above signal at al
frequencies of interest, signal distortion (linear or nonlinear) be-
fore reaching the ear should not be of concern in the ETFE.

5. CONCLUSIONS

In view of today’s computational power and storage media, the ad-
vantages that ML S/Golay methods may have once enjoyed (speed
of processing and low memory and circuitry requirements) have
become obsolete. With ETFE post-processing of the row datais
done off line and only takes about 12 min for the full data set, run-
ning in a PC Pentium 4, 1.8 GHz, with the much added flexibility
of having the raw data available if one desires to explore different
kinds of processing.

The ETFE avoids problems that may arise due to nonlinear-
ities in the transformation path from computer signals to the ac-
tual acoustical signals. Linear transformation introduced by mi-

crophone preamps are cancelled out since they are also contained
in the reference signal. However, ETFE is not immune to non-
linearities in the path after the signals are recorded by the micro-
phones. Hence, it isimportant that the microphone preamplifiers
have adequate slew rate and signal range.

The set of HRTFs (seven subjects to date) is available to the
public and we hope that researchers who want to devel op their own
experimental setup will find the details presented here useful.
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