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SUMMARY

Ion traps are an incredibly versatile tool which have many applications throughout

the physical sciences, including such diverse topics as mass spectrometry, precision fre-

quency metrology, tests of fundamental physics, and quantum computing. In this thesis,

experiments are presented which involve trapping and measuring properties of Th3+. Th3+

ions are of unique interest in part because they are a promising platform for studying an

unusually low-lying nuclear transition in the 229Th nucleus which could eventually be used

as an exceptional optical clock. Here, experiments to measure electronic lifetimes of Th3+

are described. A second experimental topic explores the production of sympathetically

cooled molecular ions. The study of cold molecular ions has a number of applications,

some of which include spectroscopy to aid the study of astrophysical objects, precision

tests of quantum electrodynamics predictions, and the study of chemical reactions in the

quantum regime. The experiments presented here involve the production of barium mono-

halide ions, BaX+ (X = F, Cl, Br). This type of molecular ion proves to be particularly

promising for cooling to the rovibrational ground state. The method used for producing

BaX+ ions involves reactions between cold, trapped Ba+ ions and neutral gas phase re-

actants at room temperature. The Ba+ ion reaction experiments presented in this thesis

characterize these reactions for producing Coulomb crystals composed of laser cooled Ba+

ions and sympathetically cooled BaX+ ions.
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Chapter I

INTRODUCTION

Of all the techniques of atomic, molecular, and optical physics developed in the decades

following the advent of quantum theory, ion trapping has been among those with perhaps

the most sustained success and level of innovation. Ion traps are capable of confining any-

thing with a net charge from macroscopic objects [1, 2] to complex biomolecules [3, 4],

single atoms [5,6], and fundamental particles such as electrons and positrons [7]. Applica-

tions of ion traps include mass spectrometry [8], high-precision atomic clocks [9,10], tests

of fundamental physics [11, 12], quantum computing and simulation [13–16], and stud-

ies of chemical reactions both in the classical and quantum regimes [17–20]. A number

of atomic ions have been used for many of these applications and are surveyed in Figure

1.1. Although any charged particle can be easily confined in three dimensions, those high-

lighted are of particular interest due to their relatively simple electronic level structures

which are convenient for laser cooling and fluorescence detection. This thesis adds to the

large body of existing work by studying properties of Th3+ ions and reactions involving

Ba+ ions. The subsequent two sections of this chapter provide motivation for performing

experiments with these two ions.

1.1 Thorium ion trapping

Thorium is a naturally occurring, radioactive element found in rather high abundance in the

Earth’s crust (it is estimated to be nearly as abundant as both lead and molybdenum and up

to four times as common as uranium [24]). Thorium was once used in gas lantern mantles

[25] in addition to ceramics and strong metal alloys, and even high quality photographic

lenses [24]. Most of these uses have since been phased out over the past several decades

due to concerns about the radioactivity of thorium, though thoriated tungsten filaments are

1
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still common as a source of electrons through thermionic emission [26]. More recently,

there has been increased interest in the thorium fuel cycle as an alternative nuclear power

source which may be more resistant to nuclear weapons proliferation than the uranium fuel

cycle [27], although some debate on this possibility remains [28].

All this aside, primary interest from a fundamental physics perspective stems from the

existence of a low-lying nuclear transition in the radioisotope 229Th which is low enough in

energy to be accessible to table-top, near-optical laser sources. Coupled with the inherent

isolation of the nucleus from the environment due to electron shielding, the extraordinarily

long several hour lifetime of this nuclear isomer state could make 229Th a superb frequency

standard that is orders of magnitude better than the current state of the art atomic clocks

[29,30]. There is also speculation that the nuclear isomer transition could display enhanced

sensitivity to temporal variations in the fine structure constant [31,32], though this is by no

means certain [33–35].

Kroger and Reich [36] first concluded from observations of alpha decay of 233U nu-

clei that the separation between the Iπ = 5/2+ ground state (commonly denoted 229gTh)

and Iπ = 3/2+ metastable isomer state (229mTh) of the 229Th nucleus must be less than

100 eV, considerably lower than the normal keV–MeV energies separating nuclear states.

Subsequent experimental studies indirectly supported this idea and eventually an expected

energy splitting of around 3.5 eV was reported [37, 38] which would fall comfortably in

the optical regime. In part, this new estimate resulted in a number of unsuccessful attempts

to observe the 229gTh ↔ 229mTh transition [39]. Later, an improved experiment conducted

by Beck et al. indirectly established by measuring gamma ray energies following the alpha

decay of 233U nuclei that the energy of the 229Th nuclear isomer transition has a somewhat

higher value of 7.6 ± 0.5 eV [40], helping to explain past observational failures. Recently,

the deexcitation of the 229mTh state may have been directly observed for the first time and

its half-life established to be 6 ± 1 hours [41], though some questions remain about this

measurement [42].
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Several efforts presently exist in order to measure and excite the 229gTh↔ 229mTh tran-

sition. One approach involves trapped Th+ ions [43, 44]. While Th+ has a very dense

electronic level structure, it is possible to quench some states with buffer gas, partially

simplifying the laser requirements. Other proposals take a solid state approach with 229Th

nuclei embedded in a host crystal such as CaF2 which is transparent to the UV light required

to drive the 229gTh↔ 229mTh transition [45–48]. This approach has some advantages, such

as signal enhancement thanks to being able to excite a large number of 229Th nuclei simul-

taneously and the intriguing possibility of ultimately developing a solid state optical clock.

The drawbacks include the need to account for frequency shifts due to embedding the 229Th

nuclei in a crystal rather than probing it in free space and requiring direct excitation of the

nuclei with vacuum ultraviolet (VUV) light. As will be discussed below, this is as opposed

to the Th+ and Th3+ excitation schemes which can exploit the electron bridge process in

order to use a much more accessible wavelength.

Peik and Tamm [29] first proposed the use of Th3+ in an ion trap as a platform to study

the 229gTh ↔ 229mTh transition since its single valence electron yields a convenient level

structure for laser cooling. This in turn would allow for high resolution spectroscopy on an

isolated 229Th3+ ion. As a first step towards this goal, in a joint effort between the Chapman

and Kuzmich labs at Georgia Tech, 232Th3+ became the first multiply charged ion to be

directly laser cooled [49]. To date, no other element has been directly laser cooled beyond

its first charge state. This is not particularly surprising in part because higher charge states

tend to have transition wavelengths well into the UV where coherent optical sources are

lacking, making Th3+ exceptional since three of its low-lying transitions are in the visible

or near infrared. Because of special challenges in producing and storing Th3+ ions, it took

nearly two years after the initial laser cooling of 232Th3+ to successfully trap and laser cool

229Th3+ [50]. While theoretical progress has been steady [30], as yet the 229gTh ↔ 229mTh

transition has not been excited using Th3+ ions, nor in any other system.

There are two primary schemes for exciting the 229gTh ↔ 229mTh using 229Th3+. The
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most straightforward method from a theoretical standpoint is to directly excite the 229Th

nucleus using a laser tuned to the M1 isomer transition. This is technically challenging,

however, since the uncertainty in the transition energy corresponds to a wavelength of about

160 ± 11 nm. As this reported uncertainty only represents a single standard deviation, a

full search could in practice need to cover a much wider range. On the low end, this

wavelength range extends into the VUV regime, which makes laser setups extremely chal-

lenging. Furthermore, the large wavelength uncertainty coupled with the extremely narrow

isomer transition results in an incredibly long required search time for finding the isomer

transition.

A second, more promising scheme involves exploiting the coupling between electronic

and nuclear states by what is known as the electron bridge [43, 51]. In this process, the

ground and isomer nuclear manifolds are mixed through the hyperfine interaction which

allows for electric dipole-allowed transitions between the ground and metastable nuclear

states. The strongest such mixing is expected to occur for the S electronic states, the

lowest of which are the 72S 1/2 and 82S 1/2 states. The resulting wavelengths required to

cover the full range of possible electron bridge transition wavelengths are between 250 nm

and 800 nm. Although this range is much larger than the uncertainty involved in exciting

the nucleus directly, the wavelengths involved are much easier to achieve with high power,

tabletop sources and therefore the electron bridge is a more promising scheme for excitation

of the isomer. The general search protocol then involves first exciting the valence electron

of a 229Th3+ ion to a suitable level from which a high power source with a tunable range

of 250–800 nm can then drive the electron bridge transition into the nuclear isomer state

(see Figure 1.2). Although this wavelength range is large, it is wholly accessible with a

Ti:sapphire laser along with second and third harmonic generation.

In addition to studies of the nuclear transition, trapped Th3+ ions are also worthwhile

of study due to the unusual transitions from the ground electronic state. In most ions and

neutral atoms used in atomic physics, the main cycling transition is an S ↔ P transition.
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Figure 1.2: Partial Grotrian diagram of 229Th3+ levels in both the ground nuclear state
(black levels) and nuclear isomer state (red levels). Dashed red lines indicate direct nuclear
excitation via M1 transitions. Dotted green lines indicate the electronic transitions needed
to access the nuclear isomer via the electron bridge process (ideal cases shown as blue
lines). Other electronic transitions in the nuclear ground state (black lines) and nuclear
isomer state (red lines) are also shown with listed wavelengths in nm [49, 52]. This figure
is adapted from Ref. [51].
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Th3+, in contrast, exhibits F ↔ D transitions, unlike the otherwise isoelectronic Fr and Ra+,

each of which has a 7S ground state [53]. This complicates ab initio electronic structure

calculations, and therefore experimental measurements are vital for testing and improving

these computational techniques.

1.2 Cold molecular ions

Of the myriad of ions used in atomic physics experiments (Figure 1.1), the alkaline earth

metal ions have perhaps the most storied history due to their single valence electron. Mg+

and Ba+ were independently the first trapped atomic systems to be laser cooled [54–56].

Shortly thereafter, a barium ion became the first single atom to be directly imaged [5, 6].

Soon, Be+ [57], Sr+ [58], and Ca+ [59] were also laser cooled. More recently, short-lived

isotopes of Ra+ have been studied in the context of parity violation experiments [12,60,61],

thus completing the alkaline earth metal column of the periodic table.

Each alkaline earth metal ion has its own set of advantages. While several of the al-

kaline earth metals have a cooling transition in the UV, Ba+ has the bluest transition at

493 nm. This is advantageous in ion cavity quantum electrodynamics (QED) experiments

since the quality of optics and optical coatings in the visible wavelengths allows for a very

high finesse cavity. Although blue light is more lossy through optical fibers than light at

telecommunications wavelengths, 493 nm is much more suitable for fiber optics than other

alkaline earth metal ion wavelengths [62]. Ba+ is also potentially useful in a number of

cold molecular ion experiments since it is the heaviest of the stable alkaline earth metal

nuclei, making sympathetic cooling of heavy molecular ions more efficient [63].

Extending the techniques of laser cooling and precision spectroscopy to molecules has

until recently been considered a particularly difficult challenge. Unlike neutral alkali metals

or alkaline earth metal ions, even the simplest of molecules have a much more complicated

level structure due to the presence of rotational and vibrational energy levels in addition to

their electronic states, which often renders the number of lasers needed for quantum state
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preparation and laser cooling prohibitively large. Nevertheless, there do exist a handful

of molecules, both neutral and ionized, with level structures which are amenable to laser

cooling with a manageable number of lasers. Among the neutrals, beams of SrF molecules

have been laser cooled in the transverse direction [64] as well as slowed in the longitudinal

dimension [65], and the related species YO has been confined in a 2-D magneto-optical trap

(MOT). In each case, the combined electronic and rovibronic level structure requires only

a small number of lasers. Some promising candidates for direct laser cooling of molecular

ions include AlH+, [66] BH+, [66], and SiO+ [67], although work with these species is

still in the early stages. Additionally, there has been progress in precision rovibronic spec-

troscopy and optical state preparation with sympathetically cooled HD+ molecules [68–70]

as well as MgH+ [71] and N+
2 [72, 73].

Molecular ions are intriguing systems for several reasons besides simply extending the

methods of laser cooling to new quantum systems. Certain ions, specifically those with

a low-lying 3∆ state such as HfF+ [11] and ThF+ [74], may show enhanced sensitivity to

an electron electric dipole moment. Studies of molecular ions are also of great interest in

astrophysics as much of the molecular matter in the universe is in a plasma state, yet earth-

bound spectroscopic data is severely limited [75–78]. Finally, the formation of molecular

ions by reacting cold, trapped atomic ions with neutral atoms and molecules is rich with

possibility both as a convenient way to produce molecular ions for use in further experi-

ments as well as an ideal way to study reaction dynamics in the quantum regime, testing

classical chemical models, and even examining isotopic effects in reactions [79]. Reac-

tions in ion traps between ions and neutrals have been studied extensively for a number of

ions [79–85]. Although many of these experiments involve a room temperature thermal

distribution of neutral gas phase reactants, recent developments have allowed for detailed

studies of low temperature reactions by velocity-selecting neutral reactants [18, 19, 86].

Hybrid quantum systems consisting of ions overlapped with neutral atoms confined in a

MOT [87–89] or optical dipole force trap [90, 91] can also enhance our understanding of
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quantum chemical processes.

In this thesis, Ba+ ions are studied in the context of chemical reactions with several

neutral halogen-containing molecules in order to produce BaX+ (X = F, Cl, Br) molecular

ions. These ions are of particular interest because of their closed shell electronic structure

[92], making them especially suitable for reaching ultracold temperatures via sympathetic

cooling by ultracold neutral atoms [93, 94]. Additionally, barium monohalide ions have

rather large dipole moments, making them potentially useful in cavity QED experiments

[95].

1.3 Organization of thesis

The remainder of this thesis is organized as follows. Chapter 2 provides a brief review

of the principles behind ion trapping and laser cooling. Chapter 3 outlines a molecular

dynamics simulation framework that was developed in order to model Coulomb crystals

consisting of both laser cooled and sympathetically cooled ions for qualitative comparisons

with experimental results. Chapter 4 discusses the various apparatus constructed for the

experiments presented in this thesis, including the ion trap, RF electronics, and optics.

Chapter 5 explains in detail the experimental setup for measuring electronic lifetimes of

Th3+ and the results thereof. Chapter 6 describes experiments characterizing chemical

reactions between cold, trapped Ba+ ions and several different reactants in order to produce

barium monohalide ions. Finally, Chapter 7 offers concluding remarks and some prospects

for future directions with both Th3+ and molecular ion experiments.

9



Chapter II

ION TRAPPING

The confinement of charged particles has a long history, beginning in the 1950s with the

invention of the Paul [96] and Penning [97] traps. In addition to these types of traps, there

are also two others: electron beam ion traps (EBITs) [98] and Kingdon traps [99,100]. The

latter two are rarely used in experiments involving laser cooled ions, with the EBIT being

used primarily in studies of highly charged ions [101] and the Kingdon trap frequently used

for measurements of metastable ion lifetimes [102]. In contrast both the Paul and Penning

traps are used extensively throughout atomic physics. The Paul configuration, named after

its inventor and Nobel laureate Wolfgang Paul, confines ions using a combination of RF and

DC electric fields whereas the Penning trap, invented by co-Nobel laureate Hans Dehmelt

and named after Frans Penning, operates using static magnetic and DC electric fields. Of

these two types of traps, the Paul trap generally offers much greater flexibility in design

as well as better optical access. For these reasons, it is predominant in many experiments

which require single ion resolution. This chapter presents a brief overview of the operating

principles of a specific subclass of Paul traps, the so-called linear Paul trap, as well as some

basic principles underlying laser cooling and properties of cold ion ensembles. For a more

detailed approach, see Refs. [103, 104].

2.1 Dynamics of trapped ions
2.1.1 Formulation

The ideal linear Paul trap consists of a set of four infinitely long, parallel electrodes with

hyperbolic cross section which share a common focus. The shortest distance from this

focus and each electrode is denoted by r0 (see Figure 2.1). In order to satisfy Laplace’s

equation, the potential at every point (x, y) contained within a cylinder of radius r0 is given
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Figure 2.1: RF electrode configuration for the derivation of ion equations of motion. The
red and blue dashed lines indicate ideal hyperbolic electrodes with applied potentials ±ϕ/2,
respectively. Ion guides and linear ion traps are usually constructed using circular cylinders
rather than hyperbolic cylinders (solid circles). The nearest distance from the center to any
electrode is denoted by r0.

by1

φ(x, y, t) = ϕ(t)
x2 − y2

2r2
0

. (2.1)

This saddle potential is illustrated in Figure 2.2. For a sinusoidally varying potential with

angular frequency Ω,

ϕ(t) = U − V cos(Ωt), (2.2)

the two dimensional equations of motion for an ion of mass m and charge Ze are then

ẍ +
Ze
mr2

0

[U − V cos(Ωt)]x = 0 (2.3)

ÿ −
Ze
mr2

0

[U − V cos(Ωt)]y = 0. (2.4)

1For hyperbolic electrodes, this potential is purely quadrupolar. For the more common circular cross
section electrodes, higher order multipoles are introduced, but these are generally small enough to be ignored
when the primary objective is not high resolution mass spectrometry.
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These equations can be rewritten in the dimensionless canonical form of the Mathieu equa-

tion2,
d2u
dζ2 + [a − 2q cos(2ζ)]u = 0, (2.5)

by making the substitutions

q =
2ZeV
mr2

0Ω2
(2.6)

a =
4ZeU
mr2

0Ω2
(2.7)

ζ =
Ω

2
t. (2.8)

Equations (2.3) and (2.4) then become

d2x
dζ2 + [ax − 2qx cos(2ζ)]x = 0 (2.9)

d2y
dζ2 + [ay − 2qy cos(2ζ)]y = 0, (2.10)

with qx = −qy = q and ax = −ay = a.

2.1.2 Stability of solutions

There are several ways to describe solutions to Equation (2.5). These include the so-called

basic solutions and Floquet solutions [107,108]. The basic solutions consist of two linearly

independent solutions u1 and u2, one of which is even (u1) whilst the other is odd (u2). An

example of such numerically computed (stable) solutions is presented in Figure 2.3. From

this example, it can be seen that these solutions exhibit two types of motion: a slowly vary-

ing secular motion (sometimes called macromotion) and a rapidly varying micromotion.

As will be shown later, the amplitude of the micromotion grows larger as the displacement

of the ion from the trap center increases. For this reason, micromotion can be problematic

and lead to excess heating if stray voltages push ions from the RF null at the trap center.

This shall be discussed in more detail in Section 2.1.3.

2The Mathieu equation comes up in a number of interesting problems aside from ion trapping, including
vibrations in elliptical drumheads and the quantum pendulum [105]. Similar differential equations, and thus
stability criteria, even show up in recent spin-nematic squeezing work done with Bose-Einstein condensates
elsewhere in the Chapman lab [106].
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Figure 2.3: Numerically computed even (u1) and odd (u2) solutions to the Mathieu equa-
tions describing ion radial motion. In this example, q = 0.25 and a = 0.05 for an ion with
m/Z ≈ 77.3 amu (corresponding to Th3+) in a trap of radius r0 = 3 mm and RF frequency
Ω = 2π × 2 MHz.
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Solutions to Equation (2.5) are in general quite complicated and thus numerical compu-

tation is often the easiest approach. Solutions come in two flavors: stable, in which motion

is oscillatory but bounded, and unstable, in which the motional amplitude diverges rapidly.

Whether or not a particular solution is stable or unstable is determined by the values of q

and a, and hence these are labeled the stability parameters.

Using the Floquet theorem, general solutions to Equation (2.5) can be expressed as

[104, 107, 108]

u(ζ) = A
+∞∑

n=−∞

C2nei(2n+β)ζ + B
+∞∑

n=−∞

C2ne−i(2n+β)ζ , (2.11)

where β is a real characteristic exponent, C2n are coefficients that depend only on the stabil-

ity parameters and are independent of initial conditions, and A and B are constants chosen

to satisfy the initial conditions. By substituting (2.11) into (2.5), the following recursion

relation for C2n is obtained:

C2n+2 − D2nC2n + C2n−2 = 0, (2.12)

where

D2n =
a − (2n + β)2

q
. (2.13)

Note that β, a, and q are now all related through D2n. With a little algebra, β can be ex-

pressed as a continued fraction [104]:

β2 = a − q



1

D0 −

1

D2 −

1

· · ·

+
1

D0 −

1

D−2 −

1

· · ·


. (2.14)

It can be shown that for integer β, the solutions of the form (2.11) are unstable, while non-

integer β results in stable solutions [103]. Because of this, along with its incorporation of

the stability parameters q and a, β is often referred to as the stability parameter. Diagrams

showing regions of stability for solutions of (2.9) and (2.10) can be drawn using isolines of

β as shown in Figure 2.4.
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Figure 2.4: Isolines of the stability parameters βx and βy. The dashed line overlapping iso-β
lines of values β = 0 and β = 1 is the same as the stability boundary as pictured in Figure
2.6.

As the equations of motion in x and y are independent, solutions in one dimension

may be stable while solutions to the other are unstable. Stable solutions of Equation (2.9)

[(2.10)] are said to be x-stable [y-stable]. For confinement of ions, solutions must be si-

multaneously x- and y-stable. Stability regions in each dimension can be computed3 and

overlaid in order to find regions which are simultaneously stable. This is shown in Figure

2.5 in which several regions of simultaneous stability are illustrated. Most ion traps oper-

ate at the first region of overlapping stability since this corresponds to the lowest required

voltages, and henceforth discussion will be restricted to this first region which is shown in

greater detail in Figure 2.6. By comparing Figures 2.4 and 2.6, it can be seen that the first

stability region can also be defined in terms of β, as it is bounded in q − a space by β = 0

and β = 1 [103].

3There are several methods available for computing regions of stability which are beyond the scope of
the present discussion. One particularly simple matrix method is given in Ref. [109] and implemented in the
Python code given in Appendix B.1.
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Figure 2.5: Regions of stability for the x (red) and y (blue) ion equations of motion. Over-
lapping regions of stability indicate where an ion is simultaneously x- and y-stable, and
therefore trapped in two dimensions.

In order to compare stability parameters for different ion species, it is useful to ap-

proximate the boundary of the stability region with a piecewise polynomial fit. Specifi-

cally, a third order polynomial gives a good approximation of the stability boundary for

0 ≤ q ≤ 0.706 while a linear fit gives a good reproduction for 0.706 < q < 0.915:

a(q) =


∑3

j=0 A jq j, 0 ≤ q ≤ 0.706

B0 + B1q, 0.706 < q ≤ 0.915
(2.15)

Values of the coefficients are given in Table 2.1. A Python class for quickly computing these

values and converting between voltages and stability parameters for different ion species is

given in Appendix B.2.

The dependence on the mass to charge ratio in both q and a makes a Paul trap highly

mass selective. Rewriting Equations (2.6) and (2.7) in terms of the applied voltages V and

U gives

V =
mr2

0Ω2q
2Ze

, U =
mr2

0Ω2a
4Ze

. (2.16)

Stability curves for various ion species can then be plotted on the U-V plane. By ramping

voltages along the line U = (a/2q)V , and utilizing some method of detecting charged
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Figure 2.6: The first region of stability for ions in a linear Paul trap. Ions whose stability
parameters lie in the shaded region have stable solutions to both Equations (2.9) and (2.10)
and are therefore trapped in two dimensions. Paul traps typically operate only in this first
region of overlapping stability since the required voltages are lowest.

Table 2.1: Piecewise polynomial fit coefficients for approximating the first stability region.
The coefficients are defined by Equation (2.15) and prior text. See also Ref. [110].

Coefficient Value
A0 0
A1 −3.23 × 10−3

A2 0.5256
A3 −6.43 × 10−2

B0 1.0657
B1 −1.173
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Figure 2.7: An example of mass selectivity by ramping the RF and DC voltages. Here, the
stability diagrams for the three most common isotopes of Ba in a trap of radius r0 = 3.18
mm and RF frequency Ω = 2π × 2.93 MHz are plotted in the U-V plane. The dashed line
indicates a mass scan with slope a/2q (q = 0.695, a = 0.233) sufficient to achieve the 1
amu mass resolution required to distinguish between the three Ba isotopes.

particles, m/Z ratios4 can be readily distinguished [111]. An example using the three most

abundant isotopes of barium is plotted in Figure 2.7. To achieve high mass resolution, a

mass scan such as this must be performed near the apex of the stability diagram. This

technique is commonly employed by mass spectrometers such as the Stanford Research

Systems RGA series residual gas analyzer. It is worth noting that this is but one of many

ways to use an ion trap as a mass spectrometer. Several more are described in Chapter 9 of

Ref. [103], and two methods used experimentally are presented in Section 6.3.

2.1.3 The pseudopotential approximation

As discussed in Section 2.1.2 and illustrated in Figure 2.3, ion motion can be described by

large amplitude, slowly varying secular motion and (hopefully) small amplitude, rapidly

varying micromotion. From Equation (2.11), it is clear that solutions to Mathieu’s equation

4Oftentimes when referring to the stability of different ion species in a Paul trap, the terms “heavier” and
“lighter” are used to mean “larger m/Z” and “smaller m/Z,” respectively since Z = 1 is most common.
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exhibit oscillatory motion with frequencies ωn = (2n + β)ζ. Using the definition of ζ from

Equation (2.8), these frequencies can be rewritten in terms of the RF frequency Ω as [112]

ωn =
2n + β

2
Ω. (2.17)

The lowest order term,

ω0 =
β

2
Ω, (2.18)

is called the secular frequency and is the frequency associated with the larger amplitude

motion seen in Figure 2.3. For q � 1, the lowest order expansion of Equation (2.14)

gives [104, 112] β ≈
√

a + q2/2 so that the secular frequency is usually expressed as5

ω0 =

(
a +

q2

2

)1/2
Ω

2
. (2.19)

In order to determine the frequency of the micromotion, we consider a composite solu-

tion ξ to Equation (2.5),

ξ = ξ′ + ξ′′, (2.20)

where ξ′ is the secular component and ξ′′ is the micromotion component. Assuming the

secular amplitude is much larger than that of the micromotion and that the secular frequency

is much slower than the micromotion frequency, substituting Equation (2.20) into Equation

(2.5) yields
d2ξ′′

dζ2 = −
[
a − 2q cos(2ζ)

]
ξ′. (2.21)

Then for |a| � |q|6,

ξ′′ =
qξ′

2
cos(2ζ). (2.22)

Hence the micromotion oscillates at the applied RF frequency Ω (and is often subsequently

explicitly labeled the RF micromotion) and has an amplitude proportional to the instanta-

neous secular motion amplitude (i.e., the micromotion amplitude is larger as ions become

5Recall that ax and ay differ by a sign, and so in general there is a different secular frequency for the x and
y dimensions. As such, the following discussion strictly speaking deals only with the x dimension, but can be
generalized by explicitly adding the proper subscripts to both q and a.

6Although this is not always the case, ions are often trapped with a = 0 except when applying brief a
pulses for ejecting unwanted ions of a particular mass to charge ratio.
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displaced from the center of the trap).

Meanwhile, using this result in Equation (2.5) and averaging over one RF cycle yields

the following differential equation for the secular motion [112]:

d2ξ′

dt2 = −

(
a +

q2

2

)
Ω2

4
ξ′. (2.23)

Thus, near the trap center where micromotion is minimized, the ion can be treated as a

harmonic oscillator with frequency ω0 as given by Equation (2.19). The confining potential

can therefore be expressed as the ponderomotive pseudopotential (for a = 0)

ψ0(x, y) =
1
2

mω2
0

(
x2 + y2

)
. (2.24)

In the absence of applied DC fields, the trap depth is expressed by evaluating Equation

(2.24) at x = y = r0 [103]:

ψD ≡ ψ0(x = r0, y = r0) =
1

16
mq2r2

0Ω2. (2.25)

A typical linear Paul trap has radius of order 1 mm and frequencies of a few MHz, allowing

for trap depths of tens or even hundreds of eV. Compared to most neutral atom traps, this

trap depth is enormous [113]. Having such a large trap depth is important when using laser

ablation for trap loading as ions produced in this way have energies comparable to these

trap depths [114].

Thus far, discussion of ion motion has been limited to radial motion in an infinitely long

ion guide. To extend the treatment to a true ion trap, axial confinement must be considered.

Ions are confined in the axial dimension by using DC end cap electrodes held at voltage

UEC. Near the trap center, the axial contribution to the potential can also be treated as

harmonic:

ψz(z) =
1
2
ω2

z z2, (2.26)

where the axial secular frequency ωz is given by [115]

ωz =

√
2ZeκUEC

mz2
0

. (2.27)
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Figure 2.8: Ion trajectories in a simulated trap of radius r0 = 3.18 mm, length z0 = 12.7
mm, RF frequency Ω = 2π × 2.93 MHz, q = 0.2, m/Z = 77.3, and end cap voltage
UEC = 50 V as computed by SIMION [116]. (Top) Radial trajectories in the x (red) and y
(blue) directions. (Bottom) Axial trajectory. Note the difference in time scale between the
top and bottom plots as well as the absence of micromotion in the z direction. Fitting the z
component to a sinusoidal curve over several different values of q results in an axial secular
frequency of ωz ≈ 2π × 12.7 kHz, making κ ≈ 0.008.

Here, κ is a dimensionless parameter that takes into account the particular end cap geom-

etry chosen and z0 is half the distance between the two end caps. The κ parameter is not

generally easily calculated from first principles, and so instead is most often determined by

measuring the axial secular frequency either in simulations (see Figure 2.8) or experimen-

tally (see Section 6.3.1).

With the addition of end cap electrodes, fringing fields near the ends of the trap modify

the radial confinement, the details of which are given in Ref. [103]. The resulting radial
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frequency becomes

ωr =

√(
ω2

0 −
1
2
ω2

z

)
. (2.28)

Combining this modified radial frequency with the axial frequency of Equation (2.27) gives

the full, three-dimensional pseudopotential

ψ(x, y, z) =
ZeV2

mΩ2r4
0

(
x2 + y2

)
+
κUEC

2z2
0

(
2z2 − x2 − y2

)
. (2.29)

This pseudopotential can be used to simulate ion Coulomb crystals consisting of various

ion species (as in Chapter 3). For the purposes of the ions studied in this thesis, Equation

(2.29) is usually an excellent approximation for the trapping potential seen by a single ion

and is adequate for simulating CCD images of large ion crystals composed of hundreds of

ions of differing species.

2.2 Ion interactions with light

Laser cooling was first proposed independently by Hänsch and Shawlow in neutral atoms

[117] and by Wineland and Dehmelt in atomic ions [118]. These techniques have since

been improved upon and are now applied to a large number of neutral atoms, ions, and

even a few molecules. When an ion does not possess a level structure conducive to laser

cooling, it can still be cooled using sympathetic cooling (Section 2.3.2), buffer gas cooling,

and a few other methods [103]. In this section, we consider the interactions between trapped

atomic ions and light involved in laser cooling.

2.2.1 Three level atoms

Most atomic ions used in ion trapping experiments can be well approximated as a three

level system (see Figure 2.9). In particular, we will confine ourselves to discussion of the

so-called Λ system as it is of the most relevance to both Ba+ and Th3+ ions as studied in

this thesis. The Hamiltonian for any atomic system can be expressed as

H = HA +HI , (2.30)
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Figure 2.9: Various three level systems. (a) Ladder (or cascade). (b) Λ. (c) V. Of these,
Λ three level systems are common to both Ba+ and Th3+. In each case, ωmn denotes the
transition frequencies between states |m〉 and |n〉.

where HA =
∑

i ~ωi |i〉 gives the energy of the system in the absence of external fields and

the interaction HamiltonianHI describes the coupling between the atom and optical fields.

In this formulation, we treat the system semiclassically such that the monochromatic laser

fields are not quantized and we consider an atom with dipole operator d = Zer. Defining

the ground state |1〉 to be at zero energy, the atomic Hamiltonian reads

HA = ~ω12 |2〉〈2| + ~(ω12 − ω32) |3〉〈3| . (2.31)

By judiciously multiplying by the identity, the dipole operator can be expanded:

d =
∑
m,n

|m〉〈m|d |n〉〈n|

= |1〉〈1|d |2〉〈2| + |1〉〈1|d |3〉〈3| + |2〉〈2|d |3〉〈3| + h.c. (2.32)

Here, we have already made use of the fact that the expectation value of the dipole operator

with respect to an energy eigenstate must vanish when there is no permanent dipole moment

as with atoms [119]. Furthermore, for a real atom in the Λ configuration, the |3〉 ↔ |1〉

transition is not dipole-allowed, and therefore 〈1|d |3〉 = 〈3|d |1〉 = 0. Therefore, the

interaction Hamiltonian is expressed as

HI(t) = −d · [E12(t) + E32(t)]

=
~

2

[
Ω12

(
eiωclt + e−iωclt

)
|2〉〈1| + Ω32

(
eiωrp + e−iωrp

)
|3〉〈2| + h.c.

]
, (2.33)
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where we have defined the Rabi frequencies

~Ωmn = −d · Emn = −ZeEmn 〈m| r |n〉 (2.34)

and the electric fields as

E12(t) = E12 cos(ωclt) E32(t) = E32 cos(ωrpt). (2.35)

The frequencies ωcl and ωrp (the subscripts respectively standing for “cooling laser” and

“repumper” for reasons which will be explained shortly) take into account the associated

detunings ∆mn of each laser from the atomic resonances:

ωcl = ω12 + ∆12 (2.36)

ωrp = ω32 + ∆32. (2.37)

We now examine the population dynamics of the Λ system by considering the density

matrix formalism. A general quantum state can be described by the density operator

ρ =
∑

i

pi |ψi〉〈ψi| , (2.38)

where |ψi〉 = c1 |1〉 + c2 |2〉 + c3 |3〉 for a three level atom. The Liouville (or von Neumann)

equation describes the evolution of a quantum state in the density matrix formalism and is

analogous to the Schrödinger equation of wave mechanics [120]:

i~ρ̇ = [H , ρ]. (2.39)

This, however, neglects spontaneous emission. A common method for including this and

other effects which couple the system to the environment is to define the Lindblad operator

[121]

L =
∑

n

1
2

(
2CnρC†n − ρC†nCn −C†nCnρ

)
, (2.40)

where the sum is over all connected states, Cn =
√

ΓnAn are collapse operators, An are

operators which couple the system and the environment, and Γn are the associated rates.

Combining this with Equation (2.39) yields the Lindblad master equation [122, 123]

ρ̇ = −
i
~

[H(t), ρ] +L. (2.41)
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This equation is often useful when numerically simulating quantum systems since it allows

for a relatively simple description of interaction terms in a Hermitian Hamiltonian while

separating out decay terms which can be more easily described as stochastic processes. For

the three level system, the relevant collapse operators are7

C1 =
√

b23Γ2 |3〉〈2| C2 =
√

b21Γ2 |1〉〈2| (2.42)

C3 =
√

Γcl |1〉〈1| C4 =
√

Γrp |3〉〈3| . (2.43)

Here, bmn represents the branching ratio for decay from state |m〉 to state |n〉, Γ2 = τ−1
2 is the

inverse of the radiative lifetime of state |2〉, and Γcl (Γrp) is the linewidth of the cooling laser

(repumper). Typically, b21 > b23, and hence the laser at frequency ωcl plays a larger role in

cooling the ion whereas the laser at ωrp pumps the ion out of the otherwise dark state |3〉

and is hence termed the repumper. Equations (2.42) represent spontaneous emission and

Equations (2.43) represent the finite linewidths of the lasers [19]. To lowest order, the latter

terms can be neglected given the assumption of monochromatic light.

In order to more easily integrate Equation (2.41), we first must transform into a differ-

ent reference frame8. To do this, we transform HI(t) with a unitary operator U(t) in the

following manner [124, 125]:

H̃(t) = U†HU − iU†
∂U
∂t
. (2.44)

In the matrix formalism, the unitary operator for this transformation is [124]

U(t) =


1 0 0

0 e−iωclt 0

0 0 e−i(ωcl−ωrp)t

 (2.45)

7A fifth collapse operator could also be included to take into account the dipole-forbidden decay |3〉 → |1〉
while maintaining the dipole-only treatment of the interaction Hamiltonian (2.33).

8In the case of a two level system, the following transformation can be clearly interpreted as transforming
into a rotating frame.
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The Hamiltonian in the transformed frame is therefore

H̃I(t) = ~


0 Ω12

2

(
1 + e−2iωcl

)
0

Ω∗12
2

(
1 + e2iωcl

)
−∆12

Ω∗32
2

(
1 + e2iωrpt

)
0 Ω32

2

(
1 + e−2iωrpt

)
∆32 − ∆12

 , (2.46)

where rows and columns are written in the same numerical order as the states are defined.

Here we note that near the atomic resonances, ωrp � ∆32 and ωcl � ∆12, meaning

that the the exponential terms of (2.46) vary rapidly and can therefore be neglected. This

is known as the rotating wave approximation [120, 125]. By dropping these terms, the

Hamiltonian loses its time dependence and becomes

H̃RWA
I = ~


0 Ω12

2 0
Ω∗12

2 −∆12
Ω∗32

2

0 Ω32
2 ∆32 − ∆12

 . (2.47)

With this approximation, Equation (2.41) can finally be integrated. Combining everything,

we obtain the following equations to describe the populations of the three states over time:

ρ̇11 = b21Γ2ρ22 +
i
2

(
Ω∗12ρ12 −Ω12ρ21

)
ρ̇22 =

i
2

(
Ω12ρ21 + Ω32ρ23 −Ω∗12ρ12 −Ω∗32ρ32

)
(2.48)

ρ̇33 = b23Γ2ρ22 +
i
2

(
Ω∗32ρ32 −Ω32ρ23

)
Equations (2.48), along with the equations for the off-diagonal coherences not discussed

here, are known as the optical Bloch equations. Note that these equations can be reduced to

the familiar results for a two level system by setting b21 = 1 and b23 = Ω32 = 0. The results

of a numerical integration of Equation (2.41) near saturation is shown in Figure 2.10.

For comparison, it is also worthwhile to consider a simpler rate equation model. Using

the excitation and decay rates as defined in Figure 2.11, for populations N1, N2, and N3 of
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Figure 2.10: Results of numerical integration of the three level system near saturation.
Here, the branching ratio favors the ground state over the metastable state 3:1 (as with Ba+)
and cooling and repumper lasers are detuned −2Γ2 and −Γ2, respectively. The numerical
integration code for producing this plot is given in Appendix B.3.

the ground, excited, and metastable states, the system evolves according to

Ṅ1 = −N1Ω12 + N2Γ21

Ṅ2 = N1Ω12 − N2(Γ21 + Γ23) + N3Ω32 (2.49)

Ṅ3 = −N3Ω32 + N2Γ23.

In the case of low intensity lasers, the rate equation model is in very good agreement with

the semiclassical model (see Figure 2.12). A more thorough comparison of the optical

Bloch equations and the rate equations is given in Ref. [126].

2.2.2 Doppler cooling

A simple model of the Doppler cooling of ions can be constructed by considering the optical

Bloch equations described above. In the case where we are not concerned with the precise

internal state of the ion, it is sufficient to consider the further simplification of a two level

system. The rate at which ions scatter photons is simply the linewidth multiplied by the
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Figure 2.11: Definition of terms for the rate equation model of the three level Λ system.
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Figure 2.12: Comparison of three level system models with low intensity laser fields for
Ba+ ions. The solid lines are the result of numerically integrating Equation (2.41) with
the Hamiltonian (2.47) while the dashed lines give the populations using the rate equa-
tions (2.49). The ground, excited, and metastable states are colored blue, red, and black,
respectively. The numerical integration code for producing this plot is given in Appendix
B.3.
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population in the excited state [120]:

γp = Γρ22 =
s0Γ/2

1 + s0 + (2∆/Γ)2 , (2.50)

where s0 = I/Is is the on-resonance saturation parameter. For an ion at rest, the average

force due to absorption followed by spontaneous emission in the presence of a laser with

wavevector k is then simply

F = ~kγp =
~ks0Γ/2

1 + s0 + (2∆/Γ)2 , (2.51)

Using this expression alone, it is possible to simulate the cooling of an ion confined by the

pseudopotential (2.29) by taking into account the Doppler shift due to the velocity of the ion

(i.e., ∆→ ∆+k·v)9. It is thus a viscous model of laser cooling which neglects photon recoil

effects. An example of using this simple model to simulate cooling of an ion from room

temperature is shown in Figure 2.13. A more realistic model would include photon recoil

and other effects, but it turns out to be sufficient for reproducing images of Coulomb crystals

when incorporated in the more sophisticated molecular dynamics simulations presented in

Chapter 3.

The minimum achievable temperature with Doppler cooling can be determined by con-

sidering the maximum possible scattering rate. From Equation (2.50), it is clear that γp

saturates to a maximum value of Γ/2 at zero detuning. Therefore, the Doppler limit is

defined by

kBTD =
~Γ

2
. (2.52)

A typical ion or neutral atom commonly used with laser cooling often has a natural linewidth

of a few MHz and therefore a Doppler limit of a few hundred µK. For instance, The Ba+

S 1/2 ↔ P1/2 cycling transition has a natural linewidth of Γ ≈ 2π × 15 MHz, and so its

9Note that this force is the same as one-dimensional optical molasses with a single laser and therefore
a three-dimensional simulation using this expression alone would only result in cooling along the direction
of k. In reality, the fringing fields provide enough coupling of the axial and radial motion to allow for laser
cooling in all three dimensions using only axial beams.
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Figure 2.13: An example of using the force of Equation (2.51) and the pseudopotential
(2.29) to create a crude model of Doppler cooling of an ion in a linear Paul trap. Here, a
138Ba+ ion is being cooled by a laser introduced along the z axis. The laser has detuning
∆ = −2Γ and saturation parameter s0 = 2. The code for producing this simulation can be
found in Section B.4.

Doppler limit is about 360 µK. In practice, various heating effects lead to a higher temper-

ature, typically up to several tens or even hundreds of mK. To achieve lower temperatures,

other techniques such as optical sideband cooling are necessary [127].

In order to measure the temperature of trapped ions when only Doppler cooling, the

Doppler broadened linewidth can be measured by observing the amount of fluorescence at

different detunings. Since Doppler broadening gives rise to a Gaussian profile but power

broadening and the natural lineshape are Lorentzian, the measured linewidth will be of

a Voigt lineshape. The full width at half maximum for the Gaussian component of this

convolution is related to the ions’ temperature by [126]

FWHM = 2ω

√
2kBT ln(2)

mc2 , (2.53)

where ω = 2πc/λ is the transition frequency. For cold, crystallized ions, scanning a laser

frequency results in a very sharp, nearly Lorentzian enhancement in fluorescence followed

by a rapid drop off as the laser becomes blue detuned from resonance. For ions in the gas
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phase, thermal effects dominate and the lineshape is much more Gaussian. Examples of

such measurements are given in Figure 2.14. For laser cooled ions, to extract a temperature

estimate, one must estimate the expected power broadening and obtain a Gaussian width

by using the Voigt deconvolution formula

∆νG =
√

∆νL(∆νL − ∆νPB), (2.54)

where ∆νG is the deconvolved Gaussian FWHM, ∆νL is the measured Lorentzian linewidth,

and ∆νPB is a lower bound estimate on power broadening [128]. Because for light red

detuned far from resonance the ions are at a higher temperature than they are for light closer

to resonance, the measured lineshape will be broadened, and thus this form of temperature

measurement will only ever give an upper bound limit. A better temperature measurement

method which would work on a chain of ions rather than a large crystal would be to laser

cool only a few of the ions with a fixed frequency cooling beam and measure the lineshape

of a sympathetically cooled ion with a weak, secondary probe beam [129]. By doing so,

the probed ion is kept cold by the laser cooled ions and the measured lineshape is a full

Voigt profile.

Several sources of heating exist which compete with Doppler cooling. These include

collisions with background gases, blackbody radiation, RF heating, and so-called anoma-

lous heating [130]. Heating from collisions is straightforward to solve by improving the

quality of the vacuum. Although it is not necessary for the experiments presented here,

a cryogenic environment can greatly benefit quantum information experiments dependent

on ions being in the motional ground state [131, 132] as well as studies that are sensi-

tive to blackbody radiation, such as those of molecular ions near the rovibrational ground

state [69, 71, 130, 133]. Of the remaining heating mechanisms, the most important to the

work presented here is due to RF heating. A discussion on how to minimize this effect is

given in Section 4.1.
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Figure 2.14: Temperature measurement of trapped ions. (a) Frequency sweep of the 493
nm cooling laser on a large number of cold Ba+ ions. The rapid drop off in fluorescence
on the right is due to the ions being heated instead of cooled for blue detuned light. The
portion of the data to the left of and up to the dotted line is fit to a Lorentzian and has a
linewidth of 30.9(5) MHz. Power broadening is the dominant source of broadening here
and assuming a saturation parameter of s0 = 3, an upper bound on the temperature is 32
mK. (b) Fluorescence of a cloud of Th3+ ions in He buffer gas as a function of detuning of
the 690 nm laser. The data is fit to a Gaussian profile and has a FWHM of 646(33) MHz
which corresponds to a temperature of ≈ 1000 K.
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Figure 2.15: A comparison of Ba+ ions in (top) crystal and (bottom) cloud phases. Each
image contains the same ions with the phase change induced by altering the detuning of the
493 nm cooling laser. The scale bar measures 200 µm.

2.3 Coulomb crystals and sympathetic cooling

Ions stored in an ion trap at high temperatures are in a gas-like plasma phase. With Doppler

cooling, ions will undergo phase transitions first into a liquid-like state and ultimately into

an ordered, crystalline-like state commonly referred to as a Coulomb crystal (see Figure

2.15). Such structures have been observed in so-called dusty plasmas [134], charged liquids

[1], and laser cooled atomic ions. Applications of laser cooled atomic ion crystals include

studying reaction dynamics as in this work, quantum computing [13], cavity QED [135],

and sympathetic cooling of other ionic species [136].

2.3.1 Coulomb crystals

The thermodynamic properties of a one component plasma can be described entirely by the

dimensionless plasma coupling parameter [137–139]:

Γ =
(Ze)2

4πε0kBTaWS
, (2.55)

where aWS is the Wigner-Seitz radius (the radius of the largest sphere containing a single

ion) [140]

aWS =

(
3

4πn

)1/3

, (2.56)
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and n is the zero-temperature particle number density. The plasma coupling parameter can

be thought of as the ratio of the Coulomb potential energy between ions and the average

kinetic energy per ion. Thus, a larger value of Γ corresponds to a stronger coupling of the

plasma. For Γ ≈ 2, the plasma enters a liquid-like phase, and for Γ & 170, the plasma

becomes a highly ordered Coulomb crystal. As an example, typical inter-ion spacing in a

crystal of Ba+ ions is of order 10 µm. This leads to a Wigner-Seitz radius aWS ≈ 6 µm. At a

temperature of 10 mK, the plasma coupling parameter is Γ ≈ 280. This is a fairly common

value for many experiments using Coulomb crystals, with Γ < 1000 being the norm.

For multi-component crystals, the structure of the crystal is dependent on the masses of

the constituent ions. Considering the expression for the trap depth [Equation (2.25)] and

the q parameter [Equation (2.6)], lighter ions are more tightly confined than heavier ions at

a given RF voltage. As a consequence, less massive ions will form a core at the center of

a multi-component Coulomb crystal while more massive ions will form shells surrounding

the lighter ions. Examples of multi-component Coulomb crystals are given in Figure 2.16

(see also simulated CCD images in Chapter 3).

2.3.2 Sympathetic cooling

Although direct laser cooling of ions is an incredibly useful technique, it suffers from gen-

erality in that only a select number of ions can be cooled in this way. Furthermore, the

presence of a laser field necessarily perturbs the ion electronic level population, an unde-

sirable result for some precision spectroscopic measurements. Both of these problems can

be circumvented, however, by exploiting the strong Coulomb interaction between trapped

ions. With at least one laser cooled ion present, another ion which is not illuminated by the

cooling light (or far from resonance from it) will exchange energy with the laser cooled ion

and thus be cooled. This effect is known as sympathetic cooling and was first demonstrated

by Larson et al. for performing spectroscopy on Hg+ ions that were sympathetically cooled

by laser cooled Be+ ions [141]. Similar spectroscopic techniques have been further refined

34



Figure 2.16: A collection of images of Coulomb crystals. (a) A crystal of 138Ba+ and other
isotopes with DC offsets applied to the RF electrodes. (b) Five 138Ba+ ions and several non-
fluorescing Ba+ ions of other isotopes in a linear chain. (c) Ba+ ions happy to be confined in
a Paul trap. (d) A 2-D crystal consisting of mostly non-fluorescing Ba+ isotopes. (e) A 2-D
“zig-zag” configuration. (f) A multi-component Coulomb crystal consisting of several Ba+

isotopes, Th+, and Th2+ ions. Ions that are effectively lighter than Ba+ (e.g., Th2+) form a
central core which can be seen here as a dim region along the central axis. A “dent” on the
outer portion of the crystal indicates the presence of ions heavier than Ba+ (e.g., Th+).
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over the years with the advent of quantum logic spectroscopy, in which a single laser cooled

ion is used for quantum state preparation and detection of a single sympathetically cooled

ion [142–144]. Such techniques have allowed for unprecedented precision in frequency

measurements [9, 10].

More relevant to the work presented here is the ability for laser cooled atomic ions to

sympathetically cool the translational motion of molecular ions. Combined with several

techniques for cooling the internal rovibrational degrees of freedom [69, 71, 94], sympa-

thetic cooling of molecular ions allows for highly precise spectroscopic measurements sim-

ilar to those long possible with cold atomic ions. Additionally, as will be seen in Chapter 6,

sympathetic cooling of molecular ions is also useful for characterizing reactions between

stored ions and neutral molecules.

2.4 Summary

In this chapter, the basic concepts of ion confinement in a linear Paul trap and the re-

sulting ion dynamics have been discussed. Additionally, general concepts and properties

of Coulomb crystals and sympathetic cooling have been presented. This formulation is

important for the molecular dynamics simulations presented in Chapter 3 as well as in un-

derstanding and interpreting results from experiments measuring Th3+ electronic lifetimes

(Chapter 5) and characterizing reactions between trapped Ba+ ions and neutral gas phase

reactants (Chapter 6).
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Chapter III

MOLECULAR DYNAMICS SIMULATIONS

When conducting experiments involving sympathetically cooled ions which cannot be flu-

oresced, molecular dynamics (MD) simulations provide a powerful way of analyzing and

visualizing the entire system. Originally motivated by the desire to be able to reproduce

mass spectra of the motional resonance coupling method (Section 6.3.1), IonMD, an open

source MD simulation of multi-component Coulomb crystals, was developed closely fol-

lowing the work of Refs. [145, 146]. Although it was ultimately not used for this purpose,

these MD simulations still proved useful by providing a qualitative way of visualizing sym-

pathetically cooled ions which normally would not fluoresce.

Molecular dynamics is a method of simulating the dynamics of systems of particles by

evaluating Newton’s equations of motion for every particle at each discrete time step. In

that sense, it is largely a classical, brute force approach to studying complex dynamics,

but can be very useful for understanding and modeling emergent phenomena [147], many-

body dynamics [148], and more [149–151]. MD methods were first developed by Alder and

Wainwright in the late 1950s [152,153], but it was not until the 1970s that computers were

advanced enough for simulations of more realistic systems [154]. Today, personal com-

puters often have sufficient computing power to perform a wide variety of MD simulations

in a reasonable amount of time. This chapter provides an overview of MD simulations

performed for simulating multi-component Coulomb crystals and presents some of their

results.
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3.1 Theoretical overview

For N ions in a linear Paul trap, the force on the ith ion is given by

Fi(ri, vi, t) = FT,i(ri, t) + FC,i(r1, r2, . . . , ri, . . . , rN) + FL,i(vi) + FS ,i(t), (3.1)

where FT,i is the force due to the trapping potential, FC,i is the Coulomb interaction be-

tween ions, FL,i is the laser force which only acts on laser cooled ions, and FS ,i represents

stochastic processes such as collisions with background gases. The force Fi is applied to

every ion at every time step ∆t. In this way, MD simulations are fully classical descriptions

which can only take into account quantum effects by incorporating them in semiclassical

force models (as in FL,i) or stochastic effects.

3.1.1 Trapping potential

The trapping potential is most easily dealt with by using the pseudopotential (2.29) de-

scribed in Section 2.1.3. To include RF micromotion, the potential near the center of the

trap could instead be expressed as [103]

ψµ(x, y, z, t) =
2V
r2

0

(x2 − y2) cos(Ωt) + κ
UEC

2z2
0

(2z2 − x2 − y2). (3.2)

Due to the cos(Ωt) term, when including RF micromotion effects, the time step ∆t must be

around 100 times smaller than 2π/Ω in order to smoothly approximate the micromotion.

In practice, this greatly extends the computing time. Since experiments with Coulomb

crystals are often conducted at low values of q where micromotion is small compared to

the secular motion, it is more practical to neglect the micromotion so that time steps instead

need only smoothly reproduce the secular motion. A stronger justification for considering

only the pseudopotential (2.29) is given in Ref. [145].

3.1.2 Laser force

For simulating laser cooling, a two level ion is considered. The laser force can most simply

be modeled as a viscous damping force plus a constant radiation pressure force in the
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Figure 3.1: Experimental (top) and simulated (bottom) images of ion crystals showing
isotope sorting. In each case, the red colored ions are 138Ba+ ions and sympathetically
cooled Ba+ ions of other isotopes are not visible. The scale bar is 200 µm in length.

direction of the laser:

FL,i = F0 − βvi, (3.3)

where β must be positive to ensure damping. It is often sufficient experimentally to use

a single laser introduced axially for laser cooling in which case F0 = F0k̂ = ±F0ẑ. This

pressure term results in an offset from the trap center for laser cooled ions and is most

noticeable experimentally as an apparent asymmetry in a Coulomb crystal consisting of

two or more isotopes of a particular atomic ion (e.g., when lasers are detuned appropriately

for 138Ba+, other isotopes which do not fluoresce collect on the end of the trap nearest the

introduction of the beams). This is illustrated both experimentally and in MD simulations

in Figure 3.1. To simulate balanced beams (i.e., a pair of beams in both the +ẑ and −ẑ

directions), simply setting F0 = 0 is sufficient.

The two terms of Equation (3.3) can be found by considering an ion in motion with

velocity v. This is most easily done by Doppler shifting the detuning, i.e. replacing ∆

with ∆ + k · v, and applying this substitution to the force due to absorption followed by

spontaneous emission given in Equation (2.51). Considering the one-dimensional case
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with the ion moving in the opposite direction as the laser, the force becomes

F = −~k
s0Γ/2

1 + s0 + [2(∆ + kv)/Γ]2 . (3.4)

When the ion is moving slowly, i.e., when the Doppler broadening is small compared to its

natural linewidth Γ, a Taylor series expansion around v = 0 gives the expression [104]

F = F|v=0 + v
dF
dV

∣∣∣∣∣
v=0

+ O
(
v2

)
. (3.5)

Performing the derivative and evaluating at v = 0 results in the damping coefficient β as

defined in Equation (3.3) as

β = −~k2 4s0(∆/Γ)
[1 + s0 + (2∆/Γ)2]2 . (3.6)

Note the explicit negative sign ensures that for red-detuned light (∆ < 0), β is positive

and therefore damps ion motion. Damping is maximized when ∆ = −Γ/2 and s0 = 2

which gives βmax = ~k2/4. For Ba+, with a cooling laser wavelength of 493 nm and a

transition linewidth of Γ ≈ 2π × 15 MHz, this evaluates to βmax ≈ 4.3 × 10−21 kg/s. More

realistically, the damping coefficient ends up being around an order of magnitude lower

than this maximum value. Since the Doppler shift does not change significantly for ions

that are already at low temperatures, and because the magnitude of β is generally small, the

damping coefficient is given to the simulation as a constant parameter that is provided at

run time.

From Equation (3.5), the radiation pressure term F0 is clearly described by the force

from spontaneous emission for an ion at rest and a laser at zero detuning:

F0 = −~k
Γ

2
s0

s0 + 1
. (3.7)

The magnitude of this force saturates to F0 = −~kΓ/2 and typical values for F0 are of order

10−20 kg·m/s2 (F0 ≤ 6.3 × 10−20 kg·m/s2 for Ba+). As with the damping term, since this

force is quite small, it is passed as a fixed parameter at the beginning of each simulation

run. Although only the one-dimensional case is considered above, it is straightforward to

translate back into vector notation for the three-dimensional case.
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3.1.3 Coulomb interaction

The Coulomb interaction is modeled by treating all ions as point particles and computing

the force on each ion due to every other ion. These calculations thus take up the majority

of the computational time since this requires O(N2) computations. The force on ion i is

FC,i =
Zie

4πε0
∇

∑
j,i

Z jeri j∣∣∣ri j

∣∣∣2 , (3.8)

where ri j is the vector between ions i and j. At each time step, this term is calculated for

each ion before applying any forces in order to avoid accumulating error. Modern CPUs

have multiple cores, and this feature is exploited to great effect for Coulomb force calcula-

tions by parallelizing these calculations across each core using the OpenMP architecture1.

Even so, the electrostatic calculations remain the primary computational bottleneck.

It is of particular importance for the Coulomb force that the time step is small enough.

Since the electrostatic force is very strong for small ion separations, ions that are very close

to one another have a tendency to get pushed beyond the geometry of the trap when the

time step is too large. This is particularly problematic when dealing with initial conditions

and will be discussed in further detail in Section 3.2.2.

3.1.4 Heating effects

Without implementing a heating model, the simplistic laser cooling model of (3.3) would

result in cooling well below the Doppler limit for a single ion. Furthermore, as discussed in

Section 2.2.2, with only Doppler cooling, real trapped ions typically reach temperatures of

several tens of mK, well above the Doppler limit. In order to account for this discrepancy,

heating models must be added to increase the ion kinetic energy into the regime where

Equation (3.3) remains a fairly accurate description of laser cooling.

Although there are many potential sources of heating in an ion trap (e.g., electric field

noise [155] and RF heating [156]), the most relevant for experiments presented in this thesis

1http://www.openmp.org/
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which involve large, Doppler cooled Coulomb crystals at low q parameters are collisions

with background gases since the former heating sources are primarily a concern when using

ions in the motional ground state for quantum information experiments. A fairly realistic

model of such collisions involves estimating the collision rate between neutral background

gases and the ions and applying random momentum kicks to ions consistent with this rate

and the mass of the neutral gas molecule. A simple model for the collision rate between

ions and neutrals is the Langevin model and is thoroughly discussed in Section 6.2. Typ-

ical collision rate constants using this model are of order 10−9 cm3 s−1. Assuming the

background gas is at room temperature and at a pressure of 10−10 torr, this corresponds to a

collision rate of only 0.001 s−1 per ion. However, when a collision does occur, the change

in ion velocity can be quite large, sometimes in excess of ∆v = 100 m/s for collisions with

background N2 molecules, for example [146]. Because these collisions are both rare and

violent, using the Langevin model to reproduce collisional heating effects for a simulation

that lasts for only a few ms (compared to experimental exposure times of tens to hundreds

of ms or longer) is not the most ideal method. In order to produce a reasonable facsimile

of experimental images, the collisional heating model chosen instead applies appropriately

small momentum kicks at fixed time steps. The important point is that the overall heating

rate of the entire ensemble due to collisions should have a realistic value, not necessarily

the frequency and magnitude of momentum kicks caused by collisions. Typical heating

rates chosen are a few K/s, with the corresponding kick magnitudes depending on the mass

of the ions being simulated and the frequency at which they are applied [146].

3.2 Implementation

Ion MD simulations were implemented in C++ with a front end Python script which sets

the initial conditions and simulation parameters and handles plotting and other data pro-

cessing tasks at the end of each run. Numerical integration is performed using the leapfrog

42



integration technique due to simplicity of implementation and because it conserves the en-

ergy of the system (i.e., it is a symplectic integrator).

3.2.1 Leapfrog integration

The leapfrog integration method can be used to integrate differential equations taking the

form

ẍ = F(x)/m, (3.9)

or as a system of two first order differential equations

v̇ =
F(x)

m

ẋ = v

 (3.10)

with the dots signifying differentiation with respect to time. Note that strictly speaking,

leapfrog integration requires that the force F must only be a function of position. Although

the laser force of Equation (3.3) has a dependence on velocity, the magnitude of the force

is small enough that any error accumulated by this is negligible.

For a constant time step ∆t, the equations to update the position and velocity at time

step i are [157]

xi = xi−1 + vi−1/2∆t

ai = F(xi)/m

vi+1/2 = vi−1/2 + ai∆t.


(3.11)

From these expressions, it is apparent why the integration scheme is named leapfrog: the

position and velocity calculations “leapfrog” one another by calculating the position and

then the half time step velocity. An equivalent way of writing the integration without

explicitly using half time steps is [157]

xi = xi−1 + vi−1∆t +
1
2

ai−1∆t2

ai = F(xi)/m

vi = vi−1 +
1
2

(ai−1 + ai)∆t.


(3.12)
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Although this version looks quite different, a bit of inspection shows that it is in fact equiva-

lent. In each case, the new positions are calculated using the previous position and velocity

with the new acceleration being calculated with the new position. In this implementation,

the new velocities are still calculated in a “leapfrog” way by splitting the contributions of

the accelerations of the previous and current time step. Since it is somewhat simpler con-

ceptually since it does not require half time step velocities, the second form of Equations

(3.12) is used for numerical integration.

Leapfrog integration is a second order method, meaning overall error is of order ∆t2

[158]. This is in contrast to the simplistic Euler method which is first order, but still requires

the same number of function evaluations per time step [159]. With a sufficiently small,

constant time step, the leapfrog algorithm is stable even under oscillatory motion such as

that of a trapped ion. The leapfrog method is also time-reversible and symplectic, meaning

that it conserves the energy of the system and is therefore better suited to MD simulations

than alternative methods such as Runge-Kutta integration. For further information on the

leapfrog method, see Refs. [157, 158, 160].

3.2.2 Initial conditions

Generating proper initial conditions requires some care. In principle, positions and veloci-

ties could be initialized randomly using Gaussian distributions. This would be a reasonable

model when starting from a thermal, room temperature cloud of ions. However, in practice,

this causes problems if not all the ions are laser cooled or the time step is too large. Be-

cause of the strength of the Coulomb interaction at short range, if a sympathetically cooled

ion is randomly initialized very close to another ion, it will be violently thrown far from

the other ions and not be able to rethermalize since the Coulomb force is much weaker for

large separations.

In order to overcome this difficulty, initial positions are determined by first finding a

minimum potential energy configuration [161, 162]. The simulation is then started with
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the positions found through minimization and with zero velocity (i.e., at absolute zero

temperature). Heating effects are then introduced in order to bring the ions to a realistic

temperature. This method, while not exactly physical, is justified in that laser cooling is

modeled as a viscous force with constant damping instead of a more realistic photon recoil

model, and is therefore time reversible.

There are a number of well known optimization routines that could be used to find

the true potential energy minimum of the system [163]. However, because of the number

of evaluations required for computing the potential energy due to the Coulomb interaction,

many of these algorithms would require far too long to find the potential minimum for large

N. Instead, minimization is performed by first randomly distributing ions and then treating

all ions as laser cooled ions for a short period of time with a large damping coefficient

β. This allows for rapid thermalization and therefore brings the ions very close to their

true minimum energy configuration. One downside to this approach is that it essentially

requires running the simulation twice, although initial positions could be cached and used

later when repeating simulations under similar conditions.

One further improvement that could be added for finding initial conditions is to use

any number of Coulomb force approximations in the initial minimization step. For ex-

ample, the well-known particle mesh Ewald method is a commonly used approximation

for electrostatic interactions in MD simulations and requires O[N log(N)] evaluations in-

stead of O(N2) for point to point Coulomb calculations [164]. Multigrid summation or

the particle-particle-particle mesh method (P3M) provides an even larger speedup requir-

ing as few as O(N) computations [158, 165, 166]. Alternatively, a nearest neighbor search

algorithm, such as k-NN, could be used to only count the electrostatic contribution of ions

within a certain radius of each target ion. Any of these methods would take some work to

implement, but could also likely be used along with a minimization algorithm to potentially

find a more optimal set of initial conditions than by first treating all ions as laser cooled.

A final, alternative initialization method implemented in similar MD simulations of large
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Coulomb crystals is to first keep a small fraction of core ions fixed in a bcc lattice structure

at a theoretically expected density and allow the remaining ions to evolve under Equation

(3.1) [167, 168].

3.3 Results

In its present state of development, IonMD is mostly useful for qualitative comparisons

with experimental images. Ion trajectories and final positions in three dimensions can be

recorded; example trajectories are given in Figure 3.2 and three-dimensional renderings of

ion crystals in Figure 3.3. Additionally, CCD images can be simulated in a manner similar

to that presented in Ref. [145]. Because images can be simulated with arbitrary resolution,

and experimental imaging has finite resolution, the correspondence between simulated and

experimental images is never one-to-one. Nevertheless, this offers the ability to visualize

the sympathetically cooled, non-fluorescing ions in a Coulomb crystal that would not be

visible experimentally. To simulate CCD images, the position of each ion is projected onto

an image plane at 45◦ between the x̂ and ŷ axes at every time step. These coordinates are

binned and added to a 2-D pixel array which serves as a simulated CCD. Over the course

of the simulation run, this results in an effective density plot representing the probability

of finding an ion at any given location. This method does not explicitly take the depth of

field of the imaging optics used in the experiment into account, but ions in a larger crystal

which are far from the center of the trap are generally more free to move about and so are

accordingly more blurred than ions near the center of the crystal. In a simple case, an ion

chain consisting of several Ba+ ions of various isotopes is shown in Figure 3.4. A series

of simulated images showing an increasing number of Ba+ ions for otherwise constant trap

parameters is shown in Figure 3.5.

In order to differentiate between ion species, IonMD saves separate simulated CCD

data files for each unique m/Z ratio. This allows for visualizing where the various ion

species accumulate in the multi-component Coulomb crystal. Simulated CCD images are
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Figure 3.2: Simulated ion trajectories in the x (red) and y directions (blue). Only secular
motion is simulated for one ion in a crystal of 14 ions. When many ions are present,
trajectories can be quite complicated because of random kicks for modeling of heating and
the complex coupling between all ions.

Figure 3.3: 3-D rendering of a simulated ion crystal consisting of N = 600 ions. The 108
red particles are laser cooled 138Ba+ ions, the 12 green particles are sympathetically cooled
136Ba+ ions, and the remaining 480 ions are sympathetically cooled BaI+ molecular ions.

Figure 3.4: Experimental (top) and simulated (bottom) Ba+ ion chains. Red colored ions
are laser cooled 138Ba+ ions and the two green colored ions are other isotopes that are
sympathetically cooled (not visible in the experimental image).
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Figure 3.5: Simulated CCD images of increasing numbers of Ba+ ions. Red indicates
138Ba+ ions and green indicates ions of other Ba+ isotopes. The top left image consists of
25 ions with each subsequent image adding 25 more, ending with 600 ions in the bottom
right. In each case, 90% of the total number of ions are laser cooled 138Ba+ isotopes with
the remaining 10% being the sympathetically cooled Ba+ isotopes. The cooling laser points
to the left.

saved as RGB images with the default color scheme chosen such that the first three unique

species are colored red, green, and blue. This choice allows for quickly hiding ion species

in external graphics editors by selectively disabling the red, green, or blue color channels.

For four or more m/Z ratios, hiding of particular ion species must instead be done by only

loading the desired CCD data files when producing the RGB images. Simulated CCD

images are useful in estimating proportions of sympathetically cooled ions relative to laser

cooled ions (as in Figure 3.6) and can even be used to predict whether or not a particular

sympathetic coolant would be cold enough for crystallization. For example, simulations

indicate that it should be possible to sympathetically crystallize Th3+ ions (m/Z ≈ 77.3

amu) using laser cooled Ba+ (m/Z ≈ 138 amu) ions (see Figure 3.7). This is not particularly

surprising given the wide range of m/Z differences that have been shown to be amenable to

sympathetic cooling, but such a scheme could potentially be of use in measuring properties

of Th3+ by simplifying laser stabilization requirements and, more importantly, reducing

systematics from gas phase measurements performed with many ions.
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Figure 3.6: Comparison of simulated (top) and experimental (bottom) images containing
Ba+ and BaCl+ ions. In each case, the red colored ions are laser cooled 138Ba+ ions, while
the green and blue sympathetically cooled ions are respectively 136Ba+ and BaCl+ (not
visible experimentally). Although the agreement is not exact, such comparisons allow for
reasonable estimates on experimental ion numbers. In this case, the simulation contains
N = 1000 ions, 600 of which are laser cooled, 60 are the non-fluorescing barium isotope,
and the remaining 340 are BaCl+ molecular ions.

Figure 3.7: Simulated image demonstrating sympathetic cooling of Th+ (blue), Th2+ (cyan),
and Th3+ (yellow) using laser cooled 138Ba+ (red). Green ions are other isotopes of Ba+ that
are not directly laser cooled.
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3.4 Summary and future work

Simulations performed with IonMD provide several useful benefits. By comparing simu-

lated images with experimental ones, an approximate number of ions, both laser and sym-

pathetically cooled, can be determined without first needing to perform some sort of fluo-

rescence calibration on a small, countable ion crystal. Furthermore, MD simulations can

visualize non-fluorescing ions and therefore aid in the interpretation of experimental im-

ages of multi-component Coulomb crystals. In the current implementation, there remains

some room for future enhancements. Besides optimizing the minimization routines for

generating initial conditions, the simulations could be improved by providing information

about the ion temperature. This could allow for determining total simulation run time based

on a target temperature instead of the current method of running until a maximum simu-

lation time is reached. Additionally, by comparing simulated images of ions at a known

temperature with experimentally acquired CCD images, a reasonable estimate of the effec-

tive experimental temperature for both laser cooled and sympathetically cooled ions could

be made [145]. By incorporating these improvements, a library of simulated ion crystals

could be built for comparing with experimental images under a variety of conditions. By

combining this library with a more automated image comparison system, it would become

very easy to deduce experimental properties such as ion number and temperature.
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Chapter IV

EXPERIMENTAL SETUP

This chapter details the various experimental apparatus that are common to both the Th3+

lifetime measurements presented in Chapter 5 and the Ba+ reaction studies of Chapter

6. The details of the design and implementation of the linear Paul trap used are given

in Section 4.1. Section 4.2 describes the laser setups used and the separate laser locking

schemes for each experiment.

4.1 Lifetime trap

Earlier work with Th3+ ions employed a trap originally designed by Corey Campbell in the

Kuzmich lab [50] and later modified by Layne Churchill to incorporate a channel electron

multiplier (CEM) to enhance mass spectrometry capabilities [110]. The trap used for the

bulk of the work presented in this thesis, henceforth referred to as the lifetime trap, is

similar to the CEM trap and was designed to incorporate parts of the design that proved

successful (an overview of this trap is shown in Figure 4.1). Like the CEM trap, it utilizes

a linear Paul trap configuration with a large trap radius to allow for the loading of a large

number of ions. Primary differences include a longer overall trap length and the absence of

a CEM.

The lifetime trap is housed in a Kimball Physics 6” spherical octagon vacuum cham-

ber (part number MCF600-SphOct-F2C8). The RF electrodes are a set of four stock 304L

stainless steel tubes of outer diameter 0.25” and wall thickness 0.056 ± 0.005”. The tubes

were cut by hand to be about 2” in length1 and were polished using a bench grinder. The

tubes slip over ceramic rods of diameter 0.188 ± 0.006”. The ceramic rods are supported

1The lifetime trap design can easily accommodate different length traps. 2” was chosen so that the length
of the trap fills the viewing area of a 6” CF window.
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Figure 4.1: Overview of the experimental setup of the ion trap. Ba+ or Th3+ ions are loaded
by ablating a metal Ba or Th target (far left) using a pulsed, frequency-tripled Nd:YAG
laser (green, diagonal beam). Light for fluorescence imaging and/or laser cooling is intro-
duced axially (blue beam) and ions are imaged on a EMCCD camera using a NA ≈ 0.34
achromatic objective lens.
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Figure 4.2: Sketches of the two types of machined end cap electrodes used with the trap.
(Left) Outer end caps double as a support structure for the ceramic rods on which the RF
electrodes rest (four holes surrounding the central hole). The large central hole is for opti-
cal access and axial loading of ions. The two smaller holes on the exterior accommodate
smaller diameter ceramic rods from which further components could be built off of. (Right)
Mickey Mouse end cap. These end caps are designed to slip over the RF electrodes (in-
sulated using polyimide) without introducing significant electrical shielding of the radial
confining potential. Part of the electrodes extend into the trap in order to provide tighter
axial confinement.

by two custom designed stainless steel end caps (see Figures 4.2 and 4.3b) with the RF

tubes positioned such that there is a small gap between them and the outer end caps. Using

polyimide tubing and PTFE washers for electrical isolation, the outer end caps are bolted

to Kimball Physics C series stainless steel plates, which in turn are attached to Kimball

Physics groove grabbers secured to the grooves of opposite 2.75” CF flanges of the spher-

ical octagon. Electrical connections are made by spot welding 0.015” diameter stainless

steel wire insulated with polyimide tubing of inner diameter 0.0199” (SmallParts2 part

number SWPT-017-12-*) directly to each electrode. The other end of each wire is then

connected to an electrical feedthrough pin by way of BeCu push-on connectors purchased

from Accu-Glass Products, Inc.

To provide further axial confinement closer to the center of the trap, two additional end

caps are used3. Initially, these simply consisted of pairs of stainless steel wire insulated

2Now owned by Amazon and known as AmazonSupply.com.
3Subsequently, these interior end caps are the ones being referred to unless specified otherwise. While the

ceramic-supporting electrodes could be used, in practice they were usually held at ground.
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(a)

(b)

Figure 4.3: Photographs of the lifetime trap. (a) A full view of the trap in air. The positions
of the electrodes are adjusted further after the trap has been placed in the vacuum chamber.
(b) A view of the front outer end cap after thousands of ablation events.

with polyimide tubing wrapped around the RF electrodes. However, this resulted in excess

ion micromotion which could not be fully compensated for, likely due to asymmetries in

their placement. To replace the wire end caps, “Mickey Mouse end caps” (see Figure 4.2)

were machined to slide over the RF electrodes and insulated using polyimide tape. Axial

confining potentials using these end caps calculated with SIMION are plotted in Figure 4.4.

Note that for small Coulomb crystals which only span ∼ 1 mm in the axial dimension, the

axial potential is harmonic to a good approximation. This approximation is significantly

worse as the axial extent increases, however.

To confine ions radially, RF is applied to the stainless steel tubes using one of two

different RF power supplies: a commercially available RF power supply (Ardara Tech-

nologies PSRF-100) or a home-built RF power supply. The Ardara power supply has two

RF outputs with 180◦ phase difference and can apply separate DC offsets to each output.

The precise frequency is dependent on the capacitive load, and since it can handle a load

of up to several hundred pF, can be tuned by adjusting the length of leads to the trap RF

electrodes or adding additional capacitors. When originally purchased, the power supply
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Figure 4.4: SIMION calculations of the axial potential ϕz resulting from the Mickey Mouse
end caps. (a) Axial potential with end caps held at voltages 50 V (red), 100 V (blue), and
300 V (green). (b) Near the center of the trap, the axial potential is approximately harmonic
(dashed line).

oscillated near 2 MHz under the standard test load of 33 pF. Since then, it has been modified

by the manufacturer to oscillate at 3.80 MHz under the same test load in order to allow for

a higher RF frequency on the trap, which results in a deeper trap (see Section 2.1.3). The

Ardara power supply was ultimately abandoned due to unreliable performance at low RF

voltages. Although this likely could have been fixed by the manufacturer, the home-built

supply4 was constructed since it has the advantages of a built-in ability to compensate for

excess micromotion, the option to introduce radial secular excitations, and more flexibility

in the RF frequency. The home-built supply is a copy of the one presented in full detail in

Ref. [50] and so will not be further described here.

The loading procedure is similar to that which is described in Refs. [49, 50, 110]. In

short, a target is placed 15 mm from the outer end cap and offset from the trap axis to

avoid blocking laser access. The third harmonic (λ = 355 nm) of a pulsed Nd:YAG laser

4The home-built supply was originally designed by Corey Campbell and Scott Centers based on the power
supply of the Stanford Research Systems Residual Gas Analyzer.
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(Continuum MiniLite) is focused to a spot size of ∼ 75 µm on the target. The trap can be

loaded both with buffer gas or in vacuum. The former is most useful for ions which either

cannot be laser cooled or ions like Th3+ which are inefficiently laser cooled. For buffer gas

loading of Th3+, between 10−6 and 10−5 torr of He at room temperature was used. When all

loading parameters are optimized5, a large quantity of Th3+ (along with electrons and other

charge states of Th) is produced in the ablation plume, some of which enters the trapping

region. At this point, the front end cap voltage is raised from ground to 100–300 V with

a rise time of ∼ 25 ns. Th3+ is then trapped and collisionally cooled by the He buffer gas

to a few hundred K (Figure 4.5), along with other ions from the ablation plume that are

stable at the loading RF voltage (Figure 4.6). Multiple YAG shots can be used to increase

the number of ions trapped provided the end cap timing is optimized. For loading Ba+ ions

without buffer gas, the procedure is largely the same, except that the cooling laser starts red

detuned by about 100 MHz. Over a period of several seconds, the detuning is slowly swept

up closer to resonance and the Ba+ ions are able to crystalize (Figure 4.7). Crystallization

can be achieved more quickly by operating the trap at low q values where the laser cooling

rate is more favorable relative to that of RF heating. The successive loading technique is

less reliable without the use of buffer gas, but given the strong fluorescence signal of Ba+

and the ability to load thousands of Ba+ ions with a single YAG shot, such a method is

unnecessary.

Since ablation produces many ions that are simultaneously stable, it is necessary to

remove all undesired ions to increase the fluorescence signal of ion clouds and reduce

micromotion-induced heating from non-laser cooled ions. The two methods used here to

accomplish this are:

1. U pulse method: Adjust V and U such that only a particular ion species is stable.

5Loading parameters include, but are probably not limited to: end cap gate timing, ablation laser power,
focal length of the final Nd:YAG lens, angle of this focusing lens with respect to the Nd:YAG beam, and,
inexplicably, the angle of incidence of the Nd:YAG beam on the target. Loading is optimized by tweaking all
of these until maximum fluorescence following ablation is seen.
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Figure 4.5: A false color fluorescence image captured immediately following an exception-
ally good load of Th3+ in the presence of ∼ 10−5 torr He buffer gas. In this 0.5 s exposure,
magnification is 0.75×. The cloud of ions extends beyond the edge of the CCD’s collection
area.
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Figure 4.6: Comparison of lifetime trap stability regions for several ions likely to be present
following ablation of the Th target. In order to enhance fluorescence of Th3+, it is necessary
to eject other trapped ions after loading.
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Figure 4.7: A sequence of images showing the process of loading Ba+ ions and forming
a Coulomb crystal without buffer gas. The total time from start to finish is about 10 s.
(a) Immediately following ablation, Ba+ ions begin to fluoresce in response to red detuned
light at 493 nm. (b)-(h) Ba+ ions begin to localize and condense near the trap center as the
average temperature decreases. Note the faint ring of still hot ions surrounding the cooler
liquid-like core. (i)-(k) The RF voltage is ramped to a very low value and back to its starting
value in about 200 ms to eject any heavy contaminants and to allow for more rapid cooling.
(l) The Ba+ ions are now crystallized at a temperature of a few tens of mK.
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Figure 4.8: A typical measurement of trapped Th3+ lifetime in the presence of He buffer
gas. Circles are background subtracted fluorescence counts measured on a region of interest
of a CCD during a 0.5 s exposure. The line is an exponential fit with 1/e lifetime of
τ = 93 ± 1 s.

2. V ramp method: Briefly ramp V near the higher and lower edges of the theoretical

stability curve for the desired ion to remove effectively lighter and heavier contami-

nants, respectively.

Each method could in principle work equally well, but in practice, the V ramp method is

easiest since then the only high voltage required is that of the RF power supply. For the

purposes of mass spectrometry, rather than simply purifying the trap contents, a variation

of the U pulse method was developed and is presented in detail in Section 6.3.2.

Although the lifetime trap was originally intended for use with Th3+, a barium target

was placed near the thorium target in order to facilitate initial laser alignment and optimiza-

tion of front end cap timing. Ba+ fluoresces very brightly at the visible wavelength of 493

nm and unlike Th3+, does not diminish rapidly due to reactions with background gases (see

Figure 4.8 and Refs. [83, 110]) making it an ideal ion for testing the trap.

Due to charging and other sources of stray DC voltages, ions can be offset from the

RF null at the trap center. Since the RF micromotion amplitude is proportional to the ion

59



RF 1 in

C1

R1 L1 L2

DC 1a in

RF+DC Out 1a

C3 C4 C5

C2

R2

C6

L3

C7

L4

C8

DC 1b in

RF+DC Out 1b

Figure 4.9: Micromotion compensation circuit schematic. This circuit is duplicated so that
there is one for each RF output of the Ardara RF power supply.

Table 4.1: List of parts for the micromotion compensation circuit.

Component Value Notes
C1, C2 0.01 µF
C3–C8 1000 pF AVX P/N 1825WA102KAT1A
R1, R2 1 MΩ

L1, L3 100 µH Bourns P/N 6000-101K-RC
L2, L4 8.2 mH

displacement from the center, this leads to what is known as excess micromotion. For

purposes of minimizing this effect, it is common practice to allow for small DC biases to

counteract these stray voltages either with additional electrodes or by applying the biases

directly to the RF electrodes [169, 170]. Since the Ardara power supply has only two out-

puts, external circuitry is required in order to add four separate offsets to the RF electrodes.

Based on suggestions from Randall Pedder at Ardara, this is accomplished by adding a Π

filter network to isolate a DC power supply from the high voltage RF. A schematic for such

a circuit is shown in Figure 4.9 along with a component list in Table 4.1. The home-built

RF power supply incorporates a similar micromotion compensation circuit.
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The procedure for minimizing micromotion is as follows. Start by loading a small num-

ber of Ba+ ions and laser cooling them with appropriate applied RF and end cap voltages

to obtain a linear chain or 2-D zig-zag configuration. A small Coulomb crystal is vital

as it makes shifts from the small DC biases much more easily observable and because it

minimizes intrinsic RF heating since micromotion is largest for ions on the exterior of an

ion crystal. Imaging optics should have enough magnification to resolve the individual Ba+

ions. When stray fields are not well compensated for, the ions will shift from their previous

center as the RF voltage is lowered since the confining potential is weaker. By adjusting

the compensation voltages at progressively lower RF voltages, the ions can be pushed back

to the RF null at the center of the trap, thus minimizing micromotion.

4.2 Optical setup
4.2.1 Laser setup

The simplified level structures for Th3+ and Ba+ are shown in Figure 4.10. With the ex-

ception of 493 nm, all wavelengths are directly accessible with external cavity diode lasers

(ECDLs). A combination of commercial (Toptica DL-100) and home-built ECDLs were

used. To obtain light at 493 nm, a commercial second harmonic generation (SHG) scheme

is used (Toptica SHG-100). A laser diode at 986 nm in an ECDL is doubled with a potas-

sium niobate (KNbO3) crystal placed in a bow tie cavity to increase SHG efficiency. As

both barium lasers require more effort than a standard ECDL, further details on both the

493 nm and 650 nm lasers are given in Appendix E.

4.2.2 Locking cavities

Many atomic physics experiments using neutral atoms are greatly aided by the ability to

directly lock to a spectral line of the atom being probed by using saturated absorption spec-

troscopy in an atomic vapor cell as a reference. This is of course not generally possible

with atomic ions and so several techniques for laser stabilization have been developed for

trapped ion experiments. One common technique is to lock to a nearby transition in a
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Figure 4.10: Simplified level structure diagrams of Ba+ (left) and Th3+ (right).

molecule such as I2 in a vapor cell and then shift the laser frequency with an AOM or EOM

the required amount to be near resonance with the trapped ions. This method, though, re-

quires a molecule with a spectral feature near enough that of the atomic ion transition to be

able to easily shift to. Furthermore, many ions commonly used in trapped ion experiments

have three level Λ systems which would generally require using two distinct molecular va-

por cells and sets of modulators for appropriately shifting frequencies. Another more recent

technique is to monitor the laser frequency with a wavelength meter interfaced with a com-

puter and maintain that frequency using a digital feedback loop. This has the advantages

of being largely independent of wavelength and being very easy to setup as everything is

controlled in software and does not require any kind of external reference (except for recal-

ibrating the wavelength meter from time to time). It is, however, usually more limited in

bandwidth than analog locking techniques, though this is not a major concern with many

commonly used ions when only Doppler cooling.

Perhaps the most commonly used laser stabilization technique for trapped ions, and

the one employed in this thesis, is the Pound-Drever-Hall transfer lock technique. In this

method, a Fabry-Pérot cavity is locked to an externally stabilized reference laser. This laser

is often either a frequency stabilized HeNe laser or a ECDL stabilized to a spectral line of

atoms or molecules in a vapor cell. Once the cavity is locked to the reference laser, other
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lasers are subsequently locked to the cavity. This method has the advantage of providing

an exceptionally stable reference often without the necessity of applying large modulation

frequencies in order to shift from the cavity resonance to the ion resonance (c.f. molecular

vapor cells) and is bandwidth limited only by the electronic circuits used for feedback. The

primary disadvantage to transfer locks is that the index of refraction of air varies not only

with wavelength, but also with temperature, pressure, and humidity [171, 172]. Thus if a

pair of laser wavelengths differ by a significant amount, steps must be taken to mitigate

drifts from day to day6. Common solutions include placing the cavity under vacuum (as in

Section 4.2.3) or other constant pressure and temperature environment, or simply actively

controlling the temperature (as in Section 4.2.4). Although the relative frequencies can still

drift in this latter case, the time scales are long enough to not affect experiments that last

for several hours.

Because the photon scattering rate is highly sensitive to laser detuning for laser cooled

ions, stabilization of the lasers was vital for the measurements made in the Ba+ reaction

experiments in order to reliably measure relative ion numbers by monitoring fluorescence.

Similarly, with the exceptionally narrow linewidths, stabilizing lasers for laser cooling Th3+

ions is absolutely necessary, though is less important for Doppler-broadened Th3+ ions in

buffer gas. Both experiments utilized similar Pound-Drever-Hall transfer lock approaches

and are described below.

4.2.3 Thorium locking cavity

In order to lock the three lasers needed for cooling and fluorescing Th3+, a transfer cavity

similar to that described in Ref. [51] was constructed. The cavity is locked to a 780 nm

reference laser which is itself locked to the F = 2 → F′ = (2, 3) crossover of 87Rb.

The three thorium lasers are then each in turn locked to the cavity as close as possible

6Or more frequently when your lab climate control is not very good!
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Table 4.2: Calculated thorium cavity parameters. Reflectances listed are from specifica-
tions provided by RMI. The two with higher precision were individually listed by the man-
ufacturer, whereas the others were determined from the provided reflectance plot. Free
spectral ranges and linewidths are given in MHz.

Laser Mirror reflectance FSR Finesse Linewidth
690 0.99805 590 1610 0.367
780 0.994 590 522 1.130
984 0.981 590 164 3.604
1088 0.9826 590 179 3.297

to their respective transitions, with necessary frequency shifting performed using acousto-

optic modulators (AOMs). A detailed description of the cavity follows.

The cavity mirrors were purchased from Rocky Mountain Instrument Company. They

have a radius of curvature of 250 mm and have a broadband dielectric coating that is > 98%

reflective for wavelengths between 650 nm and 1100 nm. The mirrors are separated by a

1” length cylindrical piezoelectric element and a 9” length of Invar with a hole bored along

its symmetry axis to give a total cavity length of 10”. With a rubber O-ring placed behind

one mirror, the mirrors and Invar spacer are held in place using aluminum lens tubes and

retaining rings. This particular length was chosen in order to give a free spectral range

of < 600 MHz to more easily accommodate shifting from the cavity lock points to the

transition wavelengths using AOMs which typically only have a bandwidth of ∼ 10 MHz

on top of the carrier frequency of 100–200 MHz. Table 4.2 lists parameters for the cavity

for each wavelength.

In order to combat the aforementioned drifts due to daily changes in the index of re-

fraction of air, the cavity was placed under vacuum. The cavity assembly was put in a

vacuum chamber consisting of two standard length 2.75” CF tees and one standard length

2.75” CF nipple. One of the tees has a feedthrough for making connections to the PZT, and

the other has a CF to Swagelok adapter with a bellows-sealed valve for pumping out the

chamber. The chamber is pumped down to < 10−4 torr using a turbomolecular pump and

sealed. Even without active pumping, the bellows-sealed valve is sufficient to maintain this
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pressure for months.

An overview of the cavity optical setup is given in Fig. 4.11. All four beams are

combined using three longpass filters (ThorLabs part numbers FEL1050, FEL0950, and

FEL07507). At the output of the cavity, the 690 nm and 780 nm beams are separated from

the 984 nm and 1088 nm beams with an 850 nm longpass filter (Edmund Optics part num-

ber NT48-560). The transmitted light from the two longer wavelengths are then detected

using a single InGaAs detector (ThorLabs PDA10CF). Meanwhile, the 690 nm and 780

nm beams are further split with a 780 nm longpass filter8 and detected seperately on Si

detectors (New Focus model 1801 high speed photoreceivers). To generate error signals,

each beam is modulated either by use of an electro-optic phase modulator or by dithering

the laser current. Frequencies are chosen such that an optimal error signal is generated and

that the 984 nm and 1088 nm signals can be demodulated on a single detector (i.e., one

frequency must not be an overtone of the other). Figure 4.12 displays typical cavity trans-

mission signals used for locking the 1088 nm laser which is representative of the signals

used for each laser.

4.2.4 Barium locking cavities

For locking the lasers needed for Ba+ ion laser cooling and fluorescence, a slightly different

scheme was used. Instead of placing a cavity in vacuum, a pair of cavities with active tem-

perature stabilization were constructed using the same mirrors as above in a scheme similar

to that presented in Ref. [174]. Active termperature stabilization serves two purposes: first,

it serves to make the cavity stability better since active stabilization helps mitigate thermal

fluctuations. Second, as the index of refraction of air for a given wavelength is most sen-

sitive to temperature [172], holding the temperature constant keeps the relative spacing of

7These filters are not designed to be used as dichroics, but they worked well enough for this application.
Some mode distortion does occur on the reflected beams which results in a degradation of transverse mode
suppression.

8At a 45 degree angle of incidence, the cutoff is shifted sufficiently to transmit nearly 100% of the 780 nm
beam while still reflecting the 690 nm light.
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780984

1088 690

Figure 4.11: Optical setup for the thorium cavity locking scheme. Light from a 780 nm
laser locked to the F = 2 → F′ = (2, 3) crossover is sent through a Fabry-Pérot cavity of
length L ≈ 10” which is under vacuum at < 10−4 torr. The cavity is then locked to the 780
nm light using detector D1 (New Focus model 1801-FS silicon detector). The remaining
lasers are subsequently locked to the cavity using detector D2 (New Focus model 1801-FS)
for the 690 nm light and detector D3 (ThorLabs model PDA10CF InGaAs detector) for the
984 nm and 1088 nm light. See text for further details on the locking scheme. This figure
and subsequent optics layout diagrams contain graphics obtained from Ref. [173].
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Figure 4.12: A typical cavity transmission signal of the 1088 nm laser (blue) and the gen-
erated error signal (red, offset for clarity).
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cavity modes for different wavelengths fairly constant. Since separate cavities were used

for each barium laser wavelength, instead of choosing a very long cavity length in order

to accommodate frequency shifts possible with AOMs for several different wavelengths si-

multaneously, detunings can be controlled for each laser separately with EOMs or AOMs.

Then, in order to find a convenient point such that the TEM00 mode for both the refer-

ence laser and the unstabilized laser, one needs only adjust the cavity PZT or the cavity

temperature to tune its length.

The general optical setup for the Ba+ laser stabilization scheme is illustrated in Figure

4.13. As with the thorium cavity of the preceding section, the reference laser is a 780 nm

laser locked to a transition in Rb, this time locked to the F = 2→ F′ = (2, 3) crossover9 in

85Rb. Light from the locked 780 nm laser is split between the two cavities, with the light

going to the 650 nm cavity first passing through an EOM to add sidebands large enough

to lock to. These sidebands are later shifted in order to change the 650 nm detuning.

Meanwhile, a portion of the 986 nm light (the fundamental wavelength used for SHG to

produce 493 nm light for Ba+ ion cooling and fluorescence) similarly passes through an

EOM before being coupled into its cavity. For generating error signals, the current of each

laser diode is dithered at some unique RF frequency in order to provide sidebands.

Once all beams are optimally coupled into their cavities, the cavity length and EOM

modulation frequencies are adjusted in order to overlap transmission peaks used for locking

each laser. With transmitted modes well overlapped, the cavities are each locked to their

780 nm reference signal, and the 650 nm and 986 nm lasers are each locked to its respective

cavity. Transmission and error signals for the 780 nm/986 nm cavity are shown in Figure

4.14. From time to time, significant changes in the weather, and thus index of refraction,

can require a significant adjustment to the cavity length by adjusting the temperature set

point such that transmitted modes overlap. However, this rate of change is slow enough

9This line was chosen simply because the cavity lengths at the time of initial setup were such that this
transition was the most convenient to use rather than separately adjusting each cavity length
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Figure 4.14: Cavity transmission signal of 780 nm and 986 nm light with sidebands at
∆ f = ±161 MHz produced by modulating the 986 nm light with an EOM phase modulator
(DC component from the photodetector in red). With the cavity locked to the error signal
from the 780 nm transmitted light (green), the 986 nm laser is locked to one of its sideband
error signals (blue). In order to change the detuning of the 493 nm light seen by Ba+ ions at
the trap, the EOM modulation frequency is adjusted. The lock follows this shift provided
the shift is performed at a rate low enough for the locking circuit to handle.

that relative laser lock points do not usually shift by more than a few MHz over a period of

several hours. Indeed, over the course of a reaction rate measurement experiment presented

in Chapter 6, which can last up to half an hour, there is no measurable change in ion

fluorescence per ion due to lock point drift.
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Chapter V

TH IV LIFETIME MEASUREMENTS

Precision spectroscopic measurements with trapped ions has a long history (see, e.g., Ref.

[175]). Earlier studies typically dealt with either ion beams [176,177] or trapped ion clouds

in the three-dimensional Paul trap geometry [175, 178, 179]. Modern high precision tech-

niques often instead deal with single trapped ions in order to minimize potential systematic

effects [129, 180–182]. Although using a single, laser cooled Th3+ ion would be ideal, this

approach is much more challenging than with other ions due in large part to the difficulty

in laser cooling Th3+ ions because of the very narrow cycling transition linewidths of order

100 kHz (cf. alkaline earth metal ion linewidths of order 10 MHz). Instead, as a first at-

tempt at measuring electronic lifetimes of Th3+, thermal clouds of ions cooled with buffer

gas were used. This of course raises the possibility of a number of systematic effects which

must be accounted for. Many questions about these systematics could not be adequately

addressed with the experimental apparatus described in Chapter 4, but nevertheless, pre-

liminary results of this investigation are reported here.

This chapter describes measurements of the 62D5/2 excited state lifetime. The Th3+

electronic level structure is fairly unique among ions that can be laser cooled in that its

ground state is an F level and its excited states are D states rather than the usual S ↔ P

cycling transitions (see Figure 4.10). Furthermore, for the three level Λ system using the

690 nm and 984 nm lasers, the branching ratio to the metastable 52F7/2 state is favored by

about 10:1 over decay back to the ground 52F5/2 state [183]. For these reasons, the study of

the Th3+ electronic levels is of interest to theorists looking to improve ab initio calculation

methods [53]. The general scheme to measure the lifetime is to first populate the level

and then measure fluorescence as ions decay back to the 52F5/2 ground state. Section 5.1
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describes this experiment. Due to inconsistencies in being able to load Th3+, only the 62D5/2

state lifetime was able to be measured. In Section 5.2, possible sources of systematic error

are discussed. Despite the somewhat preliminary nature of the measurement, the average

over many trials was found to be in agreement with theoretical predictions [53, 184].

5.1 62D5/2 lifetime measurement

In order to measure the decay of ions from the 62D5/2 excited state, ions must first be

pumped into the excited state. Then, with excitation lasers shut off, a fast photodetector,

such as an avalanche photodiode (APD), can resolve the time at which photons arrive. Af-

ter many experimental cycles, enough data is accumulated in order to perform a nonlinear

least squares fit of the data to an exponential decay curve. The general progress of this data

acquisition is illustrated in the simulated data collection shown in Figure 5.1. This simula-

tion shows the arrival times of emitted photons from a single Th3+ ion with an increasing

number of experimental cycles. In this simplified model, every emitted photon is detected

(i.e., unit collection efficiency is assumed) with no background or dark counts and the atom

is modeled as a two level system. Nevertheless, by factoring in an estimate of the collec-

tion efficiency and the branching ratio to the ground state, this model can be used to make

a rough estimate of the amount of time required to achieve a desired statistical uncertainty

of the fit.

In this case, to obtain a 1% statistical uncertainty, 10,000 decay periods of 3 µs are

required. Since the ion must first be pumped into the excited state, this time must be

doubled giving the required observation time in the case of collecting every photon emitted

as Tcoll,0 = 60 ms. As silicon APDs are much more efficient at visible wavelengths, it is

more advantageous to measure 690 nm photons than 984 nm photons (see Appendix F).

Using the branching ratio b21 for the 690 nm transition and assuming an overall collection

efficiency1 of ηcoll = 0.01 gives a total collection time of Tcoll = Tcoll,0 · η
−1
coll · b21 ≈ 1 hour.

1Overall collection efficiency includes numerical aperture, solid angle, fiber coupling efficiency, APD
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Figure 5.1: Simulated measurement of the 62D5/2 state lifetime measurement. In this sim-
plified example, every emitted photon is detected (i.e., unit collection efficiency is assumed)
with no background or dark counts and the decay model considers only a two level atom.
Nevertheless, by factoring in an estimate of the collection efficiency and the branching ra-
tio, this model can be used to determine to first order the amount of time required to achieve
a desired statistical uncertainty of the nonlinear least squares exponential fit (red curves).
Each measurement (blue steps) has an increasing number of data accumulation sweeps,
starting with 50 and ending with 50,000.

This estimate still neglects background light levels and APD dark counts, but it is the same

order of magnitude as usual experimental observation times for achieving similar statistical

error.

The measurement of the 62D5/2 state lifetime was conducted in the presence of between

10−5 and 10−4 torr of helium buffer gas with a minimum purity of 99.9999% (AirGas Built

In Purifier Helium). Such high purity is required in order to minimize the loss rate of

quantum efficiency, and accounting for any other losses through optical components. An overall efficiency of
1% under the circumstances is likely somewhat of an overestimate but still realistic.
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Th3+ due to reactions with impurities introduced along with the buffer gas [83]. Even

with background pressures of < 5 × 10−11 torr, the Th3+ trap lifetime is limited to only a

few minutes (see Figure 4.8), which is insufficient for accumulating enough statistics for a

good fit. As a result, ions were loaded and data was acquired for one to two minutes before

pausing data collection, reloading, and then resuming data acquisition.

Using an AOM on each beam, 690 nm and 984 nm beams illuminate the Th3+ ions along

the trap axis for fluorescence and state preparation. By introducing the AOM modulation

frequency through a fast RF switch, this allows for shuttering each beam very rapidly with

a fall time of a few tens of ns (see Figure 5.2). To initially populate the excited 62D5/2 state,

the AOMs are operated in the open state for several µs. Meanwhile, the APD gate is set

to the TTL low position, which prevents it from counting any photons during this optical

pumping period. Upon completion of this period, the AOMs are turned off, extinguishing

the light at the trap, the APD gate is opened, and a TTL start signal is given to a FAST

ComTec P7888 multichannel scaler (MCS or multiscaler) in order to begin counting photon

arrival times (a schematic view of this timing sequence is shown in Figure 5.3). TTL signals

for RF switches, gating, and MCS are provided by a Stanford Research Systems DG645

digital delay generator.

Fluorescence is collected from ions using a NA ≈ 0.34 achromatic objective lens with

focal length f = 75 mm oriented transverse to the trap axis. A dichroic separates the

690 nm and 984 nm emitted photons. An Andor iXon DV887 back-illuminated electron-

multiplying CCD camera collects the light at 984 nm for optimization of loading parameters

and for monitoring the remaining amount of Th3+. 690 nm light is fiber coupled into a 1

mm diameter core multimode fiber (ThorLabs type FT1000EMT) which terminates at the

single photon counting module (SPCM) APD (Perkin-Elmer SPCM-AQR-13-FC) with a

measured quantum efficiency at 690 nm of around 60%. Gated output from the APD is

filtered through a Stanford Research Systems SR400 single photon counter which serves as

a discriminator to set the threshold at which to count a detection event. The output of the
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Figure 5.2: Photodiode signal of the 984 nm laser shuttering. At t = 0, a trigger is sent
to an RF switch which turns off the RF modulation frequency to the AOM which serves
as a high speed optical shutter. Here, the fall time for complete turn-off of the beam at the
experimental chamber is 36 ns.

690 AOM

984 AOM

APD Gate

Multiscaler start

Figure 5.3: Timing diagram for measuring the 62D5/2 excited state lifetime (not to scale).
690 nm and 984 nm light illuminate the trapped Th3+ ions to populate the 62D5/2 state and
then are turned off in a few tens of ns. At around the same time, gating electronics allow
for APD counts to be collected and a start trigger is sent to the multiscaler.
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Figure 5.4: Overview of the experimental setup for measuring the Th3+ 62D5/2 state life-
time. To populate the 62D5/2 state, the 690 nm and 984 nm beams pass through AOMs
which serve as fast optical switches. A digital delay generator controls how long the illu-
mination remains before switching off the AOM. Fluorescence from ions in the presence
of He buffer gas is collected by a CCD (984 nm light) and a single photon counting mod-
ule APD (690 nm light). The APD signal is filtered through a gate box and discriminator
before being converted to an arrival time using a MCS.

discriminator is then wired to the STOP1 input of the MCS which bins the photon arrival

time. An overview of the experimental setup is given in Figure 5.4.

In order to eliminate some systematics, fits are made to background subtracted data.

The background is collected in the same manner as the data but with no ions in the trap or

buffer gas in the chamber. Background acquisition is performed for a period of time that

lasts at least as long as the total data acquisition time. Since it is never a perfect match, the

background counts are multiplied by a scaling factor before subtracting from the raw data.

The scaling factor is chosen such that the mean value of the last N points of the background
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Figure 5.5: A typical 62D5/2 lifetime measurement. Accumulated photon counts with lasers
shuttering and no ions present (green) is subtracted (red) from raw data (blue) with ions
present for fitting (black line). He pressure in this measurement was 1.8× 10−5 torr and the
fit indicates a lifetime of τ = 672 ± 5 ns.

match that of the data. A nonlinear least squares fit to the background subtracted data is

performed on the data starting at t = 150 ns until the end of the acquisition period (t = 3µs)

in order to eliminate stray counts from the incomplete turnoff of the excitation beams. A

typical measurement showing the raw data, background, and background subtracted data

along with the fit is shown in Figure 5.5.

5.2 Discussion

Performing the measurement of the 62D5/2 state lifetime using many ions in the cloud phase

and in the presence of a buffer gas introduces several possible sources of systematic error.

In order to eliminate (or at least identify) systematic errors, it was therefore necessary to
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Table 5.1: A tabulated list of experimental conditions for the Th3+ lifetime measurements
of Figure 5.6.

Variable Comments
He pressure No measurable effect (see Figure 5.7)
Laser powers No measurable effect
RF frequency No measurable effect
End cap voltages No measurable effect
RF voltage See text of Section 5.2 and Figure 5.8
Micromotion compensation See text of Section 5.2 and Figure 5.8

Table 5.2: Summary of theoretical and measured Th3+ lifetimes in ns.

State Theory [184] Theory [53] Experiment, this work
62D3/2 1090.0 1086(89) —
62D5/2 676.0 678(46) 679(22)
52F7/2 1.07 × 109 — —

conduct measurements of the 62D5/2 state lifetime under a variety of experimental condi-

tions which are listed in Table 5.1. The compiled measurements are all displayed in Figure

5.6 which also compares the mean result with the theoretical predictions of Refs. [53,184],

which are also listed in Table 5.2.

Collisions with buffer gas atoms are well known to have the possibility of influencing

observed radiative lifetimes due to collisional quenching and fine structure mixing [178].

The latter effect does not play a role here since there is only one metastable state. Colli-

sional quenching is particularly important when measuring metastable state lifetimes since

they are decidedly more long-lived than excited states. It is also conceivable, however,

that collisions between buffer gas He atoms and Th3+ ions in the excited 62D5/2 state could

induce transitions to another state. Such exchanges of energy can be written as [179]

Th3+(62D5/2) + He −→ Th3+(52F5/2) + He + ∆E1 (5.1)

Th3+(62D5/2) + He −→ Th3+(52F7/2) + He + ∆E2 (5.2)

Th3+(62D5/2) + He −→ Th3+(62D3/2) + He + ∆E3, (5.3)

where the internal state of the Th3+ ion is given in parentheses and the ∆Ei are the total
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Figure 5.6: Compilation of 62D5/2 lifetime measurements made in buffer gas under various
conditions. Error bars on each data point reflect statistical error of the fits. The blue solid
line is the mean of all measurements with the standard deviation denoted by the blue shaded
region. The black dashed line represents the theoretical value of Ref. [184] while the red
dashed line indicates the theoretical value of Ref. [53]. The red solid lines are ±1σ for the
quoted uncertainty of the latter theoretical value. All experimental data points are included
in the average and standard deviation calculations.
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Figure 5.7: Measured 62D5/2 state lifetime versus helium pressure. In each measurement,
the peak-to-peak RF voltage is V ≈ 900 V. No indication of a dependence of the lifetime on
pressure was observed. The larger error bars at higher pressures are due simply to shorter
data accumulation times and therefore greater statistical uncertainty.

changes in translational energy of the system2. Any quenching effect that is present can be

measured simply by varying the amount of buffer gas in the system and extrapolating the

difference in measurements to zero pressure [185]. Lifetime measurements were performed

at different helium partial pressures while keeping other variables constant in order to verify

that no systematic effects would arise (see Figure 5.7). Despite the decidedly large statisti-

cal error on some of these measurements, there were no indications that pressure variation

over about a decade has any effect.

Blackbody radiation might also induce transitions between the excited and ground

states which would lead to systematic errors. The blackbody induced deexcitation rate

can be written as [186]

Γbb = b
2J2 + 1
2J1 + 1

A21
1

exp(~ω21/kBT ) − 1
, (5.4)

where b is the branching ratio for the 2 → 1 transition, A21 is the Einstein A coefficient,

2If either the buffer gas or ions were molecules, ∆E would also incorporate any change in rotational and
vibrational energies.
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and Ji is the angular momentum of the atomic state i. For the 62D5/2 → 52F5/2 transition

at 690 nm, this works out to be of order 10−25 s−1, far less than the actual radiative lifetime

and therefore negligible. Even for the 62D3/2 → 52F5/2 transition at the near infrared

wavelength of 1088 nm, this rate is still orders of magnitude lower than the quantity to be

measured and so of little consequence.

RF micromotion may also play a role in the measured lifetime. Stray voltages, possibly

due to patch potentials or charge buildup on insulators, can push ions away from the RF

null along the trap axis which contributes to excess micromotion since the micromotion

amplitude is proportional to the distance from the trap axis. If not well compensated for,

these stray voltages can lead to very large micromotion amplitude at low voltages where

trap confinement is weakest. In the first iteration of the trap, polyimide-insulated stainless

steel wires wrapped by hand around the RF electrodes were used as inner end caps. The

resulting asymmetric geometry made it impossible with the micromotion compensation

technique described in Section 4.1 to fully compensate for excess RF micromotion, and

thus its presence was noticeable at low voltages. A series of 62D5/2 state lifetime measure-

ments at several RF voltages were made holding all other experimental variables constant

(see Figure 5.8). Most systematic effects when measuring lifetimes would lead to a de-

crease from the true lifetime, but these data clearly show an apparent increase for larger

micromotion amplitudes at the lower RF voltages. In the case of a single laser cooled ion,

this effect can be attributed to excess heating of the ion [180]. In the experiments presented

in this chapter, however, many ions are used and Doppler-broadened to the point where

laser light is unlikely to contribute a significant amount of cooling when illuminating the

ions, and thus this explanation is lacking. Thus, the precise reason for the effect of the

RF voltage on the measured lifetime is not well understood, but was the motivation behind

creating the symmetric Mickey Mouse end caps. No further measurements were made,

however, because after returning the chamber to ultrahigh vacuum following the end cap
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Figure 5.8: Individual measurements of the 62D5/2 state lifetime measurement at several
different RF voltages holding all other trap and buffer gas parameters approximately con-
stant. The partial pressure of helium buffer gas for these measurements is around 2 × 10−5

torr. The large variation in the measured lifetimes with RF voltage, coupled with the inabil-
ity to fully compensate for excess micromotion, implies that the systematic effect is likely
related to the RF micromotion amplitude.

installation, Th3+ could no longer be loaded for undetermined reasons. Difficulties in load-

ing Th3+ have long stalled experiments, and despite prolonged efforts at finding a solution

to this problem, one was not found in this instance, and so a different direction was taken

for the ion trapping project.

There are a number of other possible sources of systematic error related to using a

large number of ions which were not directly tested for here and could be explored in the

future once the loading problem is addressed. These include [181]: pulse pileup; radiation

trapping in which some ions reabsorb photons emitted by other ions before they can reach

the detector; subradiance and superradiance; and transit effects in which ions move in and

out of the collection region before decaying. Of these, the last effect is the most likely to be

relevant here since the fiber collection mode only covers a small fraction of the ion cloud.
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5.3 Conclusion

Despite the preliminary nature of the 62D5/2 state lifetime measurement, results of different

measurements were encouragingly consistent for a variety of trap and buffer gas parameters

apart from the excess micromotion effects discussed above. Despite these difficulties, these

early results are in agreement with the state of the art theoretical predictions. With the

addition of measurements of the lifetimes of the 62D3/2 excited state and 52F7/2 metastable

state, theoretical models could be further refined. Future experiments can further improve

upon the results presented here by performing measurements on laser cooled ions. This

would eliminate a number of possible systematic effects discussed in this chapter. Although

long integration times would be necessary, the ideal measurement would be to use a single

laser cooled (or sympathetically cooled) Th3+ ion.
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Chapter VI

CHEMICAL REACTIONS WITH TRAPPED BARIUM IONS

6.1 Introduction

In the past several years, there has been a growing interest in the study of molecular

ions for their potential applications of extending quantum control to the molecular regime

[69, 71], precision measurements [11], and for studying chemistry in the truly quantum

regime [187]. The use of laser cooled ions allows for the study of reactions at colli-

sional energies below that of room temperature in the center of mass frame. Even lower

temperature collisions can be studied by velocity selection of polar molecules [86], and

with the rapid development of techniques for cooling the internal degrees of freedom of

molecules [64, 188–190], the study of ion-neutral molecule reactions at the quantum level

is now attainable.

Several studies of chemical reactions between laser cooled ions and neutral molecules

have been performed over the course of the past decade or so. These include several stud-

ies with both Ca+ [19, 84, 86, 191] and Ba+ [82] ions. With the exception of the studies of

reactions producing CaF+ and a measurement of production of BaCl+ due to the presence

of background HCl present in a vacuum chamber [192], there has been little study of reac-

tions for producing alkaline earth monohalide ions, a promising class of molecules that are

amenable to cooling to the rovibrational ground state via collisions with ultracold neutral

atoms [93,94]. Presented in this chapter are experiments for producing barium monohalide

ions, BaX+ (X = F, Cl, Br, I) by using and characterizing reactions between laser cooled

Ba+ ions and neutral molecular reactants. Where possible, reaction rate constants were also

measured.
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6.2 Classical rate models

The rate τ−1 at which a general chemical reaction A + B −−→ C occurs is given by [193]

τ−1 = k(T )nαAnβB, (6.1)

where k is the reaction rate constant which is in general a function of temperature, nA

and nB are the number densities of reactants A and B, and α and β are empirically deter-

mined constants which determine the so-called order of the reaction. In the case where the

concentration of reactant A (gas phase neutral molecules) overwhelms that of reactant B

(trapped and laser cooled atomic ions), such as is the case with the reactions studied here,

the reaction is considered to be pseudo-first order. In such a reaction, the ions and neutral

molecules react at a rate

τ−1 = kn, (6.2)

with n being the gas number density. From this expression, k thus has units of volume

per unit time and the population of reactant B decays exponentially. Fundamentally, for

a reaction event to occur between two isolated reactants, they must collide. Thus, if we

assume a unit probability for a reaction event when a collision occurs1, from dimensional

analysis, k may be expressed as

k = σv, (6.3)

where σ is the collisional cross section and v is the relative velocity between the reactants.

The problem of theoretically predicting rate constants is therefore equivalent to calculating

cross sections.

The simplest theory describing collisions between ions and neutral molecules in the gas

phase is the well-studied Langevin model [194]. It treats the ion as a point particle with

charge Ze and considers neutral molecules which do not possess a permanent dipole mo-

ment, are spherically symmetric, and have dipole polarizability α. The potential between

1For an exothermic reaction (i.e., a reaction which does not require any external input of energy in order
to proceed), this is a reasonable assumption.
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the ion and neutral molecule then scales like r−4 [194], where r is the distance between the

centers of mass of the reactants. These assumptions lead to a cross section of2

σL = 2π
Ze
v

√
α

µ
, (6.4)

where µ is the reduced mass. Substituting this expression for the cross section into Equation

(6.3) yields the theoretical reaction rate constant

kL = 2πZe
√
α

µ
, (6.5)

which is commonly referred to as the Langevin rate constant in honor of Paul Langevin

who originally developed this model of ion-neutral interactions [195]. Typical values of kL

are of order 10−9 cm3 s−1.

There are some limitations to the Langevin model. First, as already mentioned, it does

not apply to polar molecules and demands spherical symmetry. Second, it does not ac-

curately predict reaction rates for endothermic reactions since it assumes every collision

results in a reaction. It is worth noting, though, that even for endothermic reactions, the

internal electronic configuration of the ion (say if laser cooling) can supply enough energy

to the system to overcome the potential barrier to reaction, in which case the rate is depen-

dent on the fractional population in excited states, and so a measured reaction rate is highly

dependent on laser detunings and intensities. Despite these shortcomings, the Langevin

model remains a useful tool for estimating reaction rate constants and many reactions do

indeed adhere closely to its predictions.

For molecules with a permanent dipole moment of magnitude d, the leading term in the

interaction potential scales like r−2 cos(θ), where θ is the angle between the dipole and the

line connecting the centers of mass of the reactants, instead of r−4. The Langevin model

can be extended for this case by adding an additional term [196]

kD = 2πZed

√
2

πµkBT
. (6.6)

2In the subsequent discussion of rate constants, Gaussian-cgs units are used as they are what is most
commonly found in the literature.
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This expression for kD presumes that the dipole is “locked in” to the point charge (i.e.,

θ ≡ 0). In reality, the dipole has some finite probability of pointing towards the charge, and

so kD is given a nonnegative prefactor c ≤ 1 to account for the dipole orientation probability

distribution. The total reaction rate constant between a charged point particle and a polar

molecule can then be expressed as

k = kL + ckD. (6.7)

To lowest order, by setting c = 1, this expression can be used to obtain an upper bound

estimate of the rate constant.

A somewhat more sophisticated approach is to estimate k by considering the average

dipole orientation (ADO) model [197]. In this model, the polar molecule is treated as a

rigid rotor in order to obtain θ̄(r), the average value of θ, which is then used to compute an

average cross section for predicting the rate constant. Even with the relatively simple as-

sumptions of the ADO model, determining the rate constant in this manner requires several

fairly complicated numerical integration steps. The ADO model can be further improved

by explicitly considering conservation of angular momentum [198]. Other methods for

predicting ion-polar molecule rate constants involve using a variational [199] or quantum

scattering [200,201] approach. In all cases, the dynamics are much more complicated than

the simple Langevin model and may or may not provide accurate predictions depending on

the specifics of a given reaction. As such, when applicable here, the simple approach of

setting c = 1 to obtain an upper bound estimate is used.

6.3 Product mass determination

A number of techniques exist for determining the masses confined in an ion trap [202–206].

When a laser cooled species is present, nondestructive mass detection can be performed by

supplying an AC voltage whose frequency is swept through all possible secular resonances

for each ion species potentially trapped. When an ion is near resonance with the applied

AC frequency, its increased kinetic energy in response to the AC field causes it to heat,
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and through the mutual Coulomb repulsion leads to heating of all other trapped ions. This

heating in turn results in a change in fluorescence of the laser cooled ions which can be

used to detect the presence of sympathetically cooled species. Section 6.3.1 describes this

method in detail.

Additionally, there are several destructive techniques for determining trapped masses

[8,83,192,207]. As discussed in Chapter 2, the Mathieu stability parameters depend on the

mass to charge ratio, and therefore a Paul trap can be operated such that only a certain range

of masses are stable. Traditionally, destructive mass spectroscopic techniques require the

use of a charge sensitive detector such as a channel electron multiplier (CEM) or Faraday

cup. Because the chamber for the Ba+ reaction experiments was not equipped with any

such detector, a new technique was developed to exploit the properties of Coulomb crystals

for identifying heavier product masses. This technique is described in Section 6.3.2.

6.3.1 Nondestructive mass determination

Recall from Section 2.1.3 that for a single ion, the radial secular frequency for U = 0 is

given by ωr = (ω2
0 − ω

2
z/2)1/2 where ω0 = ZeV/(

√
2mr2

0Ω) and ωz = [2ZeκUEC/(mz2
0)]1/2.

Because of the inverse dependence on mass in both ω0 and ωz, each ion species has a

different resonant frequency and so a supplied AC voltage in principle allows for the dif-

ferentiation of different masses. Unfortunately, the presence of many ions introduces shifts

in frequencies due to the Coulomb coupling between ions (see Figure 6.1) which can make

absolute determination of mass difficult [202]. Additionally, the length of the trap used

here makes the axial potential deviate significantly from the harmonic approximation for

large ion numbers (see Figure 4.4) which makes the axial frequency respond to a change

in end cap voltage differently than with a single ion present (see Figure 6.2). In the case of

precisely two localized ions, the modes of oscillation in the axial direction can be written

exactly as [19, 203]

ω± =
[
(1 + M) ±

√
1 − M + M2

]
ωz, (6.8)
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Figure 6.1: Comparison of AC frequency sweeps with (top) and without (bottom) molecu-
lar ions. Following an AC frequency sweep, the ion crystal containing molecular ions was
purged of ions heaver than Ba+ by briefly adjusting the trap voltages U and V to values
at which ions with a mass to charge ratio of a few amu more than that of 138Ba+ are un-
stable and therefore ejected from the trap. The subsequent AC frequency sweep shows a
significant shift in the Ba+ motional resonance frequency.

where M = m1/m2 and ωz corresponds to the single particle frequency of m1
3. By detect-

ing fluorescence in phase with the perturbing AC field, it is possible to achieve relative

mass resolutions of better than 10−4. This technique, while highly precise and robust, was

nonetheless not easily implemented in the experiments presented in this chapter for a num-

ber of reasons. First, in order to perform such measurements, it is necessary to be able to

repeatedly load only two ions. With the ablative loading technique discussed in Section

4.1, this is simply not practical. Additionally, because ablation is not isotope-selective, it

can be difficult to be assured that only two Ba+ ions have been loaded as there could be

some number of other non-fluorescing Ba+ ions of other isotopes also present.

Instead, radial AC secular sweeps were performed on large Coulomb crystals. Despite

the frequency shifts, these measurements are still sufficient to give an estimate of reaction

product masses relative to that of laser-cooled Ba+. The general technique for these types

3Additionally, this assumes Z = 1.
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Figure 6.2: Comparison of simulated and measured axial secular frequencies. Trajectories
for single ions were simulated in SIMION (squares) and used to determine the axial secular
frequency for several end cap voltages UEC. The axial frequency ωz in this case conforms
very well to the harmonic potential model where ωz ∝

√
UEC (solid line). Likewise, the

center of mass frequency for 100 Ba+ ions simulated in IonMD (triangles) responds to the
end cap voltage quadratically as expected from the pseudopotential model used in the sim-
ulation. The experimentally determined response of ωz to changes in UEC using hundreds
of ions (circles) deviates significantly from the harmonic potential prediction.
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of measurements is as follows. Hundreds of Ba+ ions are loaded and cooled to the crystal

phase. Subsequently, the ions are allowed to react for several minutes with a neutral gas

(see Section 6.4 for experimental details). At this point, the Coulomb crystal should show

signs of the presence of other ions besides Ba+. Next, one of the four RF electrodes is

modulated with an additional AC voltage with the frequency swept in sync with the CCD

camera in order to record Ba+ fluorescence versus applied AC frequency.

Results of such a scan are displayed in Figure 6.3 for a Coulomb crystal consisting of

Ba+ and BaO+ formed by the reaction

Ba+ + O2 −−→ BaO+ + O. (6.9)

This reaction, which has been studied extensively elsewhere [82, 208], is endothermic by

1 eV4. The activation energy is low enough, however, that ions in the P1/2 excited state

have sufficient energy for reaction (6.9) to proceed rapidly enough to produce a sufficient

proportion of BaO+ ions for performing these measurements. Because reaction (6.9) is

known to be the only reaction between Ba+ and O2 near room temperature, and since high

purity O2 is readily obtained, ambiguity in results can be minimized, making reaction (6.9)

useful for testing and optimizing the AC sweep procedure.

Due to the deviations from the ideal single ion resonance frequencies discussed above,

absolute mass identification from motional resonance coupling as implemented here is not

possible. Instead, mass identification is based on knowledge of the chemical reactions

involved and what the likely reaction products should be as well as comparing scan results

of Coulomb crystals containing molecular ions produced using different reactions. In the

event that a reaction can result in multiple product masses, this method is insufficient to

fully identify the reaction products when at least one of the products is near the mass of

another trapped ion. For example, in the reactions between Ba+ and CH3Cl (see Section

6.4.2), the production of BaH+ is exothermic from the P1/2 excited state of Ba+. Since BaH+

4See Appendix A for a brief review on estimating enthalpies of reaction to determine this, as well as data
tables for these calculations.
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Figure 6.3: AC frequency sweep of a Ba+ + BaO+ ion crystal. Snapshot images show the
trapped ions at the points indicated. Despite the heating and crystal melting evident in the
two images associated with sympathetically and laser cooled ions, comparison of the first
and last images shows that there is no total ion loss.

is only 1 amu heavier than Ba+, a signature of its presence would not be distinguishable

from the resonance of Ba+ itself. Indeed, even with only Ba+ ions of several isotopes

present, the resolution of an AC frequency sweep is only good enough to provide one mass

spectral feature.

Mass resolution is further limited by the Ba+ q parameter used for most frequency

sweeps. At higher RF voltages (and thus larger q), the RF heating rate of the ions is

greater than at lower RF voltages. Ideally, AC frequency sweeps would be performed at

fairly high V since this increases the separation between the resonant frequencies due to the

dependence of ωr on V . However, if the laser cooling rate is not fast enough to counteract

the heating from the applied AC signal when near resonance, the crystal will melt and

subsequently enter the gas phase. In principle, the AC sweeps could be repeated with

sequentially lower amplitude until melting no longer occurs, but in practice, this greatly

reduces the signal to noise ratio of these sweeps. Instead, a compromise RF voltage must

be used such that the crystal never fully melts but also allows for a pronounced fluorescence
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Figure 6.4: AC frequency sweep comparison following reactions between Ba+ and (a)
CH3Cl, (b) SF6, and (c) O2. Lower resonance frequencies indicate ions of greater m/Z, and
therefore these sweeps indicate that each reaction results in the desired products BaCl+,
BaF+, and BaO+. CCD counts are scaled and offset for clarity.

response when sweeping through sympathetically cooled ion resonances.

Limitations aside, AC frequency sweeps still proved useful in determining reaction

product masses. A comparison of AC sweeps following reactions between Ba+ and O2,

SF6, and CH3Cl is given in Figure 6.4. It is clear from these sweeps that since the resonance

frequencies of the products are all different relative to that of Ba+ that reactions are in fact

due to the gases introduced and not some contaminants or residual background gases.

6.3.2 Coulomb crystal mass spectrometry

To overcome some of the limitations to AC frequency sweeps for mass determination, a

simple method capable of a few amu resolution was developed that utilizes Coulomb crys-

tals and the Mathieu stability parameters q [Equation (2.6)] and a [Equation (2.7)]. We

know from the pseudopotential of Equation (2.29) and the results of the MD simulations

of Chapter 3 that when crystallized, heavier ions will form shells surrounding lighter ions.

This is visible in a fluorescence image of laser cooled ions as an apparent deformity in the
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crystal structure. Barring reactions involving charge exchange, all reaction products that re-

main trapped will be heavier than Ba+ and thus form on the exterior of the multi-component

crystal. By applying DC pulses ±U/2 to each RF electrode, the trap can be made unstable

for heavy sympathetically cooled ions while remaining stable for lighter ions. This results

in both a change in the crystal structure (the apparent deformity vanishes) as well as an

overall contraction of the crystal towards the center of the trap (which appears as a shift

towards the center for a multi-isotope crystal with one axial cooling beam). Thus by re-

peatedly performing this operation at several values of V and U, a portion of the Mathieu

stability curves can be effectively mapped out and the heavier mass can be determined with

better accuracy (albeit destructively) than with AC frequency sweeps. Because this method

requires the use of Coulomb crystals in order to determine ejection of heavy masses, we

call this technique Coulomb crystal mass spectrometry (CCMS).

In practice, the certainty with which U is known is much higher than that of V . This

is due to the nature of the high voltage probes used to monitor the RF voltage which need

to be calibrated for the frequency of the voltage they are measuring. The calibration pro-

cedure typically requires measuring a square wave at a fixed frequency with the probe and

adjusting a variable capacitor built in to the probe until the ringing is minimized. However,

this is most easily done by disconnecting the probe from the trap, which changes the total

capacitance and therefore the resonant frequency, reducing the accuracy of the calibration.

To get around this problem, after the ejection of heavy masses, U pulses are applied to

record the value at which Ba+ ions are ejected. Then in order to identify the heavier mass,

a V scaling parameter is found by fitting the Ba+ ejection data to the theoretical stability

boundary curve using the polynomial fit of Equation (2.15). Finally, with this scaling of

the measured values of V , the U values for heavy ion instability are fit to Equation (2.15) to

extract the mass. The validity of this method was again first tested using the reaction (6.9)

with results shown in Figure 6.5.
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Figure 6.5: Coulomb crystal mass spectrometry of Ba+ + BaO+ ion crystals. Each square
(circle) represents the DC voltage U required to eject BaO+ (Ba+) for a given RF voltage
V . The blue curve is the theoretical Mathieu stability boundary for m/Z = 138 amu used
for scaling the measured V values. Inset images show the Coulomb crystal before (bottom)
and after (top) pulsing the U value indicated to eject BaO+ ions. The red curve is a fit of
the square data to the Mathieu stability curve. The fit gives a mass of 154.3 ± 0.9 amu, in
excellent agreement with the mass of 138Ba16O+.
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6.4 Reaction rate measurements

To measure reaction rate constants, there are a few methods available, each one involving

measuring the loss rate of trapped reactant ions over time. Perhaps the ideal approach would

be to simply count the number of ions as a function of time. Indeed, with small enough

initial Coulomb crystals, this is a possibility, and can even be done with large crystals if the

ion number can be precisely determined using MD simulations [82]. However, this either

requires small enough numbers to count by hand or with image processing software, thus

requiring more data for good statistics, or a large amount of computing time to produce

MD simulated images that quantitatively correspond to observed images. Another method

is to measure the volume of the crystal (as projected onto a two-dimensional CCD image)

occupied by the laser cooled ions relative to the initial volume as a function of time. As

more ions react, the volume occupied by the laser cooled ions decreases proportional to the

loss rate. This method is acceptable so long as the ion density is approximately uniform,

which is generally a reasonable assumption when the ion number does not get too large and

the masses of all trapped ions are approximately the same [84].

Alternatively, with well-stabilized lasers (see Section 4.2.4), the integrated fluorescence

from the laser cooled ions can be measured as a function of time since the number of scat-

tered photons is proportional to the number of ions. Although the photon scattering rate

depends on temperature, by operating the lasers in a regime where the observed fluores-

cence response to detuning is dominated by power broadening, this can be mitigated. By

comparing the detected fluorescence to detuning for Coulomb crystals at different stages of

a reaction (see Figure 6.6), it can be shown that there is no significant change to the mea-

sured lineshapes, meaning that the temperature of the laser cooled ions remains roughly

constant and thus the scattering rate per ion can be treated as constant for a fixed detuning

(see Figure 6.7). Additionally, it has also been shown explicitly by comparing numbers

determined from quantitative MD simulations that measuring the exponential decay of flu-

orescence is directly proportional to the number of laser cooled ions [82]. This method is
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(a)

(b)

(c)

(d)

(e)

Figure 6.6: (a) A Coulomb crystal consisting of hundreds of laser cooled 138Ba+ ions (dark
regions) and sympathetically cooled Ba+ ions of other isotopes (not visible). (b)–(d) Sub-
sequent images of the Coulomb crystal at different stages of a reaction with SF6. (e) The
remaining Ba+ ions as in (d) but following the ejection of heavy reaction product ions. The
dashed ellipse in each image represents the approximate extent of the original Coulomb
crystal in (a). Fluorescence indicates no loss of 138Ba+ ions between (d) and (e). The major
and minor diameters of each ellipse respectively measure about 1860 µm and 260 µm.

straightforward, does not suffer from statistics or computing issues as with counting, and

avoids potential systematic errors when using very large Coulomb crystals and so was the

method employed for the experiments presented here.

In order to create BaX+ molecular ions, reactants are leaked into the vacuum chamber

at partial pressures of up to order 10−9 torr. At such pressures, trapped ions remain in an

ordered state. SF6, CH3Cl, and Br2 are utilized as reactants. SF6 and CH3Cl are in the gas

phase at room temperature and are stored in a reservoir of about 500 mL. The reservoir was

filled to pressures of slightly more than 1 atm which was then connected to the inlet of the
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Figure 6.7: Measurements of 138Ba+ fluorescence versus 493 nm laser detuning at different
stages of the reaction with SF6 in Figure 6.6. Absolute counts are background subtracted
and scaled for comparison and offset for clarity. Circles, triangles, crosses, and squares
correspond respectively to Figures 6.6(a), (b), (c), and (d). In each case, the reaction is
halted by removing the reactant gas from the chamber prior to performing the measurement.
Solid lines are Lorentzian fits to the data up to the point indicated by the dotted line with
an average Lorentzian linewidth of 35(1) MHz. Near the blue detuned side of resonance,
fluorescence drops off dramatically as the ions are heated.
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leak valve. Br2 is a liquid at room temperature, but has a sufficiently high vapor pressure

(∼ 185 torr [209]) to use as a gas phase reactant. A few mL of liquid bromine was added

to a small reservoir at rough vacuum which was connected to the leak valve inlet.

To extract the rate constant from measured loss rates, it is necessary to know the concen-

tration of the reactant gas. In the experiments presented in this thesis, this is accomplished

by monitoring the pressure in the vacuum chamber after opening the leak valve and allow-

ing the leak rate and pumping speed to reach an equilibrium. Pressures are monitored with

a Bayard-Alpert ion gauge and it is assumed that the pressure reading is dominated by the

reactant gas introduced, a fairly reasonable approximation since the background pressure

(. 5 × 10−11 torr) is many times lower than the partial pressures introduced and any reac-

tions between Ba+ ions and residual background gases happen at a negligible rate. From

Equation (6.2), we expect the loss rate τ−1 to increase linearly with reactant gas pressure.

Thus by measuring the loss rate at different pressures, k can be determined from a linear

fit to the data and assuming the introduced gas is at room temperature (T = 298 K). In

the resulting fit, a finite y-intercept is interpreted to indicate a background loss rate mecha-

nism [83] while a finite x-intercept indicates the background pressure.

Likely the largest single source of error in the measurement of reaction rates as per-

formed here is the ion gauge used for pressure measurements. With only a single, uncali-

brated ion gauge being used to measure low pressures of reactant gases, pressure measure-

ments can only be considered to be accurate to within a factor of two or three. Additionally,

some care must be taken in recording pressures since the ion gauge controller implicitly as-

sumes a residual atmosphere of nitrogen. To account for this, the absolute pressure reading

must be adjusted by using ion gauge correction factors ε which can be found in the ion

gauge manual [210]. The corrected pressure reading is then given by Pε = P/ε. Unfortu-

nately, experiments performed to determine these correction factors in some cases found

very different values for certain gases which further adds to the uncertainty in the pressure

readings. As such, all pressures reported here, when corrected, are also given with the
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particular value of ε used for transparency. The subsequent sections describe the various

experiments characterizing reactions with the aforementioned molecules in further detail.

6.4.1 Reactions with sulfur hexafluoride

Sulfur hexafluoride (SF6) is an inert, potent greenhouse gas belonging to the Oh point group,

making the spherical symmetry assumption of the Langevin model fairly reasonable. The

reaction pathway is given by

Ba+ + SF6 −−→ BaF+ + SF5 (6.10)

which is exothermic by 2.8 eV. As expected, Ba+ ions are lost following the introduction of

SF6 into the chamber and replaced by heavier product ions. The fact that they are heavier is

apparent both in the crystal structure (product ions collect on the exterior of the ion crystal)

and in AC frequency sweeps (resonances due to product ions appear at lower frequencies

than that of Ba+ ions, see Figure 6.4). A typical loss rate measurement after introducing

SF6 is shown in Figure 6.8. Accumulated measurements for determining the reaction rate

are shown in Figure 6.9. The deduced rate constant is consistent with the prediction of the

Langevin model.

It should be noted that the masses of BaF+ (m/Z ≈ 157 amu) and BaO+ (m/Z ≈

154 amu) are very close to one another. Given the uncertainties involved with determin-

ing masses by using AC frequency sweeps, a frequency sweep alone is not sufficient to

conclusively show that Equation (6.10) is the reaction mechanism as opposed to reactions

with contaminants. Furthermore, SF+
6 (m/Z ≈ 146 amu) also has a mass fairly close to

that of BaF+ and BaO+. Charge exchange is energetically forbidden, however, since the

ionization energy of SF6 is > 15 eV compared to 5.2 eV for Ba [211, 212]. Additionally,

theory predicts that SF+
6 rapidly ejects a fluorine atom to become SF+

5 which is lighter than

Ba+ by about 10 amu [213]. Since no Coulomb crystals were observed containing lighter

sympathetically cooled ions, these last two points indicate that the reaction products must
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(b)

(c)

(d) (e)

Figure 6.8: (a) A typical Ba+ loss rate measurement due to reactions with SF6 at a partial
pressure of 2.8 × 10−10 torr. (b)–(e) Images of the Coulomb crystal over time as SF6 reacts
with Ba+ to form BaF+ ions. Note that the crystal structures show that reaction products
collect on the exterior portion of the Coulomb crystal which indicates that they are heavier
than Ba+.

100



0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
SF6 partial pressure [10−10 torr]

0.2

0.4

0.6

0.8

1.0

L
os

s
ra

te
[1

/m
in

]

Figure 6.9: Reaction rate constant measurement for the reaction (6.10). Each point repre-
sents the average measured Ba+ ion loss rate at a given target partial pressure. Vertical error
bars represent the standard deviation of the measured loss rates and horizontal error bars
indicate the standard deviation of the pressure recorded by the ion gauge. The solid line is
a linear fit to the data. Partial pressures are using the ion gauge correction factor ε = 2.3.

all be heavier than Ba+. Nevertheless, in order to entirely rule out the possibility of re-

actions with contaminants, CCMS measurements were performed following reactions that

occurred after the introduction of SF6. The results shown in Figure 6.10, combined with the

AC frequency sweeps and the energy considerations described above, allow us to conclude

that we are in fact producing BaF+ via the reaction (6.10).

6.4.2 Reactions with methyl chloride

Methyl chloride (CH3Cl), also known as chloromethane, is an extremely flammable, mod-

erately toxic gas. CH3Cl was chosen as a reactant for producing BaCl+ due in part to the

success of other experiments in using it and fellow halomethane CH3F in reactions with

trapped, laser cooled Ca+ ions [18, 19, 86]. The reaction

Ba+ + CH3Cl −−→ BaCl+ + CH3 (6.11)
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Figure 6.10: Coulomb crystal mass spectrometry of Ba+ + BaF+ ion crystals. The black
curve represents the theoretical stability curve for SF+

6 . The inset images show an ion crys-
tal before (bottom) and after (top) ejecting ions heavier than Ba+ at the voltages indicated.

is exothermic by 0.6 eV. Because CH3Cl has a permanent dipole moment, the dipole cor-

rected form of the Langevin model must be used to predict an upper bound on the reaction

rate constant. Ba+ ion loss rate measurements when adding CH3Cl gas to the chamber were

performed in an identical manner as those with SF6 described above. The reaction (6.11)

is likely the only exothermic reaction between Ba+ ions in the ground state and CH3Cl, but

the reaction

Ba+ + CH3Cl −−→ BaH+ + CH2Cl (6.12)

is endothermic by 2.3 eV, and so could occur with Ba+ ions in the P1/2 excited state. It is

thus possible that BaH+ ions were produced in some amount, though neither mass spec-

troscopic method had sufficient resolution to determine this with certainty. Additionally,

there is insufficient data in the literature to estimate the reaction enthalpy for the reaction

Ba+ + CH3Cl −−→ BaCH+
3 + Cl and therefore determine whether or not it would be en-

ergetically allowable. However, it is sufficiently heavier than Ba+ to be resolvable with

AC frequency sweeps. Since no such resonances were observed, this reaction can be rea-

sonably ruled out. Further studies with improved mass resolution via time-of-flight mass
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spectrometry [192] or high precision non-destructive techniques [203] would be necessary

to fully analyze reaction products.

The results from a typical Ba+ loss rate measurement are shown in Figure 6.11. All

such measurements are compiled in Figure 6.12 from which the reaction rate constant was

deduced assuming reaction (6.11) is the dominant reaction. The resulting rate constant was

found to be consistent with the upper bound predicted by the dipole-corrected Langevin

model.

6.4.3 Reactions with bromine and iodine

Although bromine (Br2) and iodine (I2) are respectively a liquid and a gas at room temper-

ature, both have fairly high vapor pressures at room temperature (about 185 mtorr for Br2

and 300 mtorr for I2 [209]). In principle, then, the reactions of each with Ba+ should be

measurable in the same manner as with SF6 and CH3Cl. The reactions

Ba+ + Br2 −−→ BaBr+ + Br (6.13)

Ba+ + I2 −−→ BaI+ + I (6.14)

are each exothermic by 2.2 eV. In their aqueous (“wet”) forms, both Br2 and I2 are not

suitable for use with the stainless steel of the vacuum system, but are acceptable for short

term use in their “dry” forms, both of which can be easily obtained from various chemical

suppliers. Nevertheless, much more care is required when handling these halogens com-

pared to the gases used in the preceding sections. In each case, preparation of samples was

performed in a fume hood. The liquid nature of Br2 also introduces some complications in

preparing a sample to be introduced to the vacuum chamber, the details of which will be

discussed shortly.

BaI+ has a mass of about 265 amu, nearly twice that of Ba+. This strains the ability

of Ba+ to sympathetically cool BaI+, but nevertheless, molecular dynamics simulations

indicate that BaI+ crystallizes thanks to sympathetic cooling at sufficiently low RF voltages

(Figure 6.13). To get I2 vapor into the chamber, several flakes of crystalline I2 (several
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Figure 6.11: (a) A typical Ba+ loss rate measurement in the presence of CH3Cl gas at a
partial pressure of 7.7 × 10−11 torr. (b)–(f) Images of the Coulomb crystal at the points
indicated in (a).
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Figure 6.12: Reaction rate constant measurement between Ba+ and CH3Cl. The resulting
fit assumes the reaction (6.11) is predominant. Pressures utilize the ion gauge correction
factor ε = 2.6.

grams) were put in a standard length 1.33” CF nipple which is blanked on one end and fit

with a CF to Swagelok adaptor and valve on the other. This assembly was connected to the

fittings of the leak valve inlet and the residual atmosphere was evacuated to rough vacuum.

From this point forward, the experimental procedure for attempted production of BaI+ was

the same as outlined in the preceding sections. Although reactions were observed, CCMS

mass determination, along with AC frequency sweeps, indicated that the major products

were BaO+. Because the leak valve had to be opened quite a bit more than with the gas

phase reactants, it was presumed that reactions were occurring with contaminants and that

little or no I2 reached the stored Ba+ ions. Given that the leak valve outlet was oriented

without a line of sight to the trap, it is likely that any I2 vapor in the UHV portion of the

chamber ended up either adsorbed onto the chamber walls or pumped out of the system

long before reaching the ions, thus precluding reactions from being studied.

For studying reactions between Ba+ and Br2, the liquid bromine must be prepared in

such a way as to evacuate atmospheric contaminants from its reservoir without boiling

away all of the liquid. To accomplish this, a reservoir was fashioned out of a stainless
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Figure 6.13: A MD simulation of sympathetically cooled BaI+ Coulomb crystals. In this
case, there are a total of N = 600 ions, 60% of which are BaI+ (blue), and the remainder
being 138Ba+ (red) and 136Ba+ (green).

steel NPT tee fitting with two stainless steel valves and a blank on the remaining opening.

A section of PVDF tubing was connected to one of the valves and filled with a few mL

of bromine using a syringe. Meanwhile, the tee was evacuated through the second valve

which was closed once rough vacuum was attained. After eliminating any air bubbles from

the bromine in the PVDF tubing, its valve was opened to allow it to enter the reservoir.

The valve was shut before all the liquid had been drained in order to prevent atmospheric

contamination. Thus filled, the reservoir was connected to the leak valve inlet as before.

As with attempted reactions with I2, it was necessary to open the leak valve consid-

erably more than with the gas phase reactants. Furthermore, the pressure readings were

erratic, precluding the possibility of measuring loss rates at any specific pressure and there-

fore discounting a determination of the reaction rate constant. To further complicate mat-

ters, mass determination following initial attempts at BaBr+ production indicated reactions

with contaminants to form BaO+ as before with I2. In order to suppress reactions from

occurring with contaminants, the cooling and repumper beams were blocked during sub-

sequent reaction attempts when the leak valve was opened since the reaction (6.9) is en-

dothermic with respect to the Ba+ ground state, as is the reaction

Ba+ + CO2 −−→ BaO+ + CO, (6.15)

which is another possible contaminant reaction [82]. Although the reaction with water

Ba+ + H2O −−→ BaOH+ + H (6.16)
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is exothermic, it has been observed to behave much like an endothermic reaction and there-

fore is greatly suppressed by extinguishing the laser light [208]. With the lasers blocked,

reactions were allowed to proceed between Ba+ and Br2 for up to a couple of minutes before

closing the leak valve and unblocking the cooling and repumper lights. After recooling, the

resulting Coulomb crystals indicated the presence of a small fraction of heavier sympathet-

ically cooled ions, far too few to expect any noticeable signature by using AC frequency

sweeps. Indeed, such measurements showed only the response of Ba+ itself.

To verify that BaBr+ had been produced, CCMS measurements were performed on a

few resulting Coulomb crystals. Since the fraction of sympathetically cooled ions produced

from reactions was small, this also served as a good test of the limits of the CCMS technique

which had heretofore been performed on Coulomb crystals with large fractions of non-

fluorescing ions. Ejection of the small number of heavy ions resulted in a contraction of

the crystal by only a few µm, but the imaging resolution was sufficient to resolve this, and

therefore the method was still functional. The results from these measurements are shown

in Figure 6.14 and strongly indicate that BaBr+ was produced through the reaction (6.13).

As with I2, it is likely that the difficulty in producing BaBr+ was due in part to little

Br2 reaching the stored ions. This is evidenced by the ion gauge giving inconsistent read-

ings while Br2 was leaked into the chamber. Adsorption onto the chamber walls is once

again suspected as a likely explanation for the difficulty in producing BaBr+. The signifi-

cantly higher vapor pressure of Br2 compared to I2 may also explain why some BaBr+ was

produced but no BaI+ was seen.

6.5 Conclusion

A summary of measurements compared with theoretical estimates of reaction rate constants

is given in Table 6.1. In the two cases that were able to be measured, the rate constants were

each consistent with the Langevin (SF6) and dipole-corrected Langevin (CH3Cl) models.

Further studies with the leak valve oriented with a line of sight to the trapped Ba+ ions could
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Figure 6.14: Coulomb crystal mass spectrometry of Ba+ + BaBr+ ion crystals. (a) U, V
pairs for the ejection of BaBr+ (red squares) and for the ejection of Ba+ (blue circles). The
solid lines correspond to the theoretical Mathieu stability parameters for each species. (b)
Integrated fluorescence counts for a region of interest near the edge of the Coulomb crystal
before (red) and after (blue) applying the voltages indicated with the dotted box in (a). Note
the overall shift towards the center of the trap (to the right).

Table 6.1: Reaction rate constants between Ba+ and neutral reactants used in this work
in units of 10−9 cm3 s−1. Reaction rate constants k using uncorrected ion gauge pressure
readings are multiplied by ion gauge correction factors ε to obtain the corrected reaction
rate constants kε = εk. Ion gauge correction factors are obtained from [210]. Also listed are
the theoretical Langevin rate constant (kL), dipole correction term (kD), and upper bound
corrected Langevin rate constant (kc ≤ kL + kD) using polarizabilities from [214–217] and
dipole moment from [218].

Reactant k ε kε kL kD kc

SF6 0.6 2.3 1.3 0.6 — —
CH3Cl 0.6 2.6 1.6 0.8 2.0 ≤ 3.7

Br2 — 3.8 — 0.7 — —
I2 — 5.4 — 0.8 — —
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allow for a systematic study of reaction rates between Ba+ and Br2 and I2, though given the

corrosive nature of the halogens, a more suitable method of production of BaBr+ and BaI+

using a gas phase reactant may involve the use of some other molecules containing Br or

I. This approach is somewhat complicated by the fact that many equivalent molecules to

those studied here are either highly toxic (e.g., CH3Br and CH3I) or in the liquid phase at

room temperature (e.g., CH3I). Nevertheless, the results presented here demonstrate that

the production of barium monohalide ions can be easily achieved with the right selection of

reactant. Many more gas phase reactants exist containing F, rather than the other halogens,

which are non- or mildly toxic making BaF+ the best candidate of the barium monohalide

ions for future work in rovibrationally cooling molecular ions produced via reactions.
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Chapter VII

CONCLUSION AND FUTURE DIRECTIONS

This thesis has presented experiments involving the measurement of electronic lifetimes

of the Th3+ ion as well as studies of the formation of barium monohalide molecular ions

through chemical reactions with trapped and laser cooled Ba+ ions. The first experiment

was unfortunately cut short due to unexplained difficulties in consistently loading Th3+

produced by laser ablation, a recurring problem in other experiments with such ions. Pre-

liminary results showed that, despite many possible systematic effects, the use of a large

number of Th3+ ions in the presence of a rather large amount of buffer gas relative to the

background pressure did not seem to drastically affect the measured lifetimes, with the ex-

ception of the measured dependence of observed lifetime on the RF voltage, which was

particularly noticeable at lower RF amplitudes. Although the precise mechanism was not

understood, the dependence of the measured lifetime on RF voltage was attributed to excess

micromotion that could not be fully compensated for due to inadequate end cap electrode

design. Subsequently, improved end caps were fabricated and installed, and from that point

forward, no evidence of loading Th3+ was seen again. Nevertheless, some preliminary mea-

surements of the 62D5/2 excited state lifetime were made with Th3+ ions in buffer gas, the

average value of which is in agreement with state of the art theoretical predictions, a good

indication that the theoretical models used are quite robust.

The second experiment explored the production of molecular ions through reactions

with laser cooled Ba+ ions. This method of production results in molecular ions that, while

not in the rovibrational ground state, are automatically cooled translationally through their

Coulomb interaction with the remaining Ba+ ions. By choosing appropriate reactant gases

to use, different molecular ions can be produced, making this method of molecular ion
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production much more versatile than other methods such as laser ablation of a specific

target. In particular, the experiments presented in this thesis focused on the production

of barium monohalide ions, BaX+, which hold a great deal of promise for cooling to the

rovibrational ground state via sympathetic cooling with ultracold neutral atoms since the

BaX+ ions have both large dissociation energies and the neutral precursor BaX have large

ionization energies. These two factors make BaX+ highly unlikely to charge exchange or

react with sympathetic coolant neutral atoms.

An important step towards studying ultracold molecular ions is examining production

methods. Here, reaction rate constants were measured for two different reactions with Ba+

to produce the barium monohalide ions BaF+ and BaCl+. While the reaction rate constant

was not quantifiable, a third reaction with Ba+ was verified to occur which produced BaBr+

molecular ions. With these three reactions, BaF+, BaCl+, and BaBr+ were all sympatheti-

cally cooled by the remaining Ba+ ions. Mass spectroscopic techniques were used to verify

the production of the desired molecular ions, though more work will need to be done in

order to fully determine reaction pathways and branching ratios in cases where multiple

reactions could conceivably occur.

7.1 Future directions
7.1.1 Thorium

The long term goal of the thorium project, finding—and ultimately exploiting—the nuclear

isomer 229mTh state has still not been realized. Progress has been modest, in large part

due to the technical challenges in working with an ion in its third ionization state and with

229Th3+ ions in particular. Despite these challenges, the Kuzmich group has had success

with directly laser cooling 229Th3+ ions as well as sympathetically cooling them with laser

cooled 232Th3+ ions. Either cooling method will be necessary in order to achieve single ion

addressability for a high precision nuclear clock.

Because both the long term goal of driving the isomer transition and the more modest
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goal of measuring Th3+ electronic state lifetimes have been made more difficult by the

challenges in producing and loading Th3+, a worthwhile endeavor would be to thoroughly

study the production process of laser ablation. Time of flight mass spectrometry (TOFMS)

on ablation products from a thorium target has already been performed by Zimmermann

et al. [219], although that group was primarily concerned with producing singly ionized

thorium. Additionally, the geometry of the target relative to the trap was considerably

different than the axial loading method used in this thesis and other Th3+ experiments at

Georgia Tech and used a pulsed nitrogen laser at λ = 337 nm rather than the third harmonic

of a pulsed Nd:YAG laser at λ = 355 nm. Interestingly, despite observing a large peak due

to Th2+, Zimmermann et al. observed no such signature of Th3+. At any rate, there remains

much work to be done in order to understand how to fully optimize the production and

trapping of Th3+.

A simple experiment that could be performed to study the production of Th3+ ions via

ablation could use a similar setup as with the ion traps used earlier. Because the prob-

lems experienced with loading Th3+ all occurred in similar target and trap configurations,

a logical starting point for a TOFMS experiment would be to orient a target just outside a

long ion guide which doubles as a trap with a gateable end cap. At the end of the guide

furthest from the target would be a CEM or other charge sensitive device and the length of

this guide would be chosen in order to satisfy usual TOFMS resolution requirements. With

such a configuration, the experiment could be performed with or without the guide RF and

end cap gating enabled, and each of these parameters could be varied in order to study their

effects on the resulting ablation products reaching the detector. This experiment would be

relatively straightforward to implement, and given the unexplained difficulties in loading

Th3+ could prove very useful in diagnosing specific causes of this problem.

Measurements of the Th3+ electronic state lifetimes can also be improved, once Th3+

production and trapping is made more reliable. By using a single, cold Th3+ ion, systematic
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effects due to buffer gas and the presence of many ions in the collection region can be min-

imized or eliminated. For measurements of the two excited states, a similar method to that

which is presented in Chapter 5 could be used (i.e., populating the excited state of interest,

then turning off the illumination and recording photon arrival times). For measuring the

metastable 52F7/2 state lifetime, a shelving method would be more ideal [220, 221]. In any

case, perhaps the best approach would be to sympathetically cool a single Th3+ ion using

a laser cooled ion such as Ba+. By doing this, the Th3+ ion can be cooled continuously

without the adverse systematic effects of constant illumination by near resonant light.

7.1.2 Molecular ions

The study of cold molecular ions has only just started to develop with much work remain-

ing to be done. While ultracold neutral molecules have been studied in detail thanks to

production methods such as Feshbach resonances and photoassociation [222], producing

internally cold molecular ions has been more challenging. Recent years have seen the in-

troduction of rovibrational cooling by optical pumping [69, 71], internal state relaxation

through sympathetic cooling [94], as well as some proposals for direct laser cooling of a

few special case molecular ions (e.g., BH+ and AlH+) [66]. The first of these techniques is

likely to apply to most ionic hydrides due to their large vibrational constants which results

in a high probability for a molecule to be in the vibrational ground state. Furthermore, the

translational motion of molecular ions can be trivially cooled via sympathetic cooling with

a directly laser cooled atomic ion. Many direct laser cooling approaches, though, tend to

suffer from a lack of generality and only apply to a few very specific molecular ions.

In addition to the prospect of cooling BaF+ ions to the rovibrational ground state, there

is also a great deal of cold chemistry yet to be studied with Ba+ ions. Most studies to

date of reactions between laser cooled ions and neutral molecules below room temperature

have been undertaken with Ca+ ions. Although it is also an alkaline earth metal and should

therefore exhibit similar reaction dynamics as Ba+, there are some differences, such as with
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the reactions with CH3Cl; in the case of Ca+, the reaction rate with CH3Cl was considerably

slower than even the Langevin model predicts [19], whereas the Ba+ reactions measured

here were consistent with dipole-corrected upper bound rate constant predictions.

As only a small number of reactions were studied here, an obvious next step would

be to study the reactions with further reactant gases. As mentioned in the conclusion to

Chapter 6, other reactants could be chosen in order to more easily produce BaBr+ and

BaI+, though the options here are somewhat more limited than those for the production of

BaF+ and BaCl+. Out of known compounds which contain halogens, some potential gas

phase reactants which are not overly toxic or combustible and are not too difficult to obtain

include NF3, CF4, CH2F2, and CHF3. Note, however, that these all contain fluorine and

none of the other halogens. The hydrogen halides (HF, HCl, HBr, and HI) could also be

used, though some extra caution would be necessary. These are all more commonly found

in their aqueous, hydrohalic acid forms, but when not in solution, each is a colorless gas at

room temperature. Additionally, SiF4, while itself toxic and corrosive, can be produced in

vacuo by heating BaSiF6 to 300 ◦C [223].

The other principal avenue for future work is with cold reactive collisions between

Ba+ and neutral polar molecules. In order to obtain slow molecules, techniques include

quadrupole velocity filters [19, 86], Stark decelerators [189, 224], and the related Zeeman

decelerators [225, 226], among others [227]. These methods allow for studying reactions

in low energy regimes where angular momentum and quantum effects play a more signif-

icant role than at room temperature, and thus are interesting to study in their own right.

These techniques are generally limited to polar neutral molecules, but extending the work

presented in this thesis to study such reactions between Ba+ and polar molecules would be

a fairly simple extension.
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Appendix A

REACTION ENTHALPIES

In order to predict likely outcomes when attempting reactions, it is important to know

whether or not they will react in the first place and what the possible end products are. This

can be done by estimating the enthalpy of reaction ∆Hrxn for a possible reaction pathway.

For reactions between ions and neutrals, this involves considering both bond dissociation

energies as well as ionization energies. It follows from conservation of energy1 that the

enthalpy of reaction can be calculated by summing the enthalpies of any series of reactions

such that the initial reactants and final products match. In other words, for the reaction

A + B −−→ C + D,

∆Hrxn(A + B −−→ C + D) = ∆Hrxn(A + B −−→ E) + ∆Hrxn(E −−→ C + D) (A.1)

for any intermediate products E.

As an example, consider the reaction Ba+ + SF6 −−→ BaF+ + SF5. To determine ∆Hrxn,

the dissociation energies of the Ba−F bond and F−S bonds are needed in addition to the

ionization energies of Ba and BaF. Dissociation energies for several bonds are listed in

Table C.5 and ionization energies in Table C.6. The reaction can be broken down into the

following four steps:

Ba+ + e− −→ Ba

SF6 −→ F + SF5

Ba + F −→ BaF

BaF −→ BaF+ + e−

1Or Hess’s law in this context, if you prefer.
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The total change in enthalpy is the sum of the change in enthalpy for each step:

∆Hrxn = −IE(Ba) + D0(F−S) − D0(Ba−F) + IE(BaF)

= −5.2 eV + 3.6 eV − 6.1 eV + 4.9 eV

= −2.8 eV.

This and enthalpies of reaction for other reactions of relevance to this thesis are compiled

in Table A.1.

Table A.1: Estimated enthalpies of reaction ∆Hrxn in eV for several reactions involving Ba+

ions. Positive values indicate a reaction is endothermic. ∗ Reactions studied in this work.
† Reaction studied in Refs. [82, 208]. ‡ Reaction studied in Refs. [192]. § Although these
reactions are endothermic with respect to the ground sate of Ba+, they are exothermic for
Ba+ ions in the 62P1/2 excited state.

Reaction ∆Hrxn Notes
Ba+ + O2 −−→ BaO+ + O 1 ∗, †, §
Ba+ + F2 −−→ BaF+ + F -4.8
Ba+ + Cl2 −−→ BaCl+ + Cl -2.2
Ba+ + Br2 −−→ BaBr+ + Br -2.2 ∗

Ba+ + I2 −−→ BaI+ + I -2.2 ∗

Ba+ + HCl −−→ BaCl+ + H -0.2 ‡

Ba+ + SF6 −−→ BaF+ + SF5 -2.8 ∗

Ba+ + CH3Cl −−→ BaCl+ + CH3 -0.6 ∗

Ba+ + CH3Cl −−→ BaH+ + CH2Cl 2.3 ∗, §
Ba+ + CF4 −−→ BaF+ + CF3 -0.4
Ba+ + CCl4 −−→ BaCl+ + CCl3 -0.6
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Appendix B

PROGRAM LISTINGS

B.1 Stability determination

1 import os
2 import time
3 from numpy import *
4 from scipy.integrate import odeint, ode
5 import matplotlib.pyplot as plt
6

7 # Stability parameters
8 q, a = 0.6, 0.
9 qlist = arange(0, 10, 0.1)
10 alist = arange(-5, 10, 0.1)
11 n = len(qlist)*len(alist)
12 Q, A = meshgrid(qlist, alist)
13 S = zeros(Q.shape, dtype=int8)
14

15 # Initial conditions
16 xi_init_even = [1., 0.]
17 xi_init_odd = [0., 1.]
18 zeta = arange(0., pi, 0.05)
19

20 ti = time.clock()
21 t = ti
22 curr = 0
23 for i, q in enumerate(qlist):
24 for j, a in enumerate(alist):
25 # Mathieu equations expressed as 2 first order ODEs
26 # xi[0] = u, xi[1] = u’
27 xi_prime = lambda xi, zeta: [xi[1], -(a - 2*q*cos(2*zeta))*xi[0]]
28

29 # Solve
30 xi_even = odeint(xi_prime, xi_init_even, zeta)
31 xi_odd = odeint(xi_prime, xi_init_odd, zeta)
32

33 # Convergent?
34 S[j,i] = int(abs(xi_even[-1,0] + xi_odd[-1,1]) <= 2)
35

36 # Status update
37 curr += 1
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38 if curr%100 == 0:
39 tp = time.clock()
40 print "%i of %i in %.2f s" % (curr, n, tp-t)
41 t = tp
42 tf = time.clock()
43 print "Finished in %.2f s" % (tf - ti)
44 save("mathieu.npy", array([Q, A, S]))

B.2 Stability boundary calculations

An up to date version of this program can be downloaded at https://github.com/

mivade/paultrap.
1 """
2 paultrap.py - Provides a simple object for calculating stability
3 boundaries for a linear Paul trap.
4

5 This program is free software: you can redistribute it and/or modify
6 it under the terms of the GNU General Public License as published by
7 the Free Software Foundation, either version 3 of the License, or (at
8 your option) any later version.
9

10 This program is distributed in the hope that it will be useful, but
11 WITHOUT ANY WARRANTY; without even the implied warranty of
12 MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the GNU
13 General Public License for more details.
14

15 You should have received a copy of the GNU General Public License
16 along with this program. If not, see <http://www.gnu.org/licenses/>.
17 """
18

19 import numpy
20 import scipy.constants
21

22 q_e = scipy.constants.e
23 amu = scipy.constants.u
24 pi = numpy.pi
25

26 A = [-6.43e-2, 0.5256, -3.23e-3, 0]
27 B = [-1.173, 1.0657]
28 q1, q2 = numpy.arange(0, 0.706, 0.005), numpy.arange(0.706, 0.915, 0.005)
29 q = numpy.append(q1, q2)
30

31 class PaulTrap:
32 def __init__(self, radius, frequency):
33 """Initialize PaulTrap object with radius r0 and frequency f
34 in SI units."""
35 self.r0 = radius
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36 self.Omega = 2*pi*frequency
37

38 def stability_qa(self):
39 """Returns the q, a boundary of stability for the Mathieu
40 equations."""
41 return q, numpy.append(numpy.polyval(A, q1), numpy.polyval(B, q2))
42

43 def stability_VU(self, m, Z=1.):
44 """Returns the Mathieu stability boundary in voltages for mass
45 given in amu and charge in units of e."""
46 q, a = self.stability_qa()
47 V = q*m*amu*self.r0**2*self.Omega**2/(2.*Z*q_e)
48 U = a*m*amu*self.r0**2*self.Omega**2/(4.*Z*q_e)
49 return V, U
50

51 def qa_to_voltage(self, q, a, m, Z=1.):
52 """Return the voltages for given stability parameters. Mass
53 given in amu."""
54 return [q*m*amu*self.r0**2*self.Omega**2/(2.*Z*q_e),
55 a*m*amu*self.r0**2*self.Omega**2/(4.*Z*q_e)]
56

57 def voltage_to_qa(self, V, U, m, Z=1.):
58 """Returns the stability parameters for given voltages. Mass
59 given in amu."""
60 return [2*Z*q_e*V/(m*amu*self.r0**2*self.Omega**2),
61 4*Z*q_e*U/(m*amu*self.r0**2*self.Omega**2)]
62

63 if __name__ == "__main__":
64 trap = PaulTrap(3.18e-3, 2.7e6)
65 print trap.stability_qa()
66 print trap.stability_VU(138.)
67 print trap.qa_to_voltage(0.6, 0., 138.)
68 print trap.voltage_to_qa(230., 0., 138.)

B.3 Three level system

1 from numpy import linspace, save
2 from qutip import *
3 from scipy.integrate import odeint
4

5 hbar = 1
6

7 # Basis states
8 gs = basis(3,0) # ground state
9 es = basis(3,1) # excited state
10 ms = basis(3,2) # metastable state
11
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12 # Frequencies (units of G1)
13 G1 = 1 # 1/tau
14 b10, b12 = 3/4., 1/4. # branching ratios
15 delta01, delta21 = -2*G1*b12, -1*G1*b10 # detunings
16 R01, R21 = .01*G1, .01*G1 # Rabi frequencies
17

18 # Hamiltonian
19 H = 0.5*hbar*(R01*gs*dag(es) + R01*es*dag(gs) + \
20 -delta01*es*dag(es) + R21*es*dag(ms) + \
21 R21*ms*dag(es) + 2*(delta21 - delta01)*ms*dag(ms))
22

23 # Collapse operators
24 C_op_list = [sqrt(b12*G1)*ms*dag(es), sqrt(b10*G1)*gs*dag(es)]
25

26 # Expectation values to calculate
27 exp_list = [gs*dag(gs), es*dag(es), ms*dag(ms)]
28

29 # Solve
30 psi0 = es
31 t = linspace(0, 10, 1000)
32 out = mesolve(H, psi0, t, C_op_list, exp_list)
33

34 # Rate equation model
35 G10, G12 = G1*b10, G1*b12
36

37 def f(y, t):
38 N0 = y[0]
39 N1 = y[1]
40 N2 = y[2]
41 f0 = -N0*R01 + N1*G10
42 f1 = N0*R01 - N1*(G10 + G12) + N2*R21
43 f2 = -N2*R21 + N1*G12
44 return [f0,f1,f2]
45

46 # Initial conditions
47 y0 = [0, 1, 0]
48

49 # Solve
50 rate_out = odeint(f, y0, t)
51 N = rate_out[:,0], rate_out[:,1], rate_out[:,2]
52

53 # Compare
54 colors = [’b’, ’r’, ’k’]
55 labels = ["Ground", "Excited", "Metastable"]
56 plt.figure()
57 plt.hold(True)
58 for i in range(3):
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59 plt.plot(t, out.expect[i], colors[i]+’-’, label=labels[i])
60 for i in range(3):
61 plt.plot(t, N[i], colors[i]+’--’, label=None)
62 plt.hold(False)
63 plt.legend(loc=’best’)
64 plt.xlabel(r"$t$ $[\Gamma_{2}^{-1}]$")
65 plt.ylabel("Fractional population")
66 plt.show()
67 save("quantum.npy", out.expect)
68 save("rate.npy", N)
69

70 # Higher intensity quantum evolution
71 R01, R21 = 1*G1, 1*G1
72 H = 0.5*hbar*(R01*gs*dag(es) + R01*es*dag(gs) + \
73 -delta01*es*dag(es) + R21*es*dag(ms) + \
74 R21*ms*dag(es) + 2*(delta21 - delta01)*ms*dag(ms))
75 out = mesolve(H, psi0, t, C_op_list, exp_list)
76 plt.figure()
77 plt.hold(True)
78 for i in range(3):
79 plt.plot(t, out.expect[i], colors[i], label=labels[i])
80 plt.hold(False)
81 plt.legend(loc=’best’)
82 plt.xlabel(r"$t$ $[\Gamma_{2}^{-1}]$")
83 plt.ylabel("Fractional population")
84 plt.show()
85 save("quantum2.npy", out.expect)

B.4 Simple ion cooling model

1 """
2 simpcool.py
3

4 A crude model of laser cooling of a single ion in a linear Paul
5 trap. The equation of motion for the ion is given by
6

7 .. math::
8

9 m\ddot{\vec{x}} = \vec{F}_l + \vec{F}_t
10

11 where :math:‘\vec{F}_l‘ is the force due to the laser and
12 :math:‘\vec{F}_t‘ is the confining force of the Paul trap.
13 """
14

15 from numpy import *
16 from numpy.random import uniform, normal
17 from numpy.linalg import norm
18 import scipy.constants
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19 import matplotlib.pyplot as plt
20

21 # Constants
22 hbar = scipy.constants.hbar
23 Ze = scipy.constants.e
24 kB = scipy.constants.k
25

26 # Simulation parameters
27 m = 138*scipy.constants.u
28 Gamma = 2*pi*15e6
29 delta = -2*Gamma
30 k = 2*pi/(493e-9)
31 khat = 1
32 s0 = 2.
33 r0 = 3.18e-3
34 z0 = 25.4e-3/2.
35 kappa = 5e-5
36 Omega = 2*pi*3.0e6
37 V, UEC = 250., 300.
38 A, B = kappa*UEC/z0**2, 2*Ze*V**2/(m*Omega**2*r0**4)
39 wz = sqrt(2*Ze*A/m)
40 fz = wz/2/pi
41 T = 1/fz
42 print ’fz =’, fz/1e3, ’kHz’
43

44 # Forces
45 def F_t(x, t):
46 F = -2*Ze*A*x
47 return F
48

49 def F_l(v, t):
50 delta_ = delta - dot(k*khat, v)
51 F = hbar*k*khat*s0*Gamma/2./(1 + s0 + (2*delta_/Gamma)**2)
52 return F
53

54 # Simulation
55 dt, t_max = 1e-6, 10e-3
56 t = arange(0, t_max, dt)
57 T0 = 298
58 x, v = zeros(len(t)), zeros(len(t))
59 v0 = normal(0, sqrt(kB*T0/m/3.))
60 x0 = normal(0, z0)
61 v[0] = v0
62 x[0] = x0
63 for i in range(1,len(t)):
64 v[i] = v[i-1] + (F_t(x[i-1], t[i]) + F_l(v[i-1], t[i]))*dt/m
65 x[i] = x[i-1] + v[i]*dt
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66 save("trajectory.npy", [x,v])
67 plt.figure()
68 plt.plot(t/1e-3, x/1e-3)

B.5 IonMD

The full code from the ion molecular dynamics simulation (IonMD) is available online at

https://github.com/mivade/IonMD.
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Appendix C

DATA TABLES

This Appendix contains a compilation of data used for estimates and calculations through-

out this thesis as well as miscellaneous data which may occasionally prove useful.
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Figure C.1: Extended Ba+ level structure and wavelengths [228].

Table C.1: Naturally occurring isotopes of barium and their properties. Natural abundances
(NA) are given in percent, masses in amu, and half-lives in years [229, 230].

Isotope Mass NA τ1/2

138 137.905 71.7 —
137 136.906 11.23 —
136 135.905 7.854 —
135 134.905 6.592 —
134 133.905 2.417 —
132 131.905 0.101 > 3 × 1020

130 129.906 0.106 0.5–2.7×1021
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Table C.2: Isotope shifts in MHz for S ↔ P cycling transitions of 13xBa+ relative to 138Ba+

[231].

Isotope 62S 1/2 ↔ 62P1/2 62S 1/2 ↔ 62P3/2

137 271.1(1.7) 279.0(2.6)
136 179.4(1.8) 186.9(2.1)
135 348.6(2.1) 360.7(2.2)
134 222.6(3.0) 233.9(3.7)
132 278.9(4.0) 294.9(4.2)
130 353.3(4.4) 372.3(4.9)

Table C.3: Data on the naturally-occurring isotopes of thorium. 232Th is the primary iso-
tope of Th, with the rest listed existing in only trace amounts [229, 230]. Listed here are
the nuclear spins (I), half-lives (τ1/2) in years (unless otherwise specified), primary decay
modes (DM), decay energies (DE) in MeV, and decay products (DP). Note that the nuclear
spin for 229Th is 3/2 in the metastable isomer state rather than 5/2 listed here for the nuclear
ground state.

Isotope 228 229 230 231 232 234
I 0 5/2 0 5/2 0 0
τ1/2 1.9116 7340 75380 25.5 h 1.405 × 1010 24.1 d
DM α α α β− α β−

DE 5.520 5.168 4.770 0.39 4.083 0.27
DP 224Ra 225Ra 226Ra 231Pa 228Ra 234Pa

Table C.4: Approximate mass to charge ratios in amu of ions relevant to this work.

Ion m/Z
CH+

3 15
SF+

5 127
Ba+ 138
BaH+, BaH+

2 , BaH+
3 139, 140, 141

SF+
6 146

BaC+ 150
BaCH+, BaCH+

2 , BaCH+
3 151, 152, 153

BaO+ 154
BaF+ 157
BaS+ 170
BaCl+ 173 or 175
BaF+

2 176
Th+ 232
Th2+ 116
Th3+ 77.3
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Table C.5: Dissociation energies in eV relevant to this work with uncertainties listed where
available [209].

Bond D0

Ba−H 1.8(2)
Ba−O 5.8(1)
Ba−F 6.08(7)
Ba−Cl 4.52(9)
Ba−Br 3.76(9)
Ba−I 3.32(7)
F−F 1.6
Cl−Cl 2.5
Br−Br 2.0
I−I 1.6
H−F 5.9
H−Cl 4.5
H−Br 3.8
H−I 3.1
S−F 3.55(5)
C−F 5.7
C−Cl 4.1(3)
O−−O 5.165(2)

Table C.6: Ionization energies in eV for atoms and molecules of interest in this work using
data from Refs. [93, 208, 218].

Atom/molecule IE
F 17.4
F2 15.7
Cl 13.0
Cl2 11.5
Br 11.8
Br2 10.5
I 10.5
I2 9.3
SF6 15.3
CH3Cl 11.3
Ba 5.2
BaH 5.2
BaO 6.9
BaF 4.9
BaCl 5.0
BaBr 4.8
BaI 4.7
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Appendix D

STANFORD SR560 REPLACEMENT CIRCUIT

Using techniques such as the Pound-Drever-Hall method to generate error signals for sta-

bilizing lasers typically results in small signals which require amplification and filtering

before being sent to a PID controller for feedback control. A good off the shelf solution for

both filtering and amplification is the Stanford Research Systems SR560 low noise pream-

plifier which features switchable gain and filter cutoffs. The primary disadvantage to this

is the unit cost. To address this issue, a similar circuit was designed and built to be used

as a drop in replacement for the SR560. The preamp circuit was designed by following the

block diagram layout provided by SRS in the SR560 manual [232]. The circuit consists of

four op amps and two RC filtering stages to provide gain of up to 5000 and a rolloff of 12

dB/octave. Care should be taken with grounding the circuit in order to avoid introducing

ground loops.
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Table D.1: Part list for the preamp circuit. The filter resistors and capacitors (R3, C1, R6,
and C2) are unspecified in the schematic since different applications may require different
cutoffs. The values listed below for the RC filter stages result in a cutoff of about 3 kHz,
which was chosen by optimizing error signals in a test setup first with the SR560.

Part Value/Part Number Comment
R1 10k Input amp gain
R2 100k Input amp gain
R3 56k Filter 1 resistor
R4 10k Amp 1 gain
R5 100k Trimpot, Amp 1 gain
R6 56k Filter 2 resistor
R7 10k Amp 2 gain
R8 100k Trimpot, Amp 2 gain
R9 10k Output buffer gain

R10 51k Output buffer gain
C1 1000 pF Filter 1 capacitor, ceramic
C2 1000 pF Filter 2 capacitor, ceramic

C3–C10 100 µF Isolation capacitor, electrolytic
IC1 OP27E Input amplifier
IC2 OP27E Amplification stage 1
IC3 OP27E Amplification stage 2
IC4 OP27E Output buffer amplifier
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Appendix E

BARIUM LASERS

Ba+, being only singly ionized, is both easier to produce and easier to keep around for

long enough to do interesting science with than Th3+. Furthermore, the main transitions

involved (Figure C.1) have large natural linewidths and are all visible, meaning detection

is considerably easier and laser stabilization is less critical. The scheme chosen for laser

cooling and detection relies on the S 1/2 ↔ P1/2 and D3/2 ↔ P1/2 transitions at 493 nm and

650 nm, respectively. Unfortunately, generating light at each of these wavelengths presents

its own unique set of complications. This appendix describes methods to address these

challenges.

E.1 Cold laser housing

The Ba+ P1/2 ↔ D3/2 transition is conveniently located at about 650 nm, which is coinci-

dentally the same wavelength as specified for reading DVDs1 [233]. However, in practice,

most commercially available diodes that are sold as 650 nm laser diodes are typically cen-

tered closer to 655 nm or even longer. In addition to tuning the wavelength in an extended

cavity diode laser setup, it is usually necessary to significantly lower the temperature of

the laser diode in order to reach the transition wavelength for Ba+. As the relationship be-

tween temperature and wavelength for AlGaInP laser diodes is typically on the order of 0.1

nm per degree centigrade, significant cooling is required and so precautions must be taken

against condensation.

To reach low temperatures and combat condensation, several generations of ECDL cold

boxes were constructed. The final, most successful generation is described here. Design

1Unfortunately for Ba+ ion trappers, with the advent of the Blu-ray standard, many 650 nm band laser
diodes are being discontinued by manufacturers, making good, inexpensive 650 nm diodes harder find.
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characteristics were inspired by Refs. [128,234]. An independent design similar to the one

described here can be found in Ref. [235]. The general scheme is as follows: A housing

for the laser diode and its collimation optic are mounted on a 1⁄4” thick aluminum plate.

A grating is epoxied onto an aluminum block cut with a 45 degree angle which is itself

epoxied onto a 1⁄2” mirror mount secured by a screw onto the aluminum cold plate. Strategic

hole placement on the aluminum plate allow it to be screwed into a large aluminum heatsink

with two thermoelectric coolers (TECs) sandwiched in between. The entire housing is then

surrounded with clear acrylic walls which have holes drilled in them for access to the mirror

mount adjustment knobs for coarse tuning of the wavelength and feedback optimization to

the laser diode. A third hole sealed with an AR coated window allows for the beam to exit

the cold box. Electrical connections are made with bulkhead BNC connectors screwed into

the acrylic walls where convenient. Each wall seam is sealed either with electrical tape or

with silicone to serve as a barrier to moisture. The mirror mount access holes are covered

with electrical tape when not in use and the whole assembly is flushed with either nitrogen

or argon gas whenever these holes are exposed2. Prior to sealing the cold box with a lid,

some desiccant is added to absorb any residual moisture not flushed out by the inert gas.

The procedure for getting a 650 nm laser diode on transition is as follows. First, with

the acrylic housing lid removed and the TECs set to near room temperature, the laser diode

is collimated and feedback is optimized using a 2400 lines/mm grating. The wavelength

can be adjusted by turning the horizontal knob of the grating mount, though with most 650

nm diodes, the edge of the gain profile will be several THz away from transition. With

freshly baked desiccant placed in the laser housing, the acrylic lid is replaced and sealed

with silicone adhesive sealant and a low flow of N2 or Ar gas is purged through the housing

for several minutes to flush out atmospheric moisture. The temperature is then lowered a

few degrees and the feedback to the laser diode is adjusted. This step is repeated until the

2It was found that using argon instead of nitrogen prolonged the length of time before needing to open
and clean out the cold box. This was presumably related to argon being heavier than air.
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Figure E.1: An overview of the cold laser housing layout.

laser is near transition. At this point, it is a matter of adjusting the horizontal grating knob

and the temperature until the correct wavelength can be reached with the PZT and current

adjustments.

E.2 Toptica SHG 100 user’s guide

At present, laser diodes which emit at the blue wavelength needed for laser cooling and

fluorescence of Ba+ ions are not readily available3. Instead, the most common technique

for generating 493 nm light is to use a nonlinear optical crystal to double the frequency

using SHG since high power laser diode sources at the fundamental wavelength of 986 nm

are abundant and inexpensive. This section describes how to use and maintain the Toptica

SHG 100 system4. The procedures outlined here have been developed through discussions

with colleagues and Toptica service personnel.

3A few manufacturers are no producing laser diodes centered at 488 nm which could presumably be
heated enough to reach 493 nm. However, these diodes are extremely expensive compared to near infrared
laser diodes, and since heating a diode decreases its lifetime, a SHG setup remains much more financially
practical.

4Toptica has long since upgraded their standard second harmonic generation system to the SHG 110.
The principles of operation are mostly the same, the main differences between the two models being various
system improvements in the SHG 110.
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Figure E.2: The layout of the SHG cavity optics. Incoming light at 986 nm is injected into
a bow tie cavity using the incoupling mirrors M1 and M2. Placed between cavity mirrors
M4 and M5 is a KNbO3 crystal which doubles the frequency of the fundamental beam in
order to generate the 493 nm light required for fluorescence and laser cooling of Ba+.

E.2.1 Aligning the Cavity

See Figure E.2 for mirror labels. Caution: In order to prevent damage to the KNbO3

crystal, its temperature must not change too rapidly. If the crystal is being removed or

replaced, the temperature set point must be gradually adjusted to room temperature. The

SHG-100 manual recommends temperature adjustments no more quickly than about 1◦C

per minute. In practice, a good rule of thumb is toadjust by 0.1◦ at a time and then wait for

thermal equilibrium to be reached before making further adjustments.

E.2.1.1 Initial alignment

1. Make sure the crystal mount is secured near the left-most possible position when

facing the direction of propagation through the KNbO3 crystal.

2. With M6 removed, use the incoupling mirrors (M1 and M2) to center the pump beam

on the cavity mirror M3.
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3. Adjust M3 to center the fundamental beam on M4.

4. With M5 removed, adjust M4 and the crystal position such that the pump beam passes

through the KNbO3 crystal and is centered on the output lens L1.

5. Replace M5 and adjust it to center the pump beam on M6.

6. Adjust M6 so that the reflected beam overlaps with the incoming beam. Cavity modes

should now be detected on the photodiode behind M4.

7. Maximize the cavity signal with M6.

E.2.1.2 Peaking up the alignment

Following initial cavity alignment, many higher order cavity modes will be present. These

extraneous modes must be suppressed for maximum power at the doubled wavelength. The

next step is fine tuning to maximize transmission of the TEM00 mode.

1. Pick an axis (horizontal or vertical).

2. Adjust the alignment of M4 and M5 on the chosen axis.

3. Adjust the alignment of M5 and M6 on the chosen axis.

4. Adjust the alignment of M6 and M3 on the chosen axis.

5. Adjust the alignment of M3 and M4 on the chosen axis.

6. Adjust the incoupling mirrors M1 and M2 until the mode suppression is optimized.

7. Switch to the other axis and repeat the procedure until higher order modes are sup-

pressed.
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E.2.2 Locking the cavity

Once the cavity signal is peaked up, adjust M7 such that the beam hits the center of detector

D1. This is most easily done by first coarse tuning by loosening the bolt holding the mirror

in place and then fine tuning with the adjustment knobs of M7. Depending on the total

amount of power, it may be necessary to slightly attenuate the light hitting D1 with a piece

of thin paper.

The error signal is adjusted with the Pound-Drever-Hall module (PDD-110). At the

time of this writing, the settings are:

• Amplitude: 1

• Gain: 1.5

• Phase: 4

These settings, with a signal level of about 3 V, results in an error signal with peak to

peak voltage of about 80 mV. To lock the cavity using the PID-110 module, first turn the

monitor knob to min int (minimum intensity) and verify the cavity signal is above this

level. Turn monitor back to err and center the error signal using the set point trimpot.

Zero the P, I, and D trimpots and set the overall gain to the midpoint of its range. The sign

should be adjusted appropriatley for the error signal you have (pos for a falling edge and

neg for a rising edge). Attempt to lock the cavity by turning the reg switch on and the mod

in switch off. The I, P, and D trimpots should then be adjusted respectively to get a good

lock. While the cavity is locked, the set point should be tweaked to maximize output power

(while still retaining a good lock signal).

E.2.3 Maximizing doubled power

The first step in maximizing the blue power is phase matching the crystal. This is done

by slowly adjusting the temperature. With the cavity locked, place a power meter after the
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cavity output5. Slowly adjust the temperature until the power is maximized. To maintain

output power, the procedure of Section E.2.1.2 should be repeated, but with using a power

meter on the doubled light instead of monitoring the signal from the photodiode behind

M4. Oftentimes, it is only necessary to tweak cavity mirrors M5 and M6 and the incoupling

mirrors M1 and M2 to peak up the power. From time to time, the cavity mirrors should be

cleaned with acetone to maintain good coupling of the fundamental light into the cavity.

5Although the peaks detected on the detector behind M4 could in principle be used for maximizing power,
the detector surface area is too small to use as a reliable power meter.
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Appendix F

APD QUANTUM EFFICIENCY

Silicon APDs with single photon resolution can exhibit very low noise and high quantum

efficiency. For the APD used for the measurements in Chapter 5, the manufacturer quotes

a photon detection efficiency of between 55 and 70% for 650 nm light. In order to measure

the actual efficiency at a given wavelength, the following procedure is used for fiber coupled

APDs. This procedure assumes general familiarity in using APDs and getting them setup

properly.

1. Set up a half-wave plate and a polarizing beamsplitter cube (PBS) where convenient

along the optical path of a laser at the wavelength of interest.

2. Picking either the s- or p-polarized beam after the PBS and orienting the half-wave

plate such that the power in the chosen polarization is maximized, fiber couple light

into a single mode fiber and measure the transmitted power using a well-calibrated

optical power meter.

3. Fix a neutral density filter of OD4 or greater to the fiber coupler input and measure

the attenuated power. The precise attenuation of the ND filter is now known.

4. Removing the ND filter, decrease the amount of light reaching the power meter until

it reads just above background.

5. Replace the ND filter. Remove the fiber from the power meter and connect it to the

APD.

6. Power the APD and measure the number of counts per some unit time ∆t.
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With knowledge of the precise attenuation, the optical power incident on the detector is

well known and related to the number of photons Nγ by

P =
E
∆t

=
Nγhc
λ∆t

. (F.1)

The expected Nγ can then be compared to the measured number of photons in order to

determine the actual quantum efficiency at the wavelength λ.
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