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SUMMARY 

 

The objective of this thesis is to propose guidelines for advanced operation, 

control, and protection of the restructured distribution system by designing the 

architecture and functionality for autonomous operation of the distribution system with 

DGs. The proposed architecture consists of (1) autonomous state estimation and (2) 

applications that enable autonomous operation; in particular, three applications are 

discussed: setting-less component protection, instant-by-instant management, and short-

term operational planning. Key elements of the proposed approach have been verified: 

(1) the proposed autonomous state estimation has been experimentally tested using 

laboratory test systems and (2) the feasibility of the setting-less component protection has 

been tested with numerical simulations. 

The recent trends in distribution systems are increasing penetration of DGs most 

of which are based on renewable energy resources such as the solar or wind energy, and 

introduction of power-electronics-interfaced devices to the grid. These trends will 

eventually restructure the distribution system. In the restructured distribution system, new 

grid problems have emerged in terms of (1) protection gaps, (2) operation and control of 

DGs, and (3) need for short-term operational planning. Traditional protection schemes 

may lead to misoperation and difficulty in coordinating the protection of an active 

distribution system with inverter-interfaced DGs. The operational characteristics of DGs 

are controlled by renewable energy resources and change moment by moment as weather 

conditions change. Moreover, these systems are non-dispatchable DGs and are based on 

intermittent energy resources. It is difficult to forecast and schedule the operation of these 



 

xxii 

resources in the long term, so short-term operational planning is more suitable for the 

restructured distribution system. 

The most efficient way to solve these new grid problems is by autonomous and 

decentralized operation. In fact, the autonomous operation is primarily based on the real-

time operating conditions, which are typically computed by state estimation. However, 

traditional state estimation, which is based on balanced operation, symmetric system 

structure, and relatively fixed system topology, is not applicable to the restructured 

distribution system, which is dynamic and unpredictable. Therefore, this thesis proposes 

an autonomous state estimation that can compute accurate and real-time operating 

conditions of the dynamically changing system, eventually providing the capability to 

detect the continuous changing of system topology and achieve the concept of plug-and-

play. The proposed implementation of the autonomous state estimation requires the three 

types of data: (1) connectivity, (2) device models, and (3) measurements. The 

connectivity indicates buses/nodes where the device is connected, and the device model 

is mathematical equations that represent physical characteristics of a device. 

Measurements are numeric values obtained by meters; the three sets of data can be 

collected and sent to the local DMS by UMPCUs or various data-acquisition units 

through the data-communication system. The state estimation needs only these three 

types of data to compute the best estimate of state variables and the best estimate of each 

device model; collecting all validated real-time models yields the entire system model of 

the distribution system. It is important to note that the autonomous state estimation is 

based on the well-known weighted-least-squares method. The data and models are 

validated by computing the confidence level, which quantifies the goodness of fit of 



 

xxiii 

models to measurements. If the confidence level is low, then it can be concluded that 

there exist any bad data. In this case, bad-data-identification methods are applied to 

identify the bad data and remove them from the measurement set. 

The proposed autonomous state estimation enables autonomous operations of the 

distribution system for three different operational time frames: (1) setting-less component 

protection, (2) instant-by-instant management, and (3) short-term operational planning. 

The setting-less component protection, the instant-by-instant management, and the short-

term operational planning should be operated every few cycles, every few seconds, and 

every few minutes, respectively. First, the setting-less component protection is an 

innovative protection method that is based on dynamic state estimation, which uses real-

time measurements and the component dynamic model. The dynamic state estimation 

provides the confidence level that an internal fault has occurred or not. Second, the 

validated model and measurements from the autonomous state estimation can be used for 

the instant-by-instant management of DGs; for example, DGs can be controlled to pull 

out maximum available power from renewable energy resources (e.g., the solar or wind 

energy) under variable environmental conditions (e.g., solar irradiation, temperature, 

wind speed, and wind direction). Last but not least, the proposed autonomous state 

estimation can facilitate the short-term operational planning by providing the real-time 

operating conditions of non-dispatchable DGs that are changing with environmental 

conditions, which is followed by solving various optimization problems (e.g., economic 

or environmental dispatch) that determine the reference operating points of dispatchable 

DGs. 
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Finally, this thesis describes experimental tests to verify the feasibility of the 

proposed autonomous state estimation with two laboratory setups: (1) the scaled-down 

power system in the PSCAL at the Georgia Institute of Technology, and (2) the smart 

grid energy system in NEC Laboratories America, Inc. In addition, the proposed setting-

less component protection has been validated with numerical experiments performed on 

three-phase, two-winding, variable-tap, and saturable-core transformers. The results of 

the laboratory tests and the numerical experiments are described in this thesis. 
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CHAPTER 1 

INTRODUCTION AND OBJECTIVES OF RESEARCH 

 

1.1 Problem Statement 

New technologies aiming to create a smarter power grid have naturally resulted in 

more sensors, communications, management tools, and controls. This trend naturally 

focuses among others on distribution systems and integration of renewable energy 

resources, possible storages, and various architectures. For example, anticipated eco-

friendly and highly efficient PHEVs are expected to have substantial impact on the 

distribution system as they represent additional loads to the system and possibility of 

serving as distributed resources to the system. Charging of PHEVs can result in 

overloading of distribution transformers, which eventually decreases the expected life of 

the transformer [1], and PHEVs can also operate as reactive power sources or as real 

power sources in case of need. 

Therefore, the distribution system with new technologies and DGs requires an 

advanced operation and control scheme that can solve various grid problems in an 

efficient, economic, reliable, stable, and secure way. For example, in a situation where 

power supply from DGs and power demands of PHEVs are changing every moment, 

economic dispatch, which finds least-cost dispatch of available generation resources, can 

be solved more efficiently and rapidly by an autonomous local distribution system than 

by a centralized control center because the local system has low time latency taken in 

data communication and computation. Then, the local distribution system can make their 

own decisions according to properly designed strategies and operational goals. 

Indeed, the distributed and autonomous operation of the distribution system is 

fundamentally based on the real-time operating conditions of the system, which can be 
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obtained by processing measurement data from field sensors. Such computational process 

is referred to as state estimation. However, conventional centralized state estimation is 

not suitable for the restructured distribution system because of uncertainties that result 

from the intermittent operation of DGs and from irregular scheduling of PHEVs or 

batteries. Accordingly, it is recommended to implement state estimation in an 

autonomous manner. In other words, the local distribution system collects all available 

information from all electric components in the local territory and then extracts local 

operating conditions. This estimation process is referred to as autonomous state 

estimation. Finally, the local distribution system can use these computed operating 

conditions for its autonomous operation, eventually solving various grid problems. 

1.2 Objectives of Research 

The objective of this research work is to design the architecture and functionality 

for autonomous operation of distribution systems with DGs, which consists of (1) 

autonomous state estimation and (2) applications that enables autonomous operation from 

the three points of view: setting-less component protection, instant-by-instant 

management, and short-term operational planning. The next step is to verify the proposed 

approach; (1) experimental tests of the proposed autonomous state estimation using 

laboratory test systems and (2) feasibility study of the setting-less component protection 

with numerical simulation. 

The proposed autonomous state estimation can obtain real-time operating 

conditions in the changeable and unpredictable distribution system. The autonomous state 

estimation is a method that automatically identifies network topology of the distribution 

system, and it can extract operating conditions of the system in real time while system 

topology, resources, and loads may be continuously changing. Accordingly, this method 

is capable of providing the infrastructure for plug-and-play capability, which enables 

hundreds of smart devices to easily connect to and interact with grid; the DMS would 
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automatically detect the newly plugged-in smart devices and incorporate them into the 

real-time model of the system. 

The implementation of proposed autonomous state estimation requires that each 

monitoring device streams three sets of data to the DMS: (1) connectivity, (2) the device 

model, and (3) measurements. First and foremost, connectivity data refer to buses/nodes 

to which a device is connected. Next, device model data represent the mathematical 

model of a device. Finally, measurement data are numerical values of physical quantities, 

such as voltages, currents, flux, and speed as appropriate for a specific device. Indeed, 

typical IEDs can be programmed to provide these three sets of data. In particular, this 

research work proposes a specific architecture of an IED that is named a UMPCU. The 

UMPCU is similar to the merging unit with the additional capability to provide 

connectivity data and model data, executing control commands received from the DMS. 

As a result, UMPCUs should be connected to high-speed communication infrastructure 

that supports interoperability among multi-vendor devices. 

Based on real-time operating conditions computed from autonomous state 

estimation, this research work proposes autonomous operation, control, and protection of 

the restructured distribution system. First, an adaptive component protection scheme is 

proposed, for high penetration of DGs can cause bi-directional power flow and small 

fault currents, which may lead to misoperation in traditional protection coordination. 

Second, the local DMS should be able to control non-dispatchable DGs, which are based 

on the renewable energy resources such as solar or wind energy, to operate at maximum 

available power in any conditions. Finally, while these non-dispatchable generation units 

produce maximum power, short-term operational planning can provide optimum 

operating points for dispatchable DGs. 

1.3 Thesis Outline 

The remaining of the document is organized as follows: 
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Chapter 2 presents the literature review and background relevant to the origin and 

history of the topic. This chapter describes the history of the restructured distribution 

system and newly emerging grid problems, the real-time monitoring system and 

communication, and state estimation in power systems. 

Chapter 3 presents basic concept of autonomous state estimation and its 

fundamental requirements. The detailed algorithm of the autonomous state estimation is 

also presented. 

Chapter 4 describes how to apply autonomous state estimation to autonomous 

operation of the distribution system with DGs. This chapter explains three approaches of 

the autonomous operation: (1) setting-less component protection, (2) instant-by-instant 

management, and (3) short-term operational planning. 

Chapter 5 presents laboratory demonstrations of the proposed autonomous state 

estimation with actual test systems. For this purpose, two laboratory setups are tested: (1) 

the scaled-down power system in the PSCAL at the Georgia Institute of Technology and 

(2) the smart grid energy system in NEC Laboratories America, Inc. 

Chapter 6 presents the feasibility study of the setting-less component protection 

scheme with three-phase, two-winding, variable-tap, and saturable-core transformers. 

Finally, Chapter 7 concludes this research work and presents remaining tasks to 

be completed in future. 

There are three appendices at the end of this dissertation. 

Appendix A presents two innovative methods for deriving the device model: (1) 

the quadratic integration method and (2) model quadratization. 

Appendix B describes how to model the PV array in the standard form of device 

models. 

Appendix C presents the component dynamic model of the three-phase, two-

winding, variable-tap, and saturable-core transformer, which is used for the setting-less 

component protection scheme. 
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CHAPTER 2 

LITERATURE REVIEW AND BACKGROUND INFORMATION 

 

2.1 Overview 

The ultimate goal of this work is to design architecture and functionality for 

autonomous operation of the distribution system with DGs by introducing a new concept 

of state estimation. Therefore, this research work is fundamentally based on the following 

background: 

• The restructured distribution system and newly emerging grid problems, 

• The real-time monitoring system and communication, 

• State estimation in power systems. 

This chapter presents the origin and history of the above topics based on literature 

survey. 

2.2 Evolution of the Electric Distribution System 

Since the first centralized power generation and its distribution system were 

implemented in Edison's historic Pearl Street Station in New York City, the electric power 

system had evolved in terms of their size and hierarchical structure, and the design of the 

modern power system was established in the 1950s; the three-phase AC system, the high-

voltage power delivery system, and the radial network topology of the distribution system 

[2], [3]. This hierarchical and passive system architecture has predominated in electric 

power industries until today during almost 50 years. 

In the last decade, however, the traditional power system has been restructured by 

new end-use devices, availability of renewable energy resources, emerging technology 

such as IT and power-electronics-interfaced technology, and service requirements in 

terms of reliability and power quality. This restructuring trend has been focused initially 
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on the distribution system near the customer side, and thus, various research groups have 

created new concepts for the restructured distribution system; (1) the intelligrid, (2) the 

microgrid, and (3) Smart Grid. 

• Intelligrid: the intelligrid, which was initiated by the EPRI affiliates, refers to 

technical architecture that integrates the electric industry with the communication 

system and computer control [4-7]. The ultimate goal of the intelligrid is to 

develop advanced applications, automated systems, and integrated systems, which 

eventually help to manage the power grid in a more efficient and reliable fashion. 

In fact, for the interface between power systems and customers through 

communication infrastructure, the intelligrid initiative proposes the Consumer 

Portal [8], [9], which provides more advanced services to customers including 

demand response, real-time pricing, theft detection, energy management, outage 

detection, the DER interface and control, and remote disconnect. 

• Microgrid: in an attempt to meet the increasing need for the use of renewable 

energy resources (e.g., the wind or solar energy), which increases energy 

efficiency and reduces pollution and green gas emissions, the installation of DGs 

has been recommended inside or near the distribution system [10]. For the 

purpose of the full utilization of DGs, the microgrid concept, which combines a 

cluster of loads and DGs to form a single controllable system, has been introduced 

[11-13]. One of the most important functions of the microgrid is the islanding 

mode, which isolates the microgrid from the main grid during disturbance to 

secure the microgrid from power outage or damage. Indeed, for the purpose of 

fast response to transients that come from islanding or re-connecting, DGs should 

be controlled without data communication between the DMS and the DGs. With 

respect to energy efficiency, however, the microgrid also requires the data 

communication [14-16]; for example, centralized control based on data 
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communications can discriminate critical and non-critical loads to perform 

automated load shedding. 

• Smart Grid: in the modern distribution system, highly interconnected and aging 

power grids are too sensitive to small changes, and thus, various grid problems 

occur in aspects of stability, reliability, and efficiency. For example, in case of the 

2003 blackout of the northeastern United States and the southeastern Canada, the 

localized disturbance caused the cascade failures of the entire power grid, making 

50 million people out of power and costing 6 billion dollars [17]. In an attempt to 

provide solution to the modern grid problems, the academia, industry, and 

government pay attention to the concept of Smart Grid [17-20], which aims for 

the self-healing, economical, and cleaner grid by means of digital technology, IT, 

and communication systems. Therefore, Smart Grid can fully utilize the 

information data of the grid, thereby making it possible to perform various 

applications such as demand response, real-time pricing, peak-load reduction, 

volt/var control, automation, power quality, and cyber security. Furthermore, all 

these applications of Smart Grid, including existing and emerging technologies, 

can be integrated to make significant synergy effects in solving present grid 

problems. 

The common and main interests of the intelligrid, the microgrid, and Smart Grid 

lie in the distribution system, and they encourage customer-side participation in grid 

operation and control using real-time operational data through the communication 

network. Moreover, in the new grid concepts, DGs based on renewable energy resources 

are recommended to be located near the distribution system to enhance network stability 

and reliability, grid efficiency, and power quality. The main reason for increasing concern 

about the distribution system is that in situations where the demand is increasing 

continuously and where distribution assets (e.g., electric lines, distribution transformers, 

and protective equipment) are aging, the solution approach from the distribution side is 
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more achievable and effective than that from the centralized generation or the 

transmission side. 

Ironically, the new approaches (e.g., the intelligrid, the microgrid, and Smart Grid) 

to solve grid problems make the distribution system more complex and unpredictable. 

Indeed, the use of DGs and residential power generations enables customers to generate 

electric power and then to deliver it back to the grid. Thus, the operation and control of 

this bidirectional power flow requires the two-way metering system, rewarding policies, 

and new contracts. Moreover, according to the vehicle-to-grid concept, the clusters of 

PHEVs can act not only as power demands but as supply-side resources [21-23], and 

therefore, grid operators or electric utilities need to establish deliberate operating 

strategies and policies. 

The following sub-sections deal with three grid problems that are newly emerging 

in the restructured distribution system: (1) protection gaps in the distribution system, (2) 

operation and control of DGs, and (3) need for short-term operational planning. 

2.2.1 Protection Gaps in the Distribution System 

In the electric power industry, power system protection is one of the most 

important areas because faults in the power system not only cause power outages that 

make millions of people out of power service but damage power components by flowing 

huge fault currents [24]. As the scale of the power system become massive, cascading 

outages occur over the wide area of the system, causing significant economical loss. 

For example, the transformer is one of the most essential components in the 

power system, for it increases the efficiency of power transmission by stepping up or 

down the voltage level. However, once a transformer breaks down, high fault current that 

is generated from the transformer can overwhelm the entire power system, seriously 

damaging other devices. Therefore, from the perspective of power system protection, 
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Figure 2.2: Differential relay scheme. 

Like the overcurrent relay and the differential relay aforementioned, the 

traditional schemes of transformer protection have been based on monitoring a specific 

quantity or quantities (currents and voltages) and acting when the quantity or quantities 

enter a specific area. However, this approach has limitations because a specific quantity 

or quantities do not always represent the condition (i.e., health) of the component under 

protection. For example, when a transformer is energized, the inrush current can flow 

through windings. Although such flow is the normal operation of the transformers, the 

overcurrent relay can mistake the high inrush current for the fault current [25]. This kind 

of relay misoperation can also occur in the differential relay because of the high inrush 

current that appears on the operating coil. 

False relay operations have been major challenges in transformer protection, and 

thus, many protection algorithms [25-27] that increase security have been developed; 

examples of such algorithms are time-delay settings in the differential relay, the 

desensitization of relays during the inrush condition, the consideration of voltages, the 

harmonic-restraint method, waveform-shape identification, and the dwell-time method. 
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Nevertheless, these algorithms are insecure because they sometimes fail to identify the 

inrush current because of improper relay settings. Moreover, the algorithms sometimes 

compromise dependability or speed according to relay settings. 

Moreover, traditional protection methods based on large fault currents could be 

more severe in the restructured distribution system with a number of inverter-interfaced 

DGs. Unlike conventional rotating generation units, which generate extremely high fault 

currents when short circuit occurs, inverter fault currents are typically limited by silicon 

devices, thus generating about twice rated currents [28-32]. Especially, this relatively low 

fault current of inverters could be critical when the distribution system operates in the 

islanded mode because the traditional overcurrent relay may not operate even in the event 

of short circuit. Therefore, this protection gap requires a new protection scheme that can 

detect the low fault current. There were several researches to solve this protection gap 

[30], [32], but they require relay settings and coordination between relays. In addition, 

when it comes to dynamically changing network topology, the settings and coordination 

is no longer applicable. In conclusion, new philosophy of protection that is more adaptive 

than traditional protection methods is required. 

2.2.2 Operation and Control of DGs 

With increasing concerns about energy consumption and sustainable energy, DGs 

such as PV arrays, wind farms, fuel cells, and micro-turbines have drawn global interest. 

Typically, the small-scale DGs are interconnected with main power grid at lower voltages 

in the distribution system, bringing many advantages: 

• High energy efficiency: in general, DGs based on renewable energy resources can 

be located close to demands, thus minimizing power loss in the transmission 

system. Additionally, combined heat and power can increase energy efficiency by 

using heat emitted by the power plant. 
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• Reduced emissions: unlike traditional fossil fuels, renewable energy resources can 

reduce the emission of green house gas such as carbon dioxide, sulfur dioxide, 

and nitrogen oxides. 

• Uninterruptible power supply: high penetration of DGs to the grid enables the 

islanding operation, where the DGs can autonomously support the local power 

demands, ensuring reliable power supply to critical loads, where interruptible 

service is unacceptable (e.g., hospitals or traffic signals). 

• Reduced investment: demand-side installation can save the investment for 

building the transmission and distribution system. 

Although DGs have numerous advantages as previously mentioned, their 

operations are not always optimized. In fact, the amount of daily energy production from 

DGs varies with several environmental conditions such as the intensity and duration of 

insolation; the wind's speed, direction, and duration; and temperature. Furthermore, grid 

disturbances such as voltage drops or faults can severely affect the operation of DGs. For 

example, DFIG-based wind turbines can experience overcurrents in the rotor windings 

because of the voltage dip in the grid. Accordingly, the well-designed and effective 

scheme for the operation, control, and protection of the grid is required to maximize the 

utilization of DGs. Such operation and control scheme should be able to pull out 

maximum power from distributed energy resources even during the constant variation of 

environmental conditions. Moreover, the protection scheme should guarantee reliable 

operation of DGs by minimizing the effect of the grid disturbance on the DGs. 

It is necessary to note that the operation, control, and protection scheme depends 

on plant-specific characteristics (i.e., the type of energy resources). For instance, the PV 

cell has nonlinear characteristics between the operating voltage and current as shown in 

Figure 2.3, and there is a maximum power point that generates maximum available power 

from the solar energy as depicted in Figure 2.4. Note that in Figure 2.3 and Figure 2.4, 
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the subscript mp, sc, and oc represent maximum power, short circuit, and open circuit, 

respectively. 

 

Figure 2.3: I-V characteristics of a PV cell. 

 

Figure 2.4: P-V characteristics of a PV cell. 

The nonlinear I-V curve, however, is severely affected not only by the 

temperature of PV cells but also by solar irradiation. This behavior can be explained by 

experimental data shown in Figure 2.5 and Figure 2.6. Therefore, to pull out the 

maximum power from the PV generation, the control system should be able to track the 
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maximum power point every moment and control the PV system to operate at the 

maximum power point. 

 
Figure 2.5: I-V curves from experimental data at different temperatures  [33]. 

 

Figure 2.6: I-V curves from experimental data at different irradiations [33]. 
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As another example, the wind turbine generator also has its own specific 

characteristics. As illustrated in Figure 2.7, the optimal mechanical speed (i.e., generator 

speed) that pulls out the maximum available power from the wind energy depends 

primarily on the wind speed. For example, DFIG-based wind turbine can track the 

optimal speed by controlling the generator speed within its speed limit, which is shown in 

Figure 2.7 with a red line. 

 
Figure 2.7: MPPT of the DFIG-based wind turbine [34]. 

As discussed so far, each DG requires its own optimized scheme of management 

(i.e., operation, control, and protection) that takes into account the plant-specific 

characteristics of distributed energy resources. With the increasing penetration of DGs in 

distribution systems, the most efficient and economic way to manage the DGs is by 

distributed and autonomous operation and control because it is almost impossible for the 

central control center to manage all DGs, which are dispersed over the wide area. In other 

words, local entities (i.e., local distribution systems) have the right and duty to manage 

their local DGs based on local information. As a result, operation, control, and protection 
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scheme of DGs can be determined inside the local boundary without knowing the entire 

system. 

2.2.3 Need for Short-term Operational Planning 

Operational planning, one of the most essential and complex processes in the 

electric power system, aims at energy balance between electricity supply and demand at 

any moment of time, and therefore, it requires deliberate scheduling and adequate 

dispatch. While the scheduling is a process that determines the amount of power that will 

be produced by each generation unit in future to meet forecasted power demand, the 

dispatch is a mechanism that calibrates balance between power supply and demand every 

second based on the reference values of active and reactive power determined by the 

scheduling. Actually, with the advent of the deregulated energy market, in which utility 

customers such as grid operators can choose whether to buy power from existing utilities 

or to use DGs inside the grid, utilities bid and sell their output power to grid operators, 

and thus, operators require an optimization that minimizes the total operating cost from 

the economic point of view. This optimization eventually determines the scheduling of 

the hourly energy production of each generation unit and the amount of power that is 

imported from or exported to the main grid. 

In general, operational planning can be divided into three parts: short-, medium-, 

and long-term based on the time period that the scheduling takes into account in 

anticipating power supply and demand. Normally, while long-term planning deals with 

from one year to one month, short-term planning does from one week to one day. When it 

comes to the distribution system with high penetration of DGs, the time scope of short-

term operational planning is becoming shorter and shorter (e.g., 15 minutes). This near-

real-time span is due to time-variant characteristics of DGs. For example, the instant 

variance of environmental conditions (e.g., solar irradiation, the wind speed, and the wind 

direction) affects maximum power availability by changing operating points of DGs. 
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Moreover, the need for the shorter time scope of operational planning arises from the 

increased uncertainty of power demand such as the intermittent charging of multiple 

PHEVs. 

In the end, to achieve such short-term (i.e., near-real-time) operational planning, 

operation should be localized and autonomous because autonomous planning in the 

localized distribution system is more rapid, efficient, and economic than the centralized 

one, which covers operation of the entire system. Indeed, grid operators in the local 

distribution system may pay attention to the scheduling and dispatch inside their own 

local territories. In other words, based on the energy price that utilities bid, autonomous 

operational planning determines the hourly energy production of each generation unit that 

resides inside the local distribution system and the amount of power that will be imported 

from or exported to the main grid; this transaction between the local distribution system 

and the main grid can save the operating cost of the local system, guaranteeing reliable 

operation of the system. 

The following sub-sections describe the general operating cost of generation units 

and formulation of the economic-dispatch problem. 

2.2.3.1 Operating Cost of the Generation Unit 

Given a set of generating units and the electric load, economic dispatch calculates 

schedules of the generation units that will minimize the overall operating cost while 

satisfying the power balance among electric loads, losses, power that is exported to or 

imported from the main grid, and power generated by DGs. The total operating cost can 

be computed by summing the operating costs (i.e., generating costs) of all the units as 

follows: 
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where Pgi is the real power output of the unit i, fi(Pgi) is the production cost of unit i 

operating at power Pgi, and n is the number of units committed for production. Note that 

ultimate goal of economic dispatch is to minimize the total operating cost, C. 

For example, in case of a thermal power plant, the operating cost of a unit, fi(Pgi), 

is represented approximately by a quadratic function in terms of Pgi as follows: 

 )/($)( 2 hrPcPbaPf giigiiigii ++= , (2.2) 

where ai, bi, and ci are the coefficients and can be estimated from measurements of real 

power outputs. 

2.2.3.2 Optimization Problem of Economic Dispatch 

The generation scheduling problem for economic dispatch is formulated as an 

optimization problem that is stated as minimization of the total operating cost while 

meeting constraints. To formulate mathematical equations, typically, the optimal power 

flow method is used. In this method, variables in the power flow equations are divided 

into control variables, u, and state variables, x. The solution of an optimization problem 

determines the control variables, which are, then, provided to each DG controller as 

optimal reference of power generation. Mathematically, the optimization problem can be 

stated as follows [35]: 
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u is the vector of the output powers of generating units that are controllable; F(u) is the 

function of total operating cost; x is the vector of system states; ui,min is the minimum 

available power of the i-th generation unit; ui,max is the maximum available power of the 

i-th generation unit; n is the number of generation units; equation (2.4) is the equality 

constraints such as power flow equations; and equation (2.5) is the inequality constraints 

such as voltage constraints, circuit flow constraints, and network constraints. 

In a restructured distribution system that has multi-operational models such as 

normal operation or islanded one, the objective function and constraints are varying with 

its mode. In fact, some operational modes such as the islanded or grid-assistant mode 

happen accidentally, and thus, the objective function and constraints should be updated in 

accordance with change of the operation mode [36]. In this sense, short-term operational 

planning is more recommendable than medium- or long-term one in the restructured 

distribution system with multi-operational modes. 

2.3 Real-time Monitoring System and Communication 

Operation, control, and protection of the highly interconnected power system 

primarily depend on the real-time monitoring system that can generate real-time 

operating conditions of the system. For example, independent system operators keep 

monitoring operating conditions such as power flow over the generation and transmission 

system to balance electricity supply and demand. Additionally, in the substation, 

protective relays continuously monitor voltages and currents at a high sampling rate to 

detect fault currents and operate protective devices (e.g., circuit breakers) as soon as 

possible. Moreover, the real-time monitoring system can be useful in terms of asset 

management, for the asset management system can estimate loss of life of assets such as 

transformers or circuit breakers based on real-time measurement data. 

In fact, the data communication system plays an essential role in facilitating the 

real-time monitoring system. High-speed and reliable data transmission enables rapid 
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collection of a large amount of data, contributing to timely decision making. However, 

the monitoring system at the early stage used low-speed communication media such as 

RS-232 standard, thus suffering from high time latency taken in data collection and 

process. Moreover, communication standards that were initially used in the electric power 

industry were non-unified and vendor-specific, and therefore, the additional cost was 

incurred for the monitoring system to communicate through various standards. In 

addition, performance of old-fashioned computers was too poor to be utilized in analysis 

of the highly interconnected and complex power system. 

In an attempt to improve the real-time monitoring system, various high 

technologies have been adapted, and new standards have been established. First of all, 

development of high-performance micro-processors and a large-size memory drastically 

reduces the time to compute the solution regardless of complexity and size of the system, 

enabling a single device to perform multi-functions including monitoring, protection, and 

control. In addition to high-performance micro-processors, the IP network protocol, the 

Ethernet standard, and the LAN technology, which have been mostly used in the area of 

computer networks, have brought tremendous benefits to data communication in the 

electric power industry [37], [38]; faster data integration, fewer communication lines, and 

the WAN technology. Recently, unified communication standards such as IEC61850 [39] 

and IEEE C37.118 [40] provide interoperability between multi-vendor devices, 

minimizing or eliminating the use of protocol converters. 

With the advent of cutting-edge technologies, the real-time monitoring system 

begins to be applied to the electric power industry. For example, the SCADA system [41-

43] is a centralized management system that can monitor and control the power system. 

The SCADA system consists of a master station and a number of RTUs, which are 

usually located in the substation, communicating with the master station in the control 

center. In general, the RTUs collect measurement data of the substation using sensors 

(e.g., ammeters, voltmeters, speedometers, and flow meter) and send them to the master 



 

21 

station at a high refreshing rate so that the master station can monitor the overall power 

system on a real-time basis. As a result, the master station can keep aware of operating 

conditions of power systems under monitoring, which can be displayed graphically via 

the human machine interface. The final stage of SCADA system is the centralized control 

scheme; the master station sends command signals to RTUs to control power equipment 

such as circuit breakers, switches, tap changers, valves, motors, and actuators.  

In the meantime, advances in the communication system inspire development of 

the WAMS for situational awareness of the interconnected power system over the wide 

areas. The WAMS has been successfully implemented in the western interconnection of 

the power system of North America over three decades, and then, the 2003 blackout in 

the eastern interconnection of North America highlights the urgent need for the 

deployment of the WAMS [44]. The main advantages of the WAMS are the synchronized 

phase measurement using the GPS and phasor-data concentration through phasor data 

concentrators, which can provide accurate measurements based on time synchronism. 

Moreover, while the measurement interval of SCADA is between 1s and 10s, that of the 

WAMS is less than 200ms, and therefore, the WAMS is more suitable for the real-time 

control system. Finally, the WAMS provides numerous benefits for reliable power system 

operation; voltage and frequency stability, power oscillation, and temperature monitoring 

of transmission lines [45]. 

Unlike the substation and the widely interconnected power system, structure of 

the traditional distribution system was simply radial, passive, and hierarchical. Therefore, 

the data communication system and the DMS are still in their infancy. For example, only 

passive protective devices such as reclosers, sectionalizers, and fuses, which can operate 

without communication in case of fault conditions, are installed. However, with emerging 

grid concepts such as the intelligrid, the microgrid, and Smart Grid, the new power-

electronics-interfaced devices (e.g., PHEVs and DGs) and various smart meters begin to 

be introduced in the distribution system, which, as a result, becomes more meshed, active, 
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and bidirectional than before. Thus, development of the data-acquisition and control 

system has become urgent issues for reliable and efficient operation of the distribution 

system. 

For example, Smart Grid proposes to extend the use of smart meters down to the 

distribution transformers (e.g., pole- or pad-mounted transformers) and even to the 

customer side, eventually constructing the AMI [46], [47]. By means of these meters, 

which support two-way communication among the DMS and customers, the DMS can 

collect real-time data available to be utilized for real-time pricing, load profiles, and asset 

management. Such real-time prices, which are provided to customers, can affect their 

pattern to use electricity. Furthermore, data communication through the AMI can be the 

cornerstone of distribution automation; a sufficient amount of grid data can be integrated 

in an instant, and then, control commands are sent to the corresponding components in 

the distribution system without any manual operation. 

In conclusion, the real-time monitoring system based on the communication 

infrastructure is a key component of operation, control, and protection of the power 

system, and therefore, it has developed in substations and wide-area power systems that 

are highly interconnected to one another. Now, the real-time monitoring system needs to 

be applied to the distribution system because power-electronics-interfaced devices and 

smart devices, which have recently been introduced, make the distribution system more 

complicated and dynamic. 

2.4 State Estimation in Power Systems 

The most basic information for many electric power system applications such as 

optimal power flow, security assessment, and load forecasting is current operating 

conditions of the system. Traditionally, operating conditions of the power system are 

normally defined with complex voltage phasors at all buses or nodes [48]. Occasionally, 

the system frequency, the magnetic flux linkage, the magnetizing current, and the rotor 



 

23 

speed can be used to define operating conditions. All these numeric values that form the 

operating conditions are referred to as state variables. Largely, there are two types of state 

variables: external state variables and internal ones. While voltages of buses or nodes are 

external states, variables that are confined in one device are internal states. 

The state variables are primarily based on measuring units or sensors in the field. 

In the substation, RTUs collect measurements through PTs or CTs and then send them to 

the central control center. Recently, IEDs have been introduced to facilitate acquisition of 

measurements. Finally, the raw measurement data in the central control center are 

processed to generate operating conditions of system (i.e., state variables). However, 

some measurements may be corrupted with the measurement error, communication noise, 

and data loss, and therefore, the measurement data may not always be trustable. These 

inaccurate data can lead to misoperation of power systems. 

In the context of data confidence, application of state estimation to the power 

system was first proposed by Fred Schweppe et al. in 1960's [49-51]. The idea is to 

extract, from redundant measurements, optimal state variables that best approximate to 

the mathematical model of the system. More specifically, the goal of state estimation to 

obtain the best estimate of state variables base on measured quantities, and for this 

purpose, maximum likelihood estimation, which is based on the statistical approach, has 

been used [52]. This approach assumed that measurement errors are distributed within a 

well-known distribution such as Gaussian distribution, and then, the likelihood function 

can be constructed by the joint probability density function for all measurements. 

Eventually, optimal state variables can be obtained by making the likelihood function be 

maximized, and this objective function can be converted to the minimization problem of 

the sum of normalized residuals squared, which are differences between measurements 

and expected values. 

Initially, Fred Schweppe et al. addressed static state estimation in which all state 

variables consist of voltage phasors with an assumption that the power system operates in 
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the steady state, so all voltage and current waveforms are purely sinusoidal with the 

constant frequency. Another assumption of conventional static state estimation is that all 

power circuits are balanced and three-phase, and all series or shunt devices are symmetric 

in three phases. Such balanced operation and symmetric system enables to simplify the 

three-phase power system to the single-phase positive-sequence equivalent circuit, 

thereby reducing the computational burden when state estimation is performed over the 

large power system. 

However, the real world is much different from these balanced and symmetric 

conditions. The actual power system operates not in perfectly balanced conditions but in 

slightly unbalanced conditions. Furthermore, it is impossible for components of the 

electric power system (e.g., transmission lines and customer-side loads) to be symmetric 

since impedances of any phases cannot be same as those of other phases. As a result of 

unbalanced operation and asymmetric system structure, state estimation based on the 

single-phase positive-sequence equivalent circuit produces biased results [53-55], which 

deteriorates the accuracy and convergence performance of state estimation. Indeed, the 

negative effect of biased results increases with the system size [53]. In other words, the 

more buses and power injections (e.g., generators and loads) the power system has, the 

more errors the results of state estimation contain. 

Another sources for the biased state estimation is measurement errors [53], [55]. 

In fact, the sensor with a totally different scale can generate the error. Moreover, 

instrument transformers such as PTs and CTs never have unity frequency response to the 

phasor magnitude and the phase angle, and thus, harmonic frequencies can make 

measurements incorrect. In addition, the error can originate from phasor data that are 

extracted from the analog signal; even tiny frequency deviation from nominal frequency 

causes incorrect phasor computation. The other source that causes measurement errors is 

long cables that connect between the instrument transformer and the sensor because the 
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long distance can attenuate signal intensity. Time non-synchronism (i.e., time skewness 

among measurements) can be the source of the measurement error. 

With an attempt to eliminate the impact of biased state estimation, new algorithms 

and technologies have been introduced; the three-phase state estimation, time 

synchronism, and merging units. The three-phase state estimation, which is based on 

three-phase measurements and the exact model of three-phase circuits, can achieve a 

great improvement in terms of the accuracy and performance of state estimation [56-59]. 

The accuracy of the phase angle can be enhanced by GPS synchronization [60-62], which 

minimizes time skewness among measurements in different locations. It should be noted 

that time synchronism is more stressed in the WAMS. The merging unit, an analog-to-

digital converter that is detached from the relay, is usually located near the instrument 

transformer of the substation and send digitized data to relays through data 

communication, thereby reducing the attenuation of signals, which is induced from long 

cables [63]. 

Finally, state estimation in the power system was usually used in the transmission 

system. In contrast, the distribution system were not monitored nor controlled because of 

the structural simplicity of the distribution network and the cost of installing sensors, so 

state estimation was not required in the distribution. However, with the advent of DGs, 

PHEVs, and various smart meters, need for monitoring and controlling the distribution 

system is increasing. As a result, development of state estimation for the distribution 

system has become one of important issues in operation, control, and protection of the 

distribution system. Undoubtedly, the distribution electric network is more unbalanced 

and asymmetric than the transmission system, and therefore, three-phase state estimation 

needs to be implemented [64]. 
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2.5 Summary 

This chapter summarizes the origin and history of the proposed research work in 

terms of (1) the restructured distribution system and new grid problems, (2) real-time 

monitoring system and communication, and (3) state estimation in power systems. As the 

distribution system is restructuring with new introduction of DGs, power-electronics-

interfaced devices, and new technologies, the new grid problems has been emerging with 

respect to protection gaps, high penetration of DGs, and need for short-term operational 

planning. Therefore, to solve these grid problems in the restructured distribution system, 

new philosophy of operation, control, and protection is required based on the real-time 

monitoring system, the communication system, and accurate operating conditions that 

state estimation provides in real time. 

In an attempt to provide the guideline for advanced operation, control, and 

protection of the restructured distribution system, this research work designs the 

architecture and functionality for autonomous operation of the distribution system with 

DGs, which consists of (1) autonomous state estimation and (2) applications that enables 

autonomous operation from three points of view: setting-less component protection, 

instant-by-instant management, and short-term operational planning. The next step is to 

verify the proposed approach in two ways: (1) experimental tests of the proposed 

autonomous state estimation using laboratory test systems and (2) feasibility study of the 

setting-less component protection with numerical simulation. 
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CHAPTER 3 

AUTONOMOUS STATE ESTIMATION 

 

3.1 Overview 

This chapter, first, introduces the motivation and concept of autonomous state 

estimation and then explains fundamental requirements with respect to data collection 

and data types. Finally, the detailed algorithm of the autonomous state estimation is 

presented. 

3.2 Motivation of the Autonomous State Estimation for the Distribution System 

Introduction of renewable energy resources, electrical vehicles, and storage has 

restructured the distribution system, transforming the passive and radial system into an 

active and dynamic one. For instance, the operational characteristics of a PV or wind-

turbine generation system depends on environmental conditions (e.g., the intensity of 

insolation, the wind's speed, or temperature), which change every second or minute. In a 

microgrid that consists of dispatchable DGs (e.g., gas-turbine generators and batteries), 

non-dispatchable DGs (e.g., PV panels and wind-turbine generators), and PHEVs, the 

operational planning should be implemented in a short term due to increased uncertainty 

from variable renewable energy and the intermittent charging of PHEVs. Moreover, the 

microgrid has multi-operational modes (e.g., the grid-connected, islanded, and assistant 

mode), and each mode has its own operation and control scheme. In general, the mode 

switches according to the conditions of the main grid or the microgrid. 

In fact, the operation and control of this restructured distribution system, which is 

dynamic and unpredictable, must be driven by the real-time operating conditions within 

the system. For this reason, the need for state estimation to extract the real-time operating 

condition of the system arises. State estimation has not been applied to these systems 
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before for a variety of technical reasons. This research work proposes an approach that 

enables fast execution of the state estimation process, and it is executed autonomously 

without the need for human operators. This new approach for state estimation is named as 

autonomous state estimation [65]. The new method has two major advantages: (1) it 

provides the validated model for each device in the system (as opposed to the traditional 

state estimator that provides the bus voltages and works with transmission lines and 

transformers only), and (2) the autonomous state estimator executes very fast – several 

times per second. The new method is described next. 

The autonomous state estimation can provide real-time operating conditions in an 

autonomous fashion using high-speed data communication. The basic concept is to 

collect all information from all available devices inside the distribution system under 

management and then use the integrated data for general state estimation. This research 

work presents three types of data acquired from devices for the autonomous state 

estimation: (1) connectivity, (2) device models, and (3) measurements. The connectivity 

data indicate the location of devices so that their connection to or disconnection from the 

grid can be detected and identified by the local DMS. The device model data are 

mathematical equations that represent the equivalent circuit of electric devices, and the 

measurement data refer to numeric quantities measured by sensors. 

Based on connectivity and device models, autonomous state estimation identifies 

state variables and then integrates all device models, forming a model for the entire 

system. Using the integrated device model and the measurements streaming into the 

autonomous state estimator, general state estimation is performed. A series of these 

processes should be repeated whenever real-time streaming data comes in, which, in turn, 

produces real-time operating conditions of the local distribution system. This frequent 

repetition also makes it possible to detect grid reconfiguration caused by smart devices 

plugged-in or unplugged.  The overall concept of autonomous state estimation is 

summarized in Figure 3.1. 
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Figure 3.1: Overall concept of autonomous state estimation. 

3.3 Requirements for the Autonomous State Estimation 

The following sub-sections describe three requirements to implement autonomous 

state estimation: (1) communication infrastructure, (2) data-acquisition units and 

UMPCUs, and (3) the three types of essential data. 

3.3.1 Communication Infrastructure 

An essential prerequisite for autonomous state estimation is the high-speed data-

communication infrastructure, which enables the fast collection of information including 

measurement data (e.g., voltages, currents, active powers, and reactive powers) and 

device-model data. Based on the information collected, the autonomous state estimation 

can provide real-time operating conditions. As a matter of fact, the faster the data 

communication, the faster situational awareness over the local distribution system the 

DMS can achieve. 
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In fact, the fast situational awareness enables the plug-and-play capability in the 

grid operation. For instance, when a PHEV is newly plugged into the local distribution 

system, if PHEV-model data are immediately sent to the local DMS while real-time 

measurement data start streaming to the DMS, the DMS can recognize the newly-plugged 

PHEV and perform timely actions for the operation and control of the PHEV. In addition, 

whenever the operational mode of a device (e.g., the charging or discharging mode) is 

changed, the model data of the device should be updated immediately through data 

communication. Otherwise, autonomous state estimation would be based on the wrong 

model data, thereby generating bad operating states.  

All in all, autonomous state estimation based on the high-speed data 

communication increases situational awareness over the distribution system, providing 

the plug-and-play capability, which eventually facilitates the distributed and autonomous 

operation of the distribution system. 

3.3.2 Data-acquisition Units and UMPCUs 

The autonomous operation of the distribution system, fundamentally, requires the 

data-acquisition and communication system that enables to monitor the operating 

conditions of the grid. Therefore, this research work proposes to place any data-

acquisition units (e.g., meters, relays, recorders) or UMPCUs near most of electric 

devices in the entire area of the grid for the purpose of data collection and control as 

illustrated in Figure 3.2; note that the UMPCU is a device that is capable of monitoring, 

protecting, controlling a device under supervision. These data-acquisition devices or 

UMPCUs generate various data (e.g., measurement data and the operational status of 

devices under supervision) and send them to the local DMS. Then, based on the data 

collected from all available UMPCUs, the DMS determines how to operate, control, and 

protect the distribution system and then takes proper actions by sending control signals to 

UMPCUs or controllers. 
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Figure 3.2: Autonomous operation of the distribution system. 

As shown in Figure 3.2, any data-acquisition units or UMPCUs are normally 

deployed at every device in the distribution system and continuously communicate with 

the DMS through the communication infrastructure. As an illustration, when a new DG 

(e.g., a solar panel or a wind turbine generator) is connected to the local grid, data-

acquisition units or UMPCUs first notify to the local DMS the newly-connected DG 

along with the connectivity information of the DG. Then, the devices measure the various 

quantities of the DG in real time and also provide the explicit device model of the DG. 

In more details, as described in Figure 3.3, the UMPCU not only collects typical 

measurement data (e.g., voltages, currents, breaker status, or model measurements) but 

also senses the changes of models or connectivity on a real-time basis. Based on 

connectivity, device models, and measurements, the UMPCU can perform a component 

protection scheme that includes the process of dynamic state estimation, chi-square test, 

and protection logic. From the estimated dynamic states, which is calculated from the 

dynamic state estimation, quasi-static states can be extracted using phasor computation 
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and then sent to the autonomous DMS. Note that measurements are tagged with GPS 

time signals from a GPS antenna for the purpose of time synchronism. In principle, any 

IEDs can be programmed to provide the same functionality as the UMPCU. 

 

Figure 3.3: Close-in view and functionality of the UMPCU. 

In contrast to the UMPCU, normal data-acquisition units (e.g., meters, relays, or 

recorders) do not typically support the component protection function but have the 

capability to send the three types of essential information (e.g., connectivity, device 

models, and measurements) to the autonomous DMS, which is followed by autonomous 

state estimation and power system applications. The close-in view and functions of the 

data-acquisition units are described in Figure 3.4. 
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Figure 3.4: Close-in view and functionality of the data-acquisition unit. 

Based on data from UMPCUs and other data-acquisition units, the local DMS 

extracts the real-time model of the system via autonomous state estimation. Having the 

real-time model, a number of applications can be performed related to optimization and 

management of the system. As an example, the real-time model can be used to determine 

optimal allocation of reactive power resources so as to levelize the voltage profile for the 

present operating conditions. Similarly, one can compute the optimal policy for using 

storage devices, scheduling the charging of PHEVs, or controlling the use of non-critical 

appliance. The applications of the real-time model of the distribution system can be 

numerous, depending on the specific characteristics of the system. 

In summary, UMPCUs or data-acquisition units play a pivotal role in supplying 

essential data (e.g., connectivity, device models, and measurements) required for 

autonomous state estimation, which produces the real-time operating conditions of the 

grid. Furthermore, UMPCUs not only control grid operation but protect it from unwanted 

fault situations, and such control and protection can finally achieve the autonomy of the 

distribution system. 
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3.3.3 Three Types of Essential Data 

To implement autonomous state estimation, the three types of data are proposed: 

(1) connectivity, (2) device models, and (3) measurements. Each data-acquisition unit or 

UMPCU has its own three sets of data from electric devices under supervision and 

provide them to the local DMS. 

3.3.3.1 Connectivity 

Connectivity data are related to points (e.g., buses or nodes) where devices are 

connected to the grid. The names of these points should be unique; the naming 

convention may include the company name, the asset name, or the UMPCU name. 

Connectivity data are utilized for the local DMS to autonomously identify the locations 

of electric devices in the distribution system. Therefore, when a new device is initially 

plugged into the distribution system, a data-acquisition unit or a UMPCU sends the 

connectivity data of the device to the DMS by exception. Whenever the connecting buses 

or nodes change, connectivity data should be sent to the DMS again. 

3.3.3.2 Device Models 

Device (i.e., component) model data are the mathematical models of devices that 

express the relationship among voltage, current, and other quantities that are required to 

describe the states of the devices. For interoperability, the mathematical model should be 

expressed in a standard form. In other words, the standard form can be used to facilitate 

the autonomous creation of the measurement model, which describes the relationship 

among measured values and state variables and finally used for state estimation. 

The proposed autonomous state estimation uses the quasi-static model, which 

neglects electrical transients but captures other dynamics. Indeed, the frequency of the 

system may change as generators oscillate, but over the period of the measurement (e.g., 

two cycles), voltages and currents can be expressed as phasors. As a result, the device 
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model can be represented by a set of complex equations and differential equations as 

expressed in equations (3.1) and (3.2), respectively: 

 ),~,~(0 yVIg= ,  (3.1) 

 )),(,~,~()( ttyVIf
dt

tdy
= , (3.2) 

where I~  is the vector of current phasors, and V~  is the vector of voltage phasors, y(t) is 

the internal states including mechanical or magnetic variables, and t is the current time. 

These equations can be transformed into a set of complex and real algebraic equations, 

which can be linear or quadratic, using a numerical integration method. The proposed 

approach uses the quadratic integration method, for this method has no numerical 

oscillation compared to the trapezoidal integration method [66]. Moreover, in case of the 

nonlinear device, the device model may be defined by high-order polynomial equations 

and differential equations. In this case, model quadratization can be applied [67], [68], 

generating the model whose order is no more than two.  

Conceptually, the standard form of device models can be derived as follows: first, 

complex and differential equations that describes the device behavior needs to be 

developed. Then, the equations are quadratized based on model quadratization; in case of 

nonlinearities of higher order, additional state variables are introduced to reduce the 

nonlinearities to order not higher than two. Subsequently, the quadratized equations are 

integrated using the quadratic integration method, finally providing a standard ACF that 

consists of complex and real algebraic equations. Equation (3.3) represents the standard 

form of device models: 
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where K is the constant vector; L and M are the device-model matrices; h is the 

integration time step; tm is the intermediate time (i.e., the half point in the interval, [t to t-

h]); f(t) is the vector of the quadratic nonlinear terms; and Qi are the quadratization 

matrices. It is also important to note that the complex equations in equation (3.3) are 

converted into real equations by substituting all complex variables with their real and 

imaginary parts and then separating the real and imaginary parts of the resulting 

equations. 

To derive the device model, this research work proposes two innovative methods: 

(1) the quadratic integration method and (2) model quadratization. The quadratic 

integration method converts differential equations to the standard form of device models, 

which is equation (3.3), and the model quadratization reduces the nonlinearity. Further 

explanation of these two methods is provided in APPENDIX A, and an example of 

deriving the device model from the PV array is represented in APPENDIX B. 
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It is important to note that the device model does not change with time unless the 

device experiences structural changes such as the tap changes of transformers. Thus, the 

device model is sent to the DMS whenever a device is newly plugged into the distribution 

system or whenever device models change. 

3.3.3.3 Measurements 

One of roles of UMPCUs and IEDs is to measure physical quantities such as 

voltage, current, and temperature with high sampling rate, typically more than 2.4ks/s 

(i.e., kilo samples/second). The sampled values are utilized to extract other information, 

such as the frequency, the rate of change of the frequency, and the phasor. More 

specifically, actual measurements in the field are categorized into two types: the across 

measurement and the through measurement. Examples of across measurements and 

through measurements are the voltage measurement and the current measurement, 

respectively. 

3.4 Implementation of Autonomous State Estimation 

It is necessary to note that autonomous operation in the distribution system should 

be based on highly trustable data to prevent false control actions. Therefore, state 

estimation, which can extract accurate operating conditions from measurements and 

device models, is required. To meet the requirements of the autonomous operation of the 

distribution system, this research work proposes autonomous state estimation, which 

evolves from conventional state estimation. Based on the real-time communication 

system, raw data are collected to the DMS, where the autonomous state estimator is 

installed. Once the DMS receives the three sets of data (i.e., connectivity, device models, 

and measurements) from all available UMPCUs or data-acquisition units, the 

autonomous state estimator in the DMS refines the collected data to useful data. 
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In fact, autonomous state estimation is the combination of state estimation and a 

robotic process: (1) the role of state estimation is to produce highly accurate operating 

conditions, and (2) the robotic process is to automatically create system states and build 

the measurement model for state estimation. Therefore, the local DMS can autonomously 

integrate device models of local electric devices, forming the measurement model based 

on device models and measurements. Finally, state estimation uses the measurement 

model to produce the accurate, operating conditions of the system. The overall approach 

will be described next. 

3.4.1 Integration of Device Models 

The key concept of autonomous state estimation is to integrate all available device 

models of components in the local distribution system, yielding the entire system model. 

As described in Figure 3.5, the device-model integration is basically based on common 

points that connect different devices. By sharing the common points, the device models 

are merged into a system. In general, the local DMS integrates all available device 

models that are collected from UMPCUs or data-acquisition units through 

communication infrastructure. 

 
Figure 3.5: Basic concept of the device-model integration. 
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3.4.2 Definition of State Variable 

States refer to a set of variables that completely define the operating conditions of 

the power system. This research work proposes two types of states: external and internal. 

While external states are voltage phasors at buses or nodes, internal states are variables 

that depend on a specific device; examples of internal states are the magnetic flux linkage, 

the rotor speed, and mechanical power. Unlike external states, internal states can be 

phasors or real variables. Note that all phasors can be converted into real variables by 

dividing the phasor (i.e., the complex number) into the real and imaginary part. Typically, 

external and internal state variables can be defined based on the entire device model 

integrated from each device model. 

3.4.3 Creation of the Measurement Model 

This section describes the creation of the mathematical models of measurements 

(i.e., measurement models). The measurement model is a formula that expresses the 

relationship among the measured value and state variables. In this research work, four 

types of measurements are proposed: (1) across measurements, (2) through measurements, 

(3) virtual measurements, and (4) pseudo measurements. It is important to point out that 

any measurement can be expressed as functions of state variables and measurement errors, 

forming the following the measurement model: 

 η+= )(xhz , (3.8) 

where 

 T
mr zzzzz ],,,,,[ 21 LL= , (3.9) 

 T
mr xhxhxhxhxh )](,),(,),(),([)( 21 LL= , (3.10) 

 T
mr ],,,,,[ 21 ηηηηη LL= , (3.11) 

z is the vector of measured values, h(x) is the vector of the functions of state variables, η 

is the vector of measurement errors, x is the vector of state variables, r is the index of a 
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measurement, and m is the total number of measurements. Note that a measurement can 

be expressed by state variables via a known function [i.e., one of h(x)], so the function is 

named as the measurement model or the system model. 

For the purpose of the automatic process of formulating measurement models, any 

measurement can be expressed in the following standard format: 

 rrr xhz η+= )( , (3.12) 

 ∑∑∑ ++=
j k

kjjk
i

iir xxbxacxh )( , (3.13) 

where hr(x) is the function of state variables for the r-th measurement; c is the constant 

term; ai are the linear coefficient terms; bjk are the nonlinear coefficient terms (i.e., 

quadratic terms); xi, xj, and xk are the state variables; and i, j, and k are the indices of 

summation. Note that the standard form is composed of a measured quantity, a constant 

term, the linear combination of state variables, the combination of nonlinear terms whose 

order is no greater than two, and a measurement error. 

Generally, the measurement model of across and pseudo measurements can be 

expressed with simple equations that make a measured quantity equal to the 

corresponding states or to the linear combinations of two states that correspond to 

measured buses/nodes. In comparison, the measurement model of through measurements 

can be extracted from the device model, which is expressed as equation (3.3). The 

following sub-sections describe how to formulate the measurement model according to 

the measurement type. 

3.4.3.1 Formulation of the Across Measurement Model 

The voltage measurement, which is a typical across measurement, measures 

voltages across two buses/nodes, thus forming the following measurement model: 

 rbarrr xxxhz ηη +−=+= )( , (3.14) 

where xa and xb are state variables that correspond to two measured points. 
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3.4.3.2 Formulation of the Through Measurement Model 

The current measurement, which is a typical through measurements, is the 

measured quantity of an electric current with direction. The measurement model of a 

current measurement can be derived from the device model, which follows the standard 

form as expressed in equation (3.3), and therefore, the current measurement model is one 

of the rows of the following ACF, which is part of the standard form: 

 )()()()(~~
1121312111 tfhtyNtyLtyLVLKI m +−++++= . (3.15) 

Finally, the current measurement model of the r-th measurement can be expressed as 

follows: 

 r
k

rrr Ixhz ηη +=+= )(~)( , (3.16) 

where k indicates the k-th row of the vector, I~. 

3.4.3.3 Formulation of the Virtual Measurement Model 

Meter-based actual measurements such as the across or through measurement are 

not enough for the complete observability of the system, and therefore, virtual 

measurements, which are intrinsic characteristics of a specific device, should be 

introduced for making the system observable and providing redundancy.  

Similar to the current measurement model, the virtual measurement model can be 

induced from the device model, equation (3.3). In detail, the following ACFs, which are 

parts of the standard form of device models, can become the virtual measurement model: 

 )()()()(~0 2222322212 tfhtyNtyLtyLVLK m +−++++= , (3.17) 

 )()()()(~0 3323332313 tfhtyNtyLtyLVLK m +−++++= . (3.18) 

Finally, all rows in equations (3.17) and (3.18) can be used to formulate the virtual 

measurement model with the following format: 

 rrrr kEquxhz ηη +=+== )()(0 , (3.19) 
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where Equ(k) indicates the k-th row of the equation (3.17) or (3.18). 

3.4.3.4 Formulation of the Pseudo Measurement Model 

The pseudo measurement is not meter-based actual measurement, but it can be 

created based on theoretically known values. For example, the pseudo measurement is 

based on the network topology such as Kirchhoff's current law, the individual phase 

voltage, the neutral/shield wire current, or the neutral-to-ground voltage [69]. Since the 

pseudo measurement is not a directly measured value, so they are treated as 

measurements with relatively large standard deviation. In case of a pseudo measurement 

model that refers to a neutral voltage can be expressed as follows: 

 rkrrr xxhz ηη +=+== )(0 , (3.20) 

where xk refers to a state variable that corresponds to the neutral voltage. 

3.4.4 State Estimation 

In general, the number of measurements (i.e., m) is larger than the number of state 

variables (i.e., n). In other words, the measurement model, equation (3.8), is over-

determined set of nonlinear equations, so there is a unique solution for x only if the 

system model, h(x), is exact and the measurements, z, are thoroughly precise. 

Nevertheless, this condition is impossible in a real system, so typically, equation (3.8) 

does not have a solution for x. However, state estimation enables to compute the most 

likelihood solution by obtaining the best estimates of states that minimize measurement 

errors [i.e., residuals between system models, h(x), and measurements, z]. The 

measurement errors can be rearranged as follows: 

 zxh −= )(η . (3.21) 

For simplification, it is assumed that the measurement errors are unbiased and 

distributed based on the Gaussian distribution with a known standard deviation (i.e., σ). 

Moreover, the expected mean value of a measurement error is zero, and the measurement 
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error is uncorrelated with the error of any other measurement. These conditions can be 

expressed as the following equations: 

 0][ =iE η , (3.22) 

 22 ][ ση =iE , (3.23) 

 jiE ji ≠= ,0][ ηη , (3.24) 

where i and j are the indices of measurements. 

Autonomous state estimation is based on the generally used state estimation, the 

weighted-least-squares method, which minimizes the sum of the weighted squares of 

residuals as follows: 

 ])([])([min zxhWzxhWJ TT −−== ηη , (3.25) 

where J is the objective function, and W is the weight matrix, which is a diagonal matrix. 

The diagonal entries of the weight matrix consist of the inverse of the squared standard 

deviations of measurement errors: 
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where σr is the standard deviation of the r-th measurement. The normalized measurement 

error can be defined as follows: 

 
r

r
rs

σ
η

= , (3.27) 

where sr is the normalized measurement error of r-th measurement. Then, the weighted-

least-squares problem can be re-formulated by an objective function that minimizes the 

sum of the squares of normalized measurement errors. This objective function can be 

stated as follows: 
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The vector of unknown state variables, x, can be obtained by solving the objective 

function via a necessary condition that is expressed as follows: 

 0=
dx
dJ

. (3.29) 

As defined in the standard format of measurement models, equations (3.12) and 

(3.13), the system model, h(x), consists of nonlinear equations. Hence, a solution that 

satisfies the necessary condition, equation (3.29), is obtained using Gauss-Newton 

iterative method with an initial guess of state variables (i.e., x0); note that initial values 

can be set as state variables that are estimated in the previous time step. 

The nonlinear equations of measurement errors (i.e., η) are linearized near the 

point x0 as follows: 

 ztohxx
x
xhxh

xx

−+−
∂

∂
+=

=

..)()()( 00

0

η , (3.30) 

where h.o.t denotes higher order terms. As the vector x0 is much close to the solution, the 

higher order terms becomes negligibly small, so terms can be omitted, producing the 

following equation: 

 zxhxx
x
xh

xx

−+−
∂

∂
=

=

)()()( 00

0

η , (3.31) 

where the Jacobian matrix (i.e., the matrix of all first-order partial derivatives) of the 

system model is denoted by H: 

 H
x
xh

xx

=
∂

∂

= 0

)(
. (3.32) 

Moreover, the vector b can be defined as follows: 

 zxhHxb +−= )( 00 . (3.33) 

Now, equation (3.31) can be expressed as follows: 

 bHx −=η . (3.34) 
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Then, the solution for the vector x can be obtained by solving the necessary 

condition, equation (3.29): 

 0)(2)]()[( =−=−−== bHxWHbHxWbHx
dx
dW

dx
d

dx
dJ TTT ηη . (3.35) 

Thus, the solution can be computed as follows: 

 ))(()())(()( 010001 zxhWHWHHxzxhHxWHWHHx TTTT −−=+−= −− . (3.36) 

Eventually, the last equation can be generalized into the following iterative equation: 

 ))(()( 011 zxhWHWHHxx TTvv −−= −+ , (3.37) 

where v means the v-th iteration, H is the Jacobian matrix of h(x) that is calculated at x = 

xv, and (HTWH)-1 is the information matrix. All in all, the solution of the state estimation 

problem can be computed using the iterative method, equation (3.37). 

3.4.5 Performance Metrics 

The performance of the state estimator is evaluated by the goodness of fit of the 

model to the measurement data. Indeed, the goodness of fit can be quantified by the 

confidence level, which is the probability of the fit between measurements and the model.  

The confidence level can be calculated from the degrees of freedom, ν, and chi-square 

critical value, ζ. The degrees of freedom can be computed as follows: 

 nm−=ν , (3.38) 

where ν is the degrees of freedom, m is the number of measurements, and n is the number 

of unknown state variables. 

Practically, the measurement of a physical quantity of the electric power system is 

obtained via the instrumentation channel, which can be complex, and thus, the 

measurement process could contain some error. For simplicity, we introduced a 

normalized error for a measurement, assuming that the normalized error is a random 

variable with Gaussian distribution, which has a standard deviation of 1.0 and a cross 
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correlation of zero. Finally, the chi-square critical value, ζ, can be computed by summing 

all the squares of the normalized errors of measurements as follows: 

 ∑
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ii
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ζ , (3.39) 

where ζ is the chi-square critical value, x̂  is the best estimate of states, and k is the 

normalization constant. Finally, the confidence level can be obtained as follows: 

 ),(Pr0.1][Pr0.1][Pr 22 νζζχζχ −=≤−=≥ . (3.40) 

The goodness of fit is defined as the probability that the distribution of 

measurement errors are within expected bounds. The chi-square test is utilized to provide 

the probability that the expected error of estimated state values will be within a specific 

range. However, there are many data-acquisition units in any substation with different 

accuracy, and therefore, the normalization constant, k, needs to be introduced. The 

variable k can be defined as follows: if k is 1.0, then the standard deviation of each 

measurement is equal to the accuracy of the meter with which this measurement was 

obtained. If k is different from 1.0, then the standard deviation of each measurement error 

equals to the accuracy of the meter times k. The introduction of the variable k allows us to 

characterize the accuracy of the estimated states with only one variable, which is 

equivalent of providing an expected error that equals to the variable k times the standard 

deviation of the measurement error. Figure 3.6 illustrates a k-factor curve that is the 

parameter k versus the confidence level. 
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Figure 3.6: Quality evaluation of state estimation based on the chi-square test. 

3.4.6 Accuracy of Solution 

The accuracy of estimated states is provided by the covariance matrix (i.e., the 

information matrix), which is expressed as follows: 

 1)(])ˆ)(ˆ[( −=−−= WHHxxxxEC TT
x , (3.41) 

where x̂  is the estimated states, and x  is the true but unknown state values. Specifically, 

the standard deviation of each estimated state is computed as follows: 

 ),( iiCxxi
=σ , (3.42) 

where Cx(i,i) is the i-th diagonal entry of Cx. The covariance matrix is also known as the 

information matrix, for it provides useful information on the expected error of the 

computed state variables. The information matrix is symbolized with I. 

 1)( −= WHHI T . (3.43) 
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In summary, the quality of state estimation can be quantified by expressing the 

validity of measurement data with the confidence level, which is obtained from the chi-

square test. In addition, the accuracy of estimated state variables can be expressed by the 

diagonal entries of the information matrix, which expresses the variance of the state 

estimates. 

3.4.7 Estimation Error of Measurements 

The estimated value of measurements can be calculated as follows: 

 )ˆ(ˆ xhb = . (3.44) 

Moreover, the statistics of the estimation b̂   are computed as follows: 

 )()ˆ( xhbE = , (3.45) 

 ])ˆ)(ˆ[()ˆ( TbbbbEbCov −−= , (3.46) 

where  b  is the true values of measurements. The covariance matrix can be substituted 

using the following equation: 

 )ˆ)(ˆ()ˆ)(()()ˆ(ˆ xxxHxxxHxhxhbb −≅−=−=− . (3.47) 

As a result, the covariance matrix can be expressed as follows: 

 [ ] TTTT HWHHHHxxxxHEbCov 1)()ˆ)(ˆ()ˆ( −=−−= . (3.48) 

Finally, the standard deviation of measurements can be obtained as follows: 

 TT HWHHHWbbCov 11 )()ˆ( −− −=− . (3.49) 

3.4.8 Bad-data Detection, Identification, and Rejection  

In the actual power system, it is possible to have failed meters or relays, 

generating bad data. Autonomous state estimation, which is based on the concept of the 

SuperCalibrator [70], detects the presence of bad data, identifies the bad data, rejects the 

bad data, and issues alarms for the purpose of fixing the problem. 
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The algorithm of the SuperCalibrator follows the weighted-least-squares method, 

which minimizes the sum of normalized residuals squared. Furthermore, the performance 

of the estimator is assessed using the chi-square test, which provides the confidence level, 

as well as using the computation of the information matrix, which provides the expected 

accuracy of states. If the results are not acceptable, the process of bad-data identification 

and rejection is initiated. The SuperCalibrator is based on the detailed model of the power 

system (e.g., three-phase and breaker-oriented model, instrumentation-channel-inclusive 

model, data-acquisition-inclusive model), and thus, the bad data identification procedure 

is much easier and less demanding computationally than the traditional state estimation 

[61], [62], [69], [71]. 

In details, detection of the existence of bad data can be achieved with the chi-

square test, which computes the confidence level. If the measurements are free of bad 

data, the confidence level will be high. On the other hand, in the presence of one or more 

bad data, the confidence level will decrease. 

Note that the chi-square test does not indicate which datum or data are bad, and 

therefore, the identification of bad data can be achieved with other methods to be 

described next. Bad data can be classified into the following types: 

• Bad measurement data: the measurement may contain a very huge error when 

compared with its actual value, 

• Bad status/topology data: the bad data is related with the open/close status of the 

breaker or switch (i.e., the topology of the system). 

The methodology of the identification of bad data normally consists of two steps. 

In the first step, bad data may be identified by inspection or simple consistency rules. 

This step identifies the obviously bad data, depending on the system. For example, in the 

state estimation of the power system, measurements of voltages or power flows are 

known to have specific ranges. If a measurement is out of this range, it will be classified 

as a bad measurement or at least as a measurement suspected of being bad (i.e., a suspect 
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measurement). In the second step, bad data are identified with statistical analysis of the 

residuals and its effects on confidence level. This analysis depends on the selected 

method for the solution of the estimation problem. In the case of the weighted-least-

squares method, the possible bad data are identified with their large residuals. However, it 

is known that there are two possibilities: (1) a measurement with a large residual may not 

be always a bad measurement and (2) a bad measurement may have a very small residual. 

A rather secure but computationally demanding way to identify a bad datum is by means 

of hypothesis testing. Specifically, it is assumed that a measurement (or a group of 

measurements) has been identified as suspect; this characterization may be due to a large 

normalized residual or because of failure to pass a consistency check. For this purpose, a 

suspected datum is removed. In other words, the corresponding measurement model (i.e., 

zr = hr(x) + ηr) is removed from a set of measurement models. Then, the weighted-least-

squares solution is computed again, subsequently computing the confidence level. A 

drastic improvement in the confidence level indicates that the data under consideration is 

actually bad. 

3.5 Process of Autonomous State Estimation 

This section describes the procedure of autonomous state estimation. The overall 

process is summarized in Figure 3.7. 
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Figure 3.7: Overall process of autonomous state estimation. 

As initialization, all state variables are set to zero as follows: 
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3.5.1 Step 1: Capture Streaming of All Available Data 

Autonomous state estimation is initiated once streaming data (e.g., connectivity, 

device models, and measurements) from all available data-acquisition units or UMPCUs 

for a specific instant of time have been completed, and data for the next time interval start 

streaming in, thereby requiring a buffer system that separates the sets of data at specific 

intervals. The process of autonomous state estimation at time t is applied on the set of 

data for a specific time interval, from t-h to t. 

3.5.2 Step 2: Update Device Models or Connectivity 

Whenever devices are newly connected to the distribution system, or whenever 

devices change their operational modes, the device models or connectivity of the 

corresponding devices should be updated. After updating device models or connectivity, 

the updated device models and other device models need to be integrated again, 

formulating the integrated system model that is now newly updated. Then, based on the 

new integrated system model, state variables should be defined. It is necessary to point 

out that unless any device model or connectivity is updated, there is no need to 

reintegrate device models and to redefine state variables. The following sub-sections 

describe the integration of device models and the definition of state variables. 

3.5.2.1 Integration of Device Models 

All available device models in the DMS at the current processing time, t, are 

integrated based on the device-model-integration approach, forming a device model that 

represents the entire model of the distribution system under management. The integrated 

device model follows the standard form of device models, equation (3.3). 

3.5.2.2 Definition of State Variables 

In the restructured distribution system, the operational modes of devices or the 

system topology is continuously changing, and therefore, state variables to be estimated 
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should be automatically identified before performing state estimation algorithm. Based 

on the three sets of data (i.e., connectivity, device models, and measurements), relevant 

state variables are created and named with the connectivity data (in case of external states) 

or with the device name (in case of internal states). For example, in case of the device 

model of the PV array described in APPENDIX B, a total of 12 state variables are created 

as described in equation (B.34). 

It is necessary to note that by construction, the overall setup of autonomous state 

estimation results in an observable state estimator. If there are devices that are not 

instrumented with any data-acquisition unit or UMPCU, these devices will not provide 

device information (i.e., connectivity, device models, and measurements), which will not 

be part of the state-estimation process. This means that the autonomous state estimator 

has the property of being operational even in case that some devices may not participate 

in the state-estimation process. 

Finally, the automatically created state variables can be defined as follows: 
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where V~  is the vector of all external states (e.g., voltages) of the integrated system, y(t) is 

the vector of all internal states of the integrated system, t is the current time, and tm is the 

intermediate time between one time step, [t-h to t]. 

3.5.3 Step 3: Form Measurement Models 

For autonomous state estimation, there are four types of measurements: across, 

through, virtual, and pseudo measurements. Each measurement can be involved in the 

process of autonomous state estimation by formulating its own measurement model, 

which follows the standard format, equations (3.12) and (3.13); note that if a 

measurement has already been used for any state estimation (e.g., dynamic state 
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estimation), then there is no need to formulate the measurement model of the 

measurement as long as autonomous state estimation utilizes state variables computed by 

the prior state estimation, which is based on the measurement. The formulation of 

measurement models for autonomous state estimation depends on the measurement type, 

which is explained in Section 3.4.3.  

3.5.4 Step 4: Contribution of Measurements 

For the state-estimation process, all measurements, which are across, through, 

virtual, and pseudo measurements, are formulated into the standard form of the 

measurement model as described in equations (3.12) and (3.13). Then, all the 

measurement models are contributed to generate the matrix HTWH and the vector 

HTW(h(xi)-z), which is described in the following sub-sections.  

3.5.4.1 Compute the First-order Partial Derivatives of Measurement Models 

The Jacobian matrix, H, consists of the first-order partial derivatives of each 

measurement model, which is represented as follows: 
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where Hr is the first-order partial derivatives of the r-th measurement model, and n is the 

number of state variables. 

3.5.4.2 Construct the Jacobian Matrix 

The Jacobian matrix can be formed with the partial derivatives of all 

measurements as follows: 

 TT
m

T
r

TT HHHHH ],,,,,[ 21 LL= , (3.53) 

where m is the number of measurements. 
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3.5.4.3 Construct the Weight Matrix 

The diagonal entries of the weight matrix, W, consists of the inverse of squared 

standard deviation of measurements. 
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where σr is the standard deviation of the r-th measurement. 

3.5.4.4 Compute the Measurement Models 

With state variables estimated at the i-th iteration (i.e., xi) the measurement model 

of the r-th measurement can be computed as follows: 
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3.5.4.5 Construct Vectors h(xi) and z 

The vectors h(xi) and z can be constructed as follows: 

 Ti
m

i
r

iii xhxhxhxhxh )](,),(,),(),([)( 21 LL= , (3.56) 

 T
mr zzzzz ],,,,,[ 21 LL= . (3.57) 

3.5.4.6 Construct the Matrix and the Vector for State Estimation 

Based on the Jacobian matrix (i.e., H), the weight matrix (i.e., W), and vectors 

(i.e., h(xi) and z), the matrix HTWH and the vector HTW(h(xi)-z) are constructed. 

3.5.5 Step 5: Compute State Estimates 

The state variables at (i+1)-th iteration can be obtained by the following Gauss-

Newton iterative algorithm: 

 ))(()( 11 zxhWHWHHxx iTTii −−= −+ . (3.58) 
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3.5.6 Step 6: Convergent Test 

A condition for testing the convergence of the iterative method is as follows: 

 ε<−+ ii xx 1 . (3.59) 

In other words, only if all absolute differences between state variables estimated at the 

(i+1)-th iteration (i.e., xi+1) and those estimated at the i-th iteration (i.e., xi) are less than a 

threshold ε, then the iterative method is converged, indicating state variables at the time t 

are obtained. Therefore, proceed to the next step. However, any differences between state 

variables at the (i+1)-th iteration (i.e., xi+1) and those at the i-th iteration (i.e., xi) are larger 

than the threshold ε, return to step 4 with the following update: 

 1+← ii . (3.60) 

3.5.7 Step 7: Compute the Chi-square Critical Value, the Degrees of Freedom, and 

the Confidence Level 

State variables estimated are used to check the goodness of fit of the device model 

to measurements, which can be quantified by the confidence level based on the chi-

square test using the degrees of freedom, ν, and the chi-square critical value, ζ. 

3.5.8 Step 8: Bad-data Detection, Identification, and Rejection 

If the confidence level is high, the estimated state variables are trustable data, so 

they can be used for the operation and control of the power system. On the other hand, if 

the confidence level is low, then it is assumed that there are any bad data, thus issuing the 

identification and rejection process of the bad data. 

3.5.9 Step 9: Update the Past-history Values 

Before proceeding to the next time step, the past-history value, y(t-h), should be 

updated with estimated state variables as follows: 

 )()( tyhty ←− . (3.61) 



 

57 

3.5.10 Step 10: Proceed to the Next Time Step 

Proceed to the next time step with the following update: 

 htt +← . (3.62) 

Then, return to the step 1. 

3.6 Summary 

This chapter introduces the motivation, requirements, and detailed algorithm of 

autonomous state estimation. As the distribution system is becoming dynamic and 

unpredictable with the high penetration of DGs and inverter-based devices, the 

distribution system is required to be operated and controlled in an autonomous way by 

the local DMS. For this operation and control, autonomous state estimation can provide 

real-time operating conditions by means of communication infrastructure, where 

UMPCUs or data-acquisition units continuously send the local DMS the three types of 

essential data (i.e., connectivity, device model, and measurements). 

The main concept of autonomous state estimation is the integration of the device 

models of all available devices in the local distribution system, providing the integrated 

device model, which is then used to formulate measurement models. Based on these 

measurement models, the weighted-least-squares state estimation, which is a general state 

estimation algorithm, extracts the accurate operating conditions of the distribution system. 

With the results estimated, the chi-square test can be performed, thus yielding the 

confidence level, which is the probability that the normalized residuals are distributed 

within the expected boundary. If the confidence level is low, then the process of detecting, 

identifying, and rejecting bad data is applied. 

In conclusion, a series of steps that consist of the collection of data, the 

integration of device models, the automatic formulation of measurement models, state 

estimation, and performance evaluation is repeated on a continuous basis, eventually 

providing real-time operating conditions of the dynamic and unpredictable distribution 
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system, which are ultimately utilized for the autonomous operation and control of the 

system. 
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CHAPTER 4 

AUTONOMOUS OPERATION OF THE DISTRIBUTION SYSTEM 

WITH DISTRIBUTED GENERATIONS 

 

4.1 Overview 

This chapter describes how to apply autonomous state estimation to the 

autonomous operation of the distribution system from the three points of view: (1) 

setting-less component protection, (2) instant-by-instant management, and (3) short-term 

operational planning. 

4.2 Autonomous Operation of the Distribution System 

Recently, with the increasing penetration of DGs and power-electronics-interfaced 

devices, the distribution system requires new management schemes for its autonomous 

operation, control, and protection. For this purpose, UMPCUs or data-acquisition units 

(e.g., relays, meters, or recorders) are installed in the local distribution system, 

continuously monitoring the components of the system and generating the essential data 

(i.e., connectivity, device model, and measurement). The utilization of these data can 

facilitate the autonomous operation in two ways: (1) decentralized operation and (2) 

centralized operation. As described in Figure 4.1, while the decentralized operation can 

be achieved directly by UMPCUs or generation system controllers, the centralized 

operation requires the high-speed communication system as well as the local autonomous 

DMS to which all available UMPCUs or data-acquisition units transmit their own data. In 

the DMS, the integrated data are filtered by autonomous state estimation, yielding the 

real-time operational conditions of the local distribution system, which are then used for 

power system applications such as various optimizations. The optimized results are sent 
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back to UMPCUs or controllers, which control the distribution system to operate at the 

optimum points. 

 

Figure 4.1: Illustration of the autonomous operation of the distribution system. 

In general, decentralized operation is based on fast response, so the time interval 

for this operation is very short (e.g., in several cycles or seconds). In contrast, centralized 

operation requires data collection from UMPCUs or data-acquisition units through data-

communication systems. Hence, the time interval for the centralized operation is 

relatively longer than that for the decentralized operation. 

This research work presents three autonomous operations of the distribution 

system in terms of the operational time frame: (1) setting-less component protection, (2) 

instant-by-instant management, and (3) short-term operational planning. As illustrated in 

Figure 4.2, the function of the setting-less component protection should be performed 

every few cycles, and the instant-by-instant management is implemented every few 

seconds. The time intervals for both operations are too short to be taken into account for 

exchanging data with other components through communication systems, and therefore, 
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the setting-less component protection and the instant-by-instant management are suited to 

decentralized operations. In the meantime, the short-term operational planning is 

performed every few minutes and need to know the overall operating conditions of the 

local distribution system in advance. As a result, the short-term operational planning 

should be implemented in the local DMS on a centralized basis. 

 

Figure 4.2: Operational time frames of autonomous operations. 

In specific, the purpose of setting-less component protection is to protect devices 

from internal faults of the devices. In contrast to traditional protection methods, which 

have been based on the complicated coordination of many protection functions, the 

setting-less component protection scheme uses an adaptive protection method that is 

based on time-based dynamic state estimation and its performance metrics such as the 

confidence level, which is the probability that indicates the goodness of fit of component 

(i.e., device) models to measurement data. Therefore, the setting-less component 

protection can detect any kinds of internal faults of devices, for the faults certainly 

change the physical characteristics of the devices. For example, when short circuit occurs 

inside a device, the equivalent circuit of the device is changed. Such change makes 

Autonomous
State Estimation

(1 Cycle)

Setting-less Component Protection
(Several Cycles)

Short-term Operational Planning
(Minutes)

Instant-by-instant Management
(Seconds)

Time
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discrepancy between post-fault measurements and pre-fault component models, which 

results in the low confidence level. 

Meanwhile, DGs or inverter-based devices, which have recently emerged in the 

distribution system, requires the instant-by-instant management in a decentralized way so 

as to operate autonomously with fast response to various grid situations. As an example 

of the instant-by-instant management, the MPPT algorithm can be implemented to enable 

DGs to operate at maximum available power under ever-changing weather conditions in 

such a way that the generation system controller regulates the power-electronic interface 

(e.g., inverters that interface between DGs and the grid). It should be noted that the 

centralized operation through the DMS is not suitable for the MPPT in two reasons: the 

first reason is that the MPPT has no need to recognize the operation of the entire grid, and 

the second one is that the centralized approach increases time latency in data 

communication between the DMS and UMPCUs. 

Finally, the short-term operational planning of the distribution system should be 

based on centralized operation by means of data exchange through the communication 

system. Based on the integrated data, autonomous state estimation computes the real-time 

operational conditions, which are then processed by the optimizer that solves various 

optimization problems with specific short-term operational purposes such as economic 

dispatch, reliable operation, and environmental dispatch. Among them, this research work 

deals with economic dispatch that aims to minimize overall operating cost by properly 

scheduling dispatchable DGs under the condition that the local distribution system has 

non-dispatchable DGs (e.g., PV panels or wind turbines), which are, in general, 

recommended to generate maximum available power using the MPPT control. 

4.3 Detailed Scheme of the Autonomous Operation 

The detailed scheme of the autonomous operation of the distribution system is 

described in Figure 4.3. In this figure, all devices including a PV generation system, a 
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wind-turbine generation system, a gas-turbine generation system, and a transformer are 

monitored, protected, and controlled by their own UMPCU or generation system 

controller. Initially, a UMPCU or a data-acquisition unit is monitoring a device under 

supervision, generating the three sets of data (i.e., connectivity, device models, and 

measurements) of the device. While the UMPCU have multiple operating capabilities 

such as monitoring, controlling, and protecting a device, the data-acquisition unit 

basically provides monitoring functions (e.g., creating the three sets of data and sending 

them to the local DMS). 

 
Figure 4.3: Detailed scheme of the autonomous operation. 
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First, the three sets of data monitored by UMPCUs or data-acquisition units are, 

first, used for the decentralized operation and control including (1) setting-less 

component protection and (2) instant-by-instant management. The setting-less component 

protection module in a UMPCU is autonomously protecting a device that is managed by 

the UMPCU, based on performance metrics (e.g., the confidence level) that results from 

time-based dynamic state estimation. In fact, the low confidence level indicates the 

existence of internal faults inside the device, thus taking proper actions such as tripping 

circuit breakers or switches. In addition to the component protection, the MPPT method, 

which is an instant-by-instant management, uses the three sets of data to provide 

reference operating points capable of pulling out maximum available power from non-

dispatchable renewable generation resources (e.g., PV arrays or wind turbines). For 

instance, the MPPT algorithm for the PV generation system computes the reference value 

of the dc voltage (i.e., Vdc,ref) that enables the PV system to generate maximum power, 

finally providing the refence value to the PV generation system controller. Likewise, the 

MPPT algorithm for the wind-turbine generation system provides the reference value of 

the rotor angular speed (i.e., ωref) to the controller of wind-turbine generation system.  

Whereas the MPPT control and the setting-less component protection is 

implemented in a decentralized fashion, short-term operational planning such as 

economic dispatch requires centralized approach through the autonomous DMS. As 

described in Figure 4.3, all available UMPCUs or data-acquisition units send the three 

sets of data (i.e., connectivity, device models, and measurements) to the autonomous 

DMS, and the integrated data are tied in a bundle; note that each bundle refers to the 

corresponding device. Then, autonomous state estimation in the autonomous DMS 

processes the integrated data, extracting the real-time operating conditions of the 

distribution system, which are then evaluated by bad-data detection/identification/ 

rejection. As a result, the accurate operating conditions (i.e., estimated state variables) are 
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obtained, and these state variables are used by the optimization module designed for 

various operational purposes. 

The optimization module in the autonomous DMS should be able to solve the 

optimization problem that minimizes overall operating cost while meeting power balance 

within the grid. For this purpose, the active and reactive power (i.e., Pest and Qest) of all 

generation units should be known, and theses values can be provided by autonomous 

state estimation. Finally, economic dispatch can determine the optimal active- and 

reactive-power reference of dispatchable generation resources (i.e., Pd,ref and Qd,ref), but it 

has no need to decide the active-power reference of non-dispatchable generators because 

they normally operates at their maximum power. However, if the reactive power flow of a 

non-dispatchable generator is controllable, then economic dispatch may provide the 

optimal reactive-power reference (i.e., Qnd,ref). Finally, all optimal reference values of 

active or reactive powers are sent to each generation system controller. Then, to drive 

target values to the reference values, the controller regulates the inverter (in case of PV 

arrays or wind turbines) or the steam valve (in case of gas turbines). 

The following sub-sections will explain autonomous operation, control, and 

protection based on autonomous state estimation in more details: 

• Setting-less component protection, 

• Instant-by-instant management (MPPT), 

• Short-term operational planning. 

4.4 Setting-less Component Protection 

The traditional protection scheme and coordination requires any settings of relays, 

but the settings are not reliable and sometimes compromise the security; in other words, 

the relay may generate false trips in spite of normal operating conditions. Furthermore, in 

the distribution system with a number of DGs, the traditional overcurrent relay could not 

detect small fault currents that are generated by inverter-based DGs. In this sense, a new 
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protection scheme that is autonomous, setting-less, and adaptive is required, so this 

research work proposes a novel protection method for a single component or a cluster of 

components using dynamic state estimation based on the dynamic model of the 

components [72], [73]. 

4.4.1 Basic Concept of the Proposed Protection Scheme 

The basic idea of the proposed protection scheme is based on traditional 

differential protection, which does not need to be coordinated with other protection 

functions. While differential protection is based on Kirchhoff's current law, the proposed 

method extends the concept of differential protection to investigating all physical laws of 

a component such as Kirchhoff's voltage law or Faraday's law. These physical laws can 

be expressed with the dynamic model of a component under protection, which can be 

provided by dynamic state estimation [74], [75]. Finally, any violation of the physical 

laws can be detected by dynamic state estimation, which uses the device model and real-

time measurement data. 

The overall approach of the proposed setting-less component protection scheme is 

described in Figure 4.4. In this approach, a numerical relay or a UMPCU is continuously 

monitoring a component under protection, measuring terminal data (e.g., the voltage 

magnitude, the voltage angle, the frequency, or the rate of frequency change), internal 

component values (e.g., the temperature or the speed), and status data (e.g., the tap setting 

or the breaker status). With these real-time measurement data and the device model of the 

component, dynamic state estimation computes the real-time dynamic operating 

conditions of the component. Then, the well-known chi-square test evaluates the 

goodness of fit of measurements to the device model by computing the probability that 

measurement errors are distributed within expected bounds, assuming that the 

measurement errors are distributed according to the chi-square distribution. 
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Figure 4.4: Overall approach of the setting-less component protection scheme. 

The goodness of fit of the model to measurements can be used as the confidence 

level. In other words, if the confidence is high, then the model is consistent with the 

measurements, which implies that there is no internal fault. On the other hand, if the 

confidence level is low, it indicates the poor fit between the model and measurements, 

which implies any internal faults in the component under protection. When detecting any 

internal faults, relays or UMPCUs trip breakers or switches immediately. Note that the 

trip operation can also be issued when operating conditions violate their limits as 

described in Figure 4.4. 

It should be pointed out that the approach of setting-less component protection is 

primarily based on the component (i.e., device) model and real-time measurements, so it 

does not require any settings (e.g., pick-up currents or restraining quantities) or any 
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coordination with other protection functions. The detailed protection logic of the 

proposed setting-less component protection is described in Figure 4.5. 

  
Figure 4.5: Protection logic based on dynamic state estimation. 

For example, in case of transformer protection, dynamic state estimation can 

extract the dynamic operating conditions of a transformer that reflects the nonlinear 

magnetism characteristics of the transformer core, providing capability to adaptively 

differentiate transformer internal faults from inrush currents or overexcited currents, 

which are normal operating conditions of transformers. Moreover, the setting-less 

component protection can be applied to detect the high impedance fault in distribution 

systems. The traditional overcurrent protective relay is hard to detect the high impedance 

fault because the fault current is not huge enough to be detected. In contrast, the proposed 

method is capable of detecting the high impedance fault because the high impedance fault 

is the case of the internal fault of distribution lines, which eventually make dynamic state 

estimation and the chi-square test yield the low confidence level. 
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4.4.2 Implementation of Setting-less Component Protection 

The implementation of the setting-less component protection consists of four 

steps: (1) the component (or protection-zone) dynamic model, (2) measurement-model 

formulation, (3) dynamic state estimation, and (4) protection logic. 

4.4.2.1 Component Dynamic Model  

Dynamic state estimation extends the concept of static state estimation by using 

the dynamic states and models of power system components (i.e., devices). In this 

approach, state estimation is implemented based on a time-domain formulation, and as a 

result, both electrical and other dynamics are taken into consideration. Therefore, the 

component dynamic model is described by a set of algebraic and differential equations 

that is expressed as follows: 

 )),(),((0 ttxtig= , (4.1) 

 )),(),(()( ttxtif
dt

tdx
= , (4.2) 

 Ttytvtx ])()([)( = , (4.3) 

where x(t) is the state variables, i(t) is the currents, v(t) is the voltages, y(t) is the internal 

states, and t is the current time. 

To implement dynamic state estimation, the component dynamic model, which is 

expressed as equations (4.1) and (4.2), should be converted into a set of linear and 

quadratic algebraic equations (i.e., AQCF) using two innovative methods: (1) the 

quadratic integration method and (2) model quadratization. The quadratic integration 

method is a numerical integration method that is applied for the quadratic model, 

assuming that functions vary quadratically over the integration time step, and model 

quadratization reduces model nonlinearity to have at most quadratic terms by introducing 

additional state variables. Both methods are described in APPENDIX A. Finally, the 

component dynamic model can be expressed in the following AQCF: 
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where K is the constant vector; L , M, and N are the device-model matrices; h is the 

integration time step; tm is the intermediate time (i.e., the half point in the interval [t to t-

h]); f(t) is the quadratic nonlinear terms; and Qi are the quadratization matrices. An 

example of deriving the component dynamic model from the three-phase, two-winding, 

variable-tap, and saturable-core transformer is represented in APPENDIX C. 

4.4.2.2 Dynamic State Estimation 

Dynamic state estimation, which setting-less component protection uses, is based 

on the well-known weighted-least-squares method, which is explained in Section 3.4.4 of 

CHAPTER 3. It is necessary to note that dynamic state estimation requires real-time 

measurements, component dynamic models, and the definition of component state 

variables. 

4.4.2.3 Protection Logic 

The entire protection logic is based on measurements obtained from hardware 

(e.g., PMUs, relays, CTs, and PTs) and the dynamic state estimator. When receiving 

measurements from both sides of a component under protection, the dynamic state 

estimator runs with the component dynamic model. Then, the chi-square of all the 

measurements is calculated to investigate the goodness of fit of measurements to the 

model, determining whether the component is in healthy status. If the confidence level 

drops to a low value for several cycles, then the measurements do not fit the model, and 

thus, the dynamic model of the component is incorrect, indicating that any internal faults 

happen. As a result, a relay or a UMPCU would trip breakers immediately. In the 

meantime, during the state-estimation process, the operating limit is being monitored so 

that the component under protection will be tripped once the operating conditions of the 

component violate the operating limit. 
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4.4.3 Process of Dynamic State Estimation 

This section describes the process of dynamic state estimation. The overall 

dynamic-state-estimation process for the proposed setting-less component protection 

scheme is summarized and illustrated in Figure 4.6. 

 

Figure 4.6: Overall process of dynamic state estimation. 
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First, the state variables of a component under protection are defined as follows: 
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where v(t) is the voltages (i.e., the external states), y(t) is the internal states, t is the 

current time, tm is the intermediate time (i.e., the half point in the interval [t to t-h]), and h 

is the integration time step. 

Before applying the setting-less component protection method, past-history values, 

v(t-h) and y(t-h), are initialized to zero as follows: 
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Then, all state variables are initialized to zero: 
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4.4.3.1 Step 1: Capture Streaming Data at Two Consecutive Time Instances 

The state estimation is initiated once the streaming of measurements for a specific 

instant of time, t, has been completed while measurement data for the next time interval 

start streaming in; for this purpose, a buffer system that separates the sets of data at the 

time interval needs to be implemented. Finally, the state-estimation process at time t is 

applied on the set of data for the time interval, from t-h to t. 

In the meantime, the AQCF model of a component under protection is expressed 

with various measurements at two consecutive time instances (i.e., two consecutive 

samples) and past-history values, indicating that the setting-less component protection 

operates on the samples of two consecutive time instances. As described in Figure 4.7, for 
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the present processing time, t, dynamic state estimation uses two samples (i.e., 

measurements) at consecutive time instances, t and t-ts; note that ts is defined as the 

sampling period, and one integration time step, h, is twice the sampling period ts. 

Therefore, when a sample at the time t is used as the present-time measurement, z(t), the 

sample at the time t-ts is used as the intermediate-time measurement, z(tm). 

 
Figure 4.7: Illustration of the use of samples for the setting-less component protection at the 

present time, t. 

4.4.3.2 Step 2: Form Measurement Models 

The formulation of measurement models for dynamic state estimation is similar to 

the case of autonomous state estimation, which is presented in Section 3.4.3 of 

CHAPTER 3. For dynamic state estimation, there are four types of measurements (i.e., 

across measurements, through measurements, virtual measurements, and pseudo 
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measurements), and each measurement model is expressed as equations (3.12) and (3.13). 

The following sub-sections describe how to formulate the measurement model for 

dynamic state estimation according to the measurement type. 

4.4.3.2.1 Formulation of the Across Measurement Model 

The voltage measurement, which is a typical across measurement, measures 

voltages across two buses/nodes, thus forming the following measurement model: 

 rjirrr xxxhz ηη +−=+= )( , (4.14) 

where xi and xj refer to state variables that correspond to two measured points. 

4.4.3.2.2 Formulation of the Through Measurement Model 

The current measurement, which is a typical through measurement, is the 

measured quantity of an electric current with direction. The measurement model of a 

current measurement can be derived from the component dynamic model, as expressed in 

equation (4.4), and therefore, the current measurement model at time t is one of the rows 

of the following AQCF, which is part of the component dynamic model: 

 )()()()()()()( 11141312111 htbtftyLtvLtyLtvLKti mm −−+++++= . (4.15) 

In fact, the current measurement model for the time t can be expressed as follows: 

 r
k

rrr tixhz ηη +=+= )()()( , (4.16) 

where k indicates the k-th row of the vector, i(t). 

Likewise, the current measurement model at the intermediate time (i.e., tm) is 

based on one of the rows of the following AQCF: 

 )()()()()()()( 31343332313 htbtftyLtvLtyLtvLKti mmmm −−+++++= . (4.17) 

The current measurement model for the time tm can be expressed as follows: 

 r
k

mrrr tixhz ηη +=+= )()()( , (4.18) 

where k indicates the k-th row of the vector, i(tm). 
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4.4.3.2.3 Formulation of the Virtual Measurement Model 

Similar to the current measurement model, the virtual measurement model can be 

induced from the component dynamic model, equation (4.4). In detail, the following 

AQCFs, which are parts of the component dynamic models, can become the 

measurement model: 

 )()()()()()(0 22242322212 htbtftyLtvLtyLtvLK mm −−+++++= , (4.19) 

 )()()()()()(0 42444342414 htbtftyLtvLtyLtvLK mmm −−+++++= . (4.20) 

Finally, all rows in equations (4.19) and (4.20) can be used to formulate the virtual 

measurement model with the following format: 

 rrrr kEquxhz ηη +=+== )()(0 , (4.21) 

where Equ(k) indicates the k-th row of the equation (4.19) or (4.20). 

4.4.3.2.4 Formulation of the Pseudo Measurement Model 

For example, in case of a pseudo measurement model that refers to a neutral 

voltage at the time t or tm can be expressed as follows: 

 rirrr xxhz ηη +=+== )(0 , (4.22) 

where xi refers to a state variable that corresponds to the neutral voltage at the time t or tm. 

4.4.3.3 Step 3: Contribution of Measurements 

For the state-estimation process, all measurements, which include across, through, 

virtual, and pseudo measurements, are formulated into the standard form of the 

measurement model as described in equations (3.12) and (3.13). Then, all the 

measurement models are contributed to generate the matrix HTWH and the vector 

HTW(h(xi)-z), which is described in the following sub-sections.  
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4.4.3.3.1 Compute the First-order Partial Derivatives of Measurement Models 

The Jacobian matrix, H, requires the first-order partial derivatives of each 

measurement model, which is represented as follows: 
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where Hr is the first-order partial derivatives of the r-th measurement model, and n is the 

number of state variables. 

4.4.3.3.2 Construct the Jacobian Matrix 

The Jacobian matrix can be formed with the partial derivatives of all 

measurements as follows: 
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m

T
r

TT HHHHH ],,,,,[ 21 LL= , (4.24) 

where m is the number of measurements. 

4.4.3.3.3 Construct the Weight Matrix 

The diagonal entries of the weight matrix, W, consists of the inverse of squared 

standard deviation of measurements. 

 
⎭
⎬
⎫

⎩
⎨
⎧

= 222
2

2
1

1,,1,,1,1

mr

diagW
σσσσ

LL , (4.25) 

where σr is the standard deviation of the r-th measurement. 

4.4.3.3.4 Compute the Measurement Models 

With state variables estimated at the i-th iteration (i.e., xi), the measurement model 

of the r-th measurement can be computed as follows: 
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4.4.3.3.5 Construct Vectors h(xi) and z 

The vectors h(xi) and z can be constructed as follows: 

 Ti
m

i
r

iii xhxhxhxhxh )](,),(,),(),([)( 21 LL= , (4.27) 

 T
mr zzzzz ],,,,,[ 21 LL= . (4.28) 

4.4.3.3.6 Construct the Matrix and the Vector for State Estimation 

Based on the Jacobian matrix (i.e., H), the weight matrix (i.e., W), and vectors 

(i.e., h(xi) and z), the matrix HTWH and the vector HTW(h(xi)-z) are constructed. 

4.4.3.4 Step 4: Compute State Estimates 

The state variables at (i+1)-th iteration can be obtained by the following Gauss-

Newton iterative algorithm: 

 ))(()( 11 zxhWHWHHxx iTTii −−= −+ . (4.29) 

4.4.3.5 Step 5: Convergence Test 

A condition for testing the convergence of the iterative method is as follows: 

 ε<−+ ii xx 1 . (4.30) 

In other words, only if all absolute differences between state variables estimated at the 

(i+1)-th iteration (i.e., xi+1) and those estimated at the i-th iteration (i.e., xi) are less than a 

threshold ε, then the iterative method is converged, indicating state variables at the time t 

are obtained. Therefore, proceed to the next step. However, any differences between state 

variables at the (i+1)-th iteration (i.e., xi+1) and those at the i-th iteration (i.e., xi) are larger 

than the threshold ε, return to step 3 with the following update: 

 1+← ii . (4.31) 
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4.4.3.6 Step 6: Compute the Chi-square Critical Value, the Degrees of Freedom, and 

the Confidence Level 

State variables estimated are used to compute the goodness of fit of the 

component dynamic model to measurements, which can be quantified by the confidence 

level based on the chi-square test using the degrees of freedom, ν, and the chi-square 

critical value, ζ. Then, based on the confidence level calculated, the protection logic 

determines if the goodness of fit of the model to measurements is good or poor. In fact, 

this decision is based on a threshold value (e.g., 10%); if the confidence level is higher 

than the threshold, then it can be concluded that no internal fault has occurred. Otherwise, 

the device under protection has any internal fault, thus requiring protecting actions such 

as tripping breakers. 

4.4.3.7 Step 7: Update Past-history Values 

Before proceeding to the next time step, the past-history values, v(t-h) and y(t-h), 

should be updated with state variables estimated: 
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4.4.3.8 Step 8: Proceed to the Next Two Sampling Periods 

Proceed to the next two sampling periods as follows: 

 sttt 2+← . (4.33) 

Then, return to the step 1. 

4.4.4 Setting-less Component Protection and Autonomous State Estimation 

The setting-less component protection can be implemented by a UMPCU or a 

relay that is monitoring a component under protection. As described in Figure 4.8, a 

UMPCU performs dynamic state estimation based on three sets of data such as 
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connectivity, device models (i.e., component dynamic models), and measurements, 

yielding time-based dynamic states. As a matter of fact, these dynamic states can be 

converted to quasi-static states by the phasor computation unit in the UMPCU, and then, 

these quasi-static states are delivered to the autonomous DMS with connectivity and/or 

with frequency-domain device models that are converted from time-domain device 

models. As described in Figure 4.8, the quasi-static states are tagged with the GPS-time 

signal from the GPS antenna so that the autonomous DMS can integrate quasi-static 

states with the same time frame from different UMPCUs, providing the real-time 

operating conditions of the distribution system. Note that autonomous state estimation in 

the autonomous DMS does not need to estimate quasi-static states that are converted 

from dynamic states because the dynamic states have already been filtered by the 

dynamic state estimator in the UMPCU. In other words, autonomous state estimation 

applies only on the data from data-acquisition units (as described in Figure 4.9) or from 

UMPCUs that do not perform the function of dynamic state estimation. 
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Figure 4.8: Functionality of the UMPCU. 

 

Figure 4.9: Functionality of the data-acquisition unit. 
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4.5 Instant-by-instant Management (MPPT) 

The characteristics of DGs such as maximum available power and an I-V curve 

are continuously varying with time, weather, season, and geographic locations. Therefore, 

to maximize power generated by DGs, the generation system controller should be able to 

control the operation of DGs every moment (i.e., instant by instant). Indeed, such instant-

by-instant management can be accomplished more effectively by a decentralized entity 

(e.g., the generation system controller) in an autonomous fashion. This is due to the fact 

that a centralized control may suffer from high time latency in data communication and 

decision making. Therefore, the instant-by-instant management requires the autonomous 

control, which utilizes the local data such as connectivity, device models, and 

measurements of the device. In the following sub-sections, the operation and control 

scheme of the PV and wind-turbine generation system. 

4.5.1 Operation and Control of the PV Generation System 

As shown in Figure 4.10, the PV generation system typically consists of PV 

arrays, an inverter, and a transformer. Each component is monitored by a UMPCU in 

such a way that the UMPCU collect three essential data (i.e., connectivity, device models, 

and measurements), which are used for the instant-by-instant management (e.g., MPPT). 

The MPPT algorithm can compute the optimal operating values (e.g., dc voltages), and 

then, the controller controls the inverter to make the PV generation system to operate at 

the optimum values. 



 

83 

 
Figure 4.10: Instant-by-instant management of the PV generation system. 

In fact, various MPPT techniques, including perturbation and observation (P&O), 

incremental conductance, fractional open-circuit voltage, fractional short-circuit current, 

fuzzy logic control, and a computational method [76], [77], have been developed. Among 

them, this research work uses a computational method that is based on the device model 

of the PV array, which is developed in APPENDIX B. Such computational method 

formulates the optimization problem for obtaining the maximum power point (i.e., v1,opt) 

as follows: 
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subject to 

 ocVv ≤≤ 10 , (4.35) 

 01 ≤≤− iIsc , (4.36) 
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where Voc is the open-circuit voltage, Isc is the short-circuit current, v1 is the terminal 

voltage of the PV array, i1 is the terminal current of the PV array, and (1) means the first 

row of the PV device model, equation (B.32). 

4.5.2 Operation and Control of the Wind-turbine Generation System 

Today, the wind-turbine generation system that has been mostly used is the DFIG 

with variable generator speed. The basic architecture of DFIG is illustrated in Figure 4.11, 

and it is necessary to note that the DFIG has two converters, a rotor-side converter and a 

grid-side converter. These two converters draw the rotor field current from the main grid 

and control the active- and reactive-power output of the wind-turbine generation system. 

Additionally, the DFIG has many features to enhance the performance of the wind turbine; 

for example, the grid-side converter can maintain the voltage profile especially during the 

voltage dip by providing reactive power from the DC-link to the grid. Moreover, the main 

advantage of the DFIG is that the rotor-side converter can control the rotor speed to the 

optimal operating point, where the wind turbine can draw maximum available power 

from the wind energy within the speed limits of the DFIG. 

 

Figure 4.11: Fundamental architecture of the DFIG. 

In Figure 4.12, a UMPCU is monitoring the components of the wind-turbine 

generation system, which consists of a DFIG, a rotor-side converter, a grid-side converter, 

and a transformer, generating the three-sets of essential data (i.e., connectivity, device 

models, and measurements). These data are utilized for the MPPT algorithm to compute 
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the optimum rotor speed, where the DFIG can draw the available maximum power from 

the wind energy at any instant in any wind conditions. Finally, the controller of the wind-

turbine generation system drives the actual rotor speed to track the optimum rotor speed 

by controlling the electrical torque of the rotor. 

 

Figure 4.12: Instant-by-instant management of the wind-turbine generation system. 

If the DFIG-based wind-turbine generation system can adjust the rotor speed, then 

the next step for the MPPT is to find the maximum power point (i.e., the optimum rotor 

angular speed, ωopt) in spite of the various wind speed. Among many ways to find the 

MPPT (e.g., perturbation and observation, the wind-speed measurement, and power 

signal feedback [78]), this research work is based on the wind-speed-measurement 

method because the rotor speed can be estimated using the device model of the DFIG and 

real-time measurements from the field.  

In general, the output power of the DFIG can be expressed as follows [78]: 

 3),(
2
1 AvCP p ρβλ= , (4.37) 
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where Cp(λ,β) is the power coefficient of the DFIG, λ is the tip-speed ratio, β is the pitch 

angle, ρ is the air density, A is the swept area of the rotor blade, and v is the wind velocity. 

The optimization problem for the MPPT of the DFIG can be formulated by maximizing 

the power coefficient, Cp(λ,β), which is the function of λ and β [78]. 
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The power coefficient for different pitch angles is illustrated in Figure 4.13, 

indicating that given a specific pitch angle, the maximum power coefficient depends on 

the tip-speed ratio, λ. Therefore, if the pitch angle is known, an optimum tip-speed ratio 

(i.e., λopt) that maximizes the power coefficient (i.e., Cp) can be obtained using equations 

(4.38) and (4.39). 

 
Figure 4.13: Power coefficient for different pitch angles [79]. 



 

87 

Indeed, the tip-speed ratio, λ, which is the ratio between the rotational speed of 

the tip of the blade and the wind velocity, is represented as follows: 

 
v
Rωλ = , (4.40) 

where ω is the rotor angular speed and R is the rotor radius. Therefore, with the optimum 

tip-speed ratio (i.e., λopt) and the measured wind speed (i.e., v), the optimum rotor angular 

speed (i.e., ωopt) can be computed using equation (4.40), and this optimum speed 

becomes the reference value of the rotor angular speed (i.e., ωref). Finally, the wind-

turbine generation system controller adjusts the electromagnetic torque so as to drive the 

actual rotor speed to the reference value (i.e., ωref). 

4.6 Short-term Operational Planning 

Short-term operational planning relies on the real-time model and the estimated 

parameters of various generation resources to provide controls to achieve specific 

operational objectives. The operational objectives will vary depending upon the status of 

the system. For example, under normal conditions, the operating objectives may be as 

simple as economic or environmental dispatch (e.g., the minimization of pollutants and 

carbon dioxide). In case of islanding operation, the objective will be to maximize loads 

supported by the island.  

Under normal operating conditions, the control problem can be partitioned into 

two problems: (1) the control of non-dispatchable resources and (2) the control of 

remaining resources. The control of non-dispatchable resources can be separated from the 

remaining control problem for a simple reason that the optimal operation will require that 

the non-dispatchable resources be operated at their maximum capability. For example, the 

PV system or the wind-turbine system should be operated at its maximum power point 

for prevailing conditions. Then, for the operating points of non-dispatchable resources, 

the remaining of the system is optimized. There may be instances that this operating 
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strategy may be changed (e.g., the case of emergency conditions in the main grid or the 

case of requests from the main grid to operate in the assistance mode. 

4.6.1 Application of Autonomous State Estimation 

The economic purpose has been accomplished in the planning stage with 

forecasted electric loads and generation scheduling. In actual operation, however, the 

operational characteristics of non-dispatchable DGs are changing with environmental 

conditions (e.g., solar irradiation, wind speed, and wind direction), and the system 

loading conditions and available generation units may be quite different from those 

assumed at the planning stage. Therefore, the DMS in the local grid should be able to 

autonomously optimize economic operation in real time. 

In fact, the maximum available power of the non-dispatchable DG is determined 

by present operating conditions and environmental conditions that are changing in real 

time. For instance, the intensity of solar irradiation or the temperature of solar cells 

changes the I-V characteristics. Therefore, available maximum power point is also 

changed by time, so the capability to update the device model of DGs on a real-time basis 

is important for short-term operating planning. This capability can be achieved by 

autonomous state estimation as well as the high-speed communication infrastructure in 

the local distribution system. 

Autonomous state estimation facilitates such autonomous optimization in such a 

way that the autonomous state estimation produces the real-time model (i.e., operating 

conditions) of the local grid. The real-time model can determine maximum available 

power that is generated from non-dispatchable DGs such as PV systems or wind-turbine 

generators, thus reducing power that should be generated from dispatchable DGs, which, 

in turn, minimizes operating cost. As a result, only the dispatchable DGs are involved in 

the optimization problem for economic dispatch. Note that the real-time model, which 

results from autonomous state estimation, reflects the instantaneous change of network 
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topology and environmental conditions for DGs, and therefore, real-time economic 

scheduling can be achieved. Finally, economic dispatch determines the desired output 

power (i.e., Pref) of all dispatchable units participating in production, and then, the 

automatic generation control scheme uses these reference power values (i.e., Pref) to 

control the generation units. 

4.6.2 Multi-operational Mode 

The real-time model, which autonomous state estimation extracts from the three 

sets of essential data (i.e., connectivity, device models, and measurements) is utilized to 

operate and control the distribution system under a variety of operating conditions. In 

general, the distribution system has three operating modes depending on the status of the 

interconnection to the main power grid: (1) the grid-connected mode, (2) the islanded 

mode, and (3) the assistant mode. Each mode has a different operational purpose, so the 

local DMS should be able to provide proper control actions. The following sub-sections 

explain the three operational modes and how to formulate the objective function and 

constraints. 

4.6.2.1 Grid-connected Mode 

The traditional operational purpose in the power system is to minimize the 

operating costs of generating units. However, with increasing concerns about the 

environmental issues, the reduction of the emission of greenhouse gases has recently 

been taken into account. Therefore, when the distribution system operates at the grid-

connected mode, the objectives of the operation and control are to minimize operational 

cost while minimizing the production of air pollutants, which becomes the multi-

objective dispatch problem as follows [80], [81]: 

 ),(),(min 2211 uxFuxFJ λλ += , (4.41) 

subject to 
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x is the vector of state variables of the distribution system; u is the vector of the 

controllable output power of dispatchable generation units; F1(x,u) is the function of total 

production cost; F2(x,u) is the function of total emission cost; λ1 and λ2 are the weight 

coefficients; ui,min is the minimum available power of the i-th dispatchable generation unit; 

ui,max is the maximum available power of the i-th dispatchable generation unit; n is the 

number of dispatchable generation units; fg,i(x,u) is the cost function of the i-th 

dispatchable unit; fOM,i(x,u) is the operation and maintenance cost function of the i-th 

dispatchable unit; fBUY(x,u) is the cost function of buying power from the main grid; 

fSELL(x,u) is the cost function of selling power to the main grid; ),(,2
uxf iCO  is the emission 

cost function of the carbon dioxide of the i-th dispatchable unit; ),(,2
uxf iSO  is the 

emission cost function of the sulfur dioxide of the i-th dispatchable unit; ),(, uxf iNOx  is 

the emission cost function of the nitrogen oxides of the i-th dispatchable unit; and Pgi is 

the output power of the i-th dispatchable generation unit. Additionally, equation (4.43) is 

the equality constraints such as power flow equations, and equation (4.44) represents the 

inequality constraints. 
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It is necessary to note that Kirchhoff's current law can be equality constraints, 

which is presented in equation (4.43). Therefore, device models, which are collected from 

UMPCUs or data-acquisition units, can be used as equality constrains. Meanwhile, in the 

grid-connected mode, several constraints (e.g., the heat balance, the limitation of the gas 

emissions of DGs, spinning-reserve capacity, and the node-voltage magnitude) can be 

considered. 

4.6.2.2 Islanded Mode 

In emergency conditions when the distribution system is disconnected from the 

main grid, the control strategy is aiming for ensuring grid reliability by maximizing 

power supply to local loads or by load-shedding. The objective function and constraints 

for this mode is same as those of grid-connected mode except that there is no power 

transaction between the local distribution system and the main grid. If locally generated 

power is insufficient to sustain local loads, then some of loads in the consumer side need 

to be shed based on their priorities. 

4.6.2.3 Assistant Mode 

Given the request of power support from the main grid, the local distribution 

system needs to keep providing extra power to the main grid within the permissible limit. 

The objective function and constraints for this mode is same as those of grid-connected 

mode except that the local distribution system should provide a certain amount of power 

to the main grid. If local power is enough to support the main grid but insufficient to 

sustain local loads, then it is required to shed loads or to reduce the amount of power that 

should be provided to the main grid. 

4.7 Summary 

This chapter deals with conceptual methodology for the autonomous operation of 

the distribution system based on autonomous state estimation. The increasing penetration 
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of DGs in the distribution system requires new approaches to solve various grid problems 

in an autonomous fashion. Three approaches are introduced: (1) setting-less component 

protection, (2) instant-by-instant management, and (3) short-term operational planning. 

The setting-less component protection method is presented in this chapter to 

accomplish autonomous, setting-less, and adaptive protection in the distribution system 

with DGs. The setting-less component protection relies on the dynamic model of a 

component under protection that dynamic state estimation can extract from real-time 

measurements and component dynamic models. In other words, after performing 

dynamic state estimation, the chi-square test computes the goodness of fit of 

measurements to component dynamic models, which is refers to as the confidence level. 

Finally, the occurrence of internal faults is determined by the confidence level. Moreover, 

states that are estimated by dynamic state estimation can be integrated in the autonomous 

DMS by means of time synchronism and phasor computation. 

Instant-by-instant management is useful for operating and controlling DGs, whose 

characteristics vary with environmental conditions such as time, weather, season, and 

geographic locations. This chapter explains how to obtain maximum power points from 

DGs (e.g., PV panels or wind turbines) based on the three sets of essential data (i.e., 

connectivity, device models, and measurements). Based on optimum references, which 

are computed from the MPPT algorithm, the generation controller regulates the 

generation system to operate at the maximum power point. 

Finally, short-term operational planning should depend on the real-time model of 

various generation resources to achieve specific operational objectives. While 

autonomous state estimation can provide the real-time operating conditions of non-

dispatchable DGs that utilize renewable energy resources, the optimization problem can 

be formulated to determine the reference operating points of dispatchable generation 

units that meet various operational purposes. This chapter describes the three operational 
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modes (i.e., the grid-connected mode, the islanded mode, and the assistant mode) and 

how to formulate the objective function and constraints. 
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CHAPTER 5 

LABORATORY DEMONSTRATIONS 

 

5.1 Overview 

The research of the electric power system usually relies on computer simulation 

because it is hard to test with the actual system in the field without interrupting the 

operation of the system. However, although the results of computer simulation are 

acknowledged, many unexpected situations can happen, and therefore, the validation by 

laboratory experiments is definitely required before testing in the actual field. 

This chapter presents the laboratory demonstrations of the proposed autonomous 

state estimation with actual test systems. For this purpose, two laboratory setups are 

tested: (1) the scaled-down power system in the PSCAL at the Georgia Institute of 

Technology, and (2) the smart grid energy system in NEC Laboratories America, Inc. 

5.2 Laboratory Test System 1 

In the PSCAL at the Georgia Institute of Technology, there have been efforts to 

build a laboratory setup for the experimental test-bed of power system monitoring, 

protection, and control [82-85]. The setup is a scaled-down power-system model that 

consists of three substations, and the construction method is unique. The proposed 

autonomous state estimation is implemented and tested with this laboratory setup [65]. 

5.2.1 Electric Power Infrastructure 

All components such as transmission lines, a step-up transformer, and a generator 

are realistically modeled. Figure 5.1 shows a photograph of the actual laboratory setup, 

and Figure 5.2 illustrates the simplified diagram of the laboratory test system. In specific, 

the acronyms SYNC-GEN, XFMR, and XLINE represent the three-phase synchronous 



 

95 

generator, the delta-wye-connected transformer, the three-phase transmission line, 

respectively. 

 

Figure 5.1: Photograph of the laboratory setup in the PSCAL. 

 

Figure 5.2: Single-line diagram of the test laboratory system. 
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The laboratory setup was initially designed to implement various applications of 

the power system such as autonomous state estimation, alarming processing, testing 

protective relays, testing PMUs, testing interoperability among multi-vendor devices, and 

implementing the IEC61850-based communication system. For this purpose, instrument 

transformers like PTs and CTs are installed at every node and line, enabling relays to 

measure voltages and currents. Furthermore, numerical relays send measurement data to 

an autonomous state estimator through the communication system. Note that all relays 

receive time signals from the GPS clock, and therefore, all the measurements can be 

time-tagged and time-synchronized. Figure 5.3 illustrates connections among the 

generation system, the transmission system, the data-acquisition system (i.e., relays, PTs, 

and CTs), and the autonomous state estimator. 

 

Figure 5.3: Actual interconnections among components. 
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The following sub-sections present detailed descriptions about several 

components such as transmission lines; instrumentation channels and relays; and a 

synchronous generator and a DC motor. 

5.2.1.1 Transmission Lines 

The transmission lines are designed based on a 2-mile section of three-phase 

actual lines with neutral conductors. Self and mutual inductances among four conductors 

and shunt capacitances are taken into account in designing the transmission lines. In more 

details, a 150 turns of a magnet wire per phase in a dielectric core generates the mutual 

inductances, and the capacitances of the lines are modeled using a printed circuit board 

with capacitors. The impedances are slightly different from each phase, so asymmetries 

are included in these transmission lines. 

5.2.1.2 Instrumentation Channels and Relays 

PTs and CTs are located in this scaled-model for relays to measure voltages and 

currents at various points. These relays send the measured data to an IEC61850 client in 

an autonomous state estimator. For interoperability, multi-vendor relays (e.g., GE-N60, 

GE-G60, SEL-421, and Arbiter 1133A) with the PMU capability are installed; most of 

relays can support time synchronism that uses the GPS signal. Especially, GE-G60 uses 

the GE Hard Fiber system, which is a merging unit that uses point-to-point fiber-optic 

cables to connect between relays and instrumentation channels. The Hard Fiber system 

can ultimately obsolete the use of copper lines and control cables. 

5.2.1.3 Synchronous Generator and DC Motor 

The test system includes a synchronous generator that provides three-phase power 

at 60Hz. Its prime mover is a DC motor that is connected to the synchronous-generator 

shaft through a belt. The generated voltage is elevated by a step-up transformer and 

supplied to the transmission system as illustrated in Figure 5.2. The power for the DC 
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motor is normally fed from building electricity through a rectifier, but it can be fed from 

Feeder Bus-1, thereby creating circulating power. Since the synchronous generator and 

the DC motor are connected to each other via the timing belt, the mechanical energy is 

transmitted from the DC motor to the synchronous generator. Figure 5.4 visually explains 

the connection between them. 

 

Figure 5.4: Mechanical connection between the synchronous generator and the DC motor. 

5.2.2 Data-communication Infrastructure 

An Ethernet-based communication infrastructure is installed in the test system for 

high-speed data communication between the relays and the autonomous state estimator. 

For this demonstration, IEC61850, an international standard for communication networks 

and systems in substations, is utilized. The interoperability of IEC61850 is one of the 

most essential features in situations where multi-vendor IEDs are installed. 
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Currently, there exists no UMPCU that provides all data sets in real time 

including connectivity, device models, and measurements. Commercially available relays 

can be reprogrammed to provide this capability. For the present demonstration, 

connectivity and device-model data of all devices are provided directly to the 

autonomous state estimator by pre-computation using the WinIGS [86], a power-system 

numerical simulator. This program uses the object-oriented-programming method, which 

indicates that all devices are modeled individually as objects. Therefore, each device has 

its own device model as well as unique connectivity names. Finally, the autonomous state 

estimator utilizes these device models and connectivity from the WinIGS to 

autonomously identify states and to create measurement models, expressed in equation 

(3.8). In the meantime, the measurement data are continuously streaming from the relays 

to the autonomous state estimator. 

The communication scheme between the relays and the autonomous state 

estimator is described in Figure 5.5. The SISCO’s AX-S4 MMS is implemented as a 

communication unit, and a grid monitoring system consists of an autonomous state 

estimator, database, and an OPC client; note that the OPC is a protocol that supports open 

connectivity for industrial automation. As shown in Figure 5.5, IEC61850 servers (e.g., 

relays) send data to an IEC61850 client in the communication unit, and then, the data are 

directly transferred to an OPC server in the same unit, which finally provides them to the 

OPC client. 

It is necessary to point out that the OPC client can be installed in the same 

machine as the OPC server, or in another machine according to network topology and the 

customized scheme. In addition, many OPC clients can simultaneously access data stored 

in the OPC server. In this demonstration, both the grid monitoring system and the 

communication unit are installed and implemented in one computer. 
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Figure 5.5: Communication scheme between the relays and the autonomous state estimator. 

As shown in Figure 5.6, an OPC manager is developed to map LNs into the 

corresponding measurements for data collection. After this configuration of mapping, the 

OPC manager can periodically access to the IEC61850 server and retrieve the 

corresponding data. 
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Figure 5.6: OPC manager. 

For sharing data, a database system should be set up, so the demonstration uses 

ODBC, which is a standard database-access method developed by Microsoft Corporation, 

in order to connect between applications and the DBMS. The ODBC context allows 

many applications to access to database without understanding the unique interface of 

database. 

5.2.3 Experimental Test 

The scaled-down model, described in Figure 5.2, is utilized as a test-bed to 

perform autonomous state estimation. While the synchronous generator keeps supplying 

three-phase power to the transmission system, the relays continuously measure analog 

values through PTs or CTs and send digitized data to the DMS where the autonomous 
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state estimator is installed. This real-time monitoring system is finally evaluated in terms 

of time latency, the confidence level, and the errors of estimated state variables. 

5.2.3.1 State and Measurement Setup 

In Figure 5.2, the symbols V1, V2, V3, I1, I2, I3, and I4 indicate measurement values 

that the relays are sampling and sending to the DMS. These particular values are three-

phase phasor data. It is assumed that the autonomous state estimator operates in the 

generation substation only with data from the generation substation. Hence, the 

measurements V4 and V5 are not used as measurement data for this demonstration. 

Nevertheless, the voltages V4 and V5 can be estimated by introducing information (i.e., 

connectivity, device models, and measurements) of two transmission lines, which are 

denoted as XLINE-2 and XLINE-3. 

For the autonomous state estimation of the test system, a total of 54 states and a 

total of 75 measurements are defined as listed in Table 5.1 and Table 5.2, respectively. In 

both the tables, the numbers in parenthesis indicate the number of the corresponding 

states or measurements. Note that each bus has 8 external states; one bus has four nodes 

(i.e., A, B, C, and N), and each phase has two states (i.e., the real and imaginary value). 

Likewise, all across and through measurements are based on three-phase phasor data. A 

total of 42 meter-based measurements are mapped to the 42 LNs defined in the format of 

IEC61850, and several relays stream the measurements into the autonomous state 

estimator at the rate of the x sets of data per second; note that x is user selected. As a 

result, the autonomous state estimator should be performed x times per second. The 

performance results will show that the present laboratory setup enables x to be up to three 

times per second. There was no attempt to optimize the system, but code optimization 

will eventually allow this system to perform autonomous state estimation as fast as 60 

times per second. 
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Table 5.1: Definition of system states. 

Type Origin Number 

External states V1 (8), V2 (8), V3 (8), V4 (8), V5 (8) 40 

Internal states SYNC-GEN (6), XFMR (6) 12 

Remote ground RGROUND (2) 2 

Total 54 
 

Table 5.2: Definition of measurement data. 

Type Origin Number 

Meter-based Across V1 (6), V2 (6), V3 (6) 18 

Meter-based Through I1 (6), I2 (6), I3 (6), I4 (6) 24 

Virtual Kirchhoff –I1 (6), –I2 (6), –I3–I4 (6) 18 

Virtual Device models SYNC-GEN (6), XFMR (7), 
RGROUND (2) 15 

Total 75 

5.2.3.2 Performance Test 

Time latency in data acquisition, database processing (i.e., recording and 

retrieving), and autonomous state estimation is measured to evaluate the performance of 

the overall approach. The results are tabulated in Table 5.3; the data-acquisition time 

means the elapsed time from when the DMS sends request signal to the relays until when 

the DMS receives all requested data. The latency time of the data collection is obtained 

by averaging the 60 trials, and the latency time of autonomous state estimation is a value 

that averages the 546 trials for about a minute. It is important to note that most of the 

time latency is due to database manipulations by the third-party software. A lesson 

learned is that in the next generation of this system, a direct method of streaming data 

should be implemented to drastically cut down the time latencies. 
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Table 5.3: Performance test in terms of time latency. 

Type Time (ms) 

Data 
collection 

Data-acquisition time 61.50 

Database-recording time 183.18 

Total 244.68 

Autonomous 
state estimation 

Database-retrieving time 57.94 

State identification and state estimation 21.03 

Total 78.97 

5.2.3.3 State Estimation Results 

The results of the performance test indicate that data collection requires at least 

244.68ms and that it takes at least 78.97ms to perform autonomous state estimation. 

Based on these results, the initial settings for the real-time operation of autonomous state 

estimation are shown in Table 5.4. No attempt was made to optimize the timing 

performance. This will be the focus of the next generation of the test system. 

Table 5.4: Initial settings for the real-time operation of autonomous state estimation. 

Type Setting value 

Time interval of data collection 300ms 

Time interval of autonomous state estimation 100ms 

Weight of across measurement 1.0 

Weight of through measurement 1.0 

Weight of virtual measurement 0.1 

Degrees of freedom 75 – 54 = 21 
 

The proposed approach provides typical results from a one-minute test of the 

autonomous state estimator. During the test period, the state estimator was executed 60 
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times (i.e., once per second). The results are presented in the following two figures: 

Figure 5.7 illustrates a voltage measurement with its estimated values, and Figure 5.8 

does a current measurement with its estimated values. Note that, in both the figures, the 

solid lines represent the estimated results, and the dotted lines describe the measured 

values. The differences between the measured and estimated values are mainly 

attributable to time latency resulted from serial data measurement and collection, which 

means that the 75 measurement data are not exactly time-synchronized. Another reason 

for the differences is that current measurements are not accurate, for the magnitude of 

currents is too small compared with the sensitivity of the sensors of the relays. 

 

Figure 5.7: Estimated results of V2, the phase-A voltage measurement across Main Bus and 
RGROUND. 
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Figure 5.8: Estimated results of I2, the phase-A current measurement from Main Bus to XLINE-1. 

Performance metrics of the autonomous state estimator are shown in the 

following three figures: Figure 5.9 illustrates the chi-square values (i.e., the sum of 

normalized residuals squared), Figure 5.10 represents the computed confidence level, and 

Figure 5.11 shows the average standard deviation of the error of the estimated states. It is 

important to note that the confidence level is almost 100% over the entire testing duration, 

which verifies that the estimated state variables are highly trustable. 

 

Figure 5.9: Chi-square critical values. 
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Figure 5.10: Confidence level. 

 

Figure 5.11: Average standard deviation of the error of the estimated states. 

5.3 Laboratory Test System 2 

The research work also presents the laboratory demonstration of the proposed 

autonomous state estimation using the smart grid energy system in NEC Laboratories 

America, Inc., which include a PV system, a programmable load that can emulate daily 

load profiles, and an energy-storage system that has three operational modes: (1) the 

standby mode, (2) the inverter mode, and (3) the charger mode. The objective of this 

demonstration is to verify whether autonomous state estimation can keep tracking of the 

multi-operational modes of the grid. 

5.3.1 System Description 

The smart grid energy system is designed to test the IPMS, which operates and 

controls energy systems that consist of renewable energy resources and energy-storage 

systems in accordance with various operational objectives (e.g., economic or 
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environmental dispatch). In this demonstration, autonomous state estimation is also 

implemented in the IMPS, to provide the accurate operating conditions in real time. 

The overall system diagram is described in Figure 5.12. A PV system has a total 

of 21 PV panels, generating maximum 6kW, and a programmable load can simulate daily 

load profiles. Meanwhile, an energy-storage system with a maximum output of 10kW 

provides power to the system according to the optimization algorithms of the IPMS. The 

test system is connected to the main grid (i.e., the utility), exporting or importing the 

energy. The power flow can be measured by a grid meter at the point of connection to the 

main grid.  Furthermore, an Arbiter relay, a PV inverter, the energy-storage system, the 

load, and Tigo Maximizers (i.e., MPPT devices) are streaming measurement data to a 

database system of the IPMS in real time. 

 

Figure 5.12: Diagram of the smart grid energy system. 
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The energy-storage system with four battery compartments has three modes: (1) 

the standby mode, (2) the inverter mode, and (3) the charger mode. In the standby mode, 

the DC-to-AC inverter and the AC-to-DC charger are disconnected from both the 

batteries and the grid; the switches at both the sides of the inverter and the charger are 

open as shown in Figure 5.13. Only small amount of power is consumed by a user display 

that is represented by the conductance GB. In the inverter mode, the switches at both sides 

of the inverter are closed, but in the charger mode, the switches at both the sides of the 

charger are closed. Note that the autonomous state estimator in the IPMS should be able 

to automatically change the device model of the storage system according to its operation 

mode, to generate correct operating conditions. In this model, the conductances G1 and 

G2 are added to take into account the average power loss of the inverter and the charger, 

respectively. 

 
Figure 5.13: Detailed circuit of the storage system. 
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5.3.2 Test Scenarios 

This laboratory demonstration is performed during one and a half days. With the 

programmable load, a usual daily profile is given during the test as depicted in Figure 

5.14. Furthermore, Figure 5.15 represents the on and off status of the inverter and the 

charger; when the inverter mode or the charger mode is on (i.e., when the switches of 

both the sides of the inverter or the charger), the value of the inverter or the charger is one, 

respectively. Otherwise, the value is zero. As described in Figure 5.15, the inverter mode 

is on around 11am and 10pm on the first day, and then, the mode turns off after a certain 

time. Right after the inverter mode turns off, the charger mode is on around 11:40am and 

23:50pm on the first day. After several hours, the charger mode turns off. It is necessary 

to point out that if both the charger and inverter mode turns off, the operational mode is 

standby. 

 

Figure 5.14: Daily load profile. 
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Figure 5.15: On and off status of the inverter and the charger in the energy-storage system. 

For autonomous state estimation, the PV inverter, the load, and the energy-storage 

system are modeled and integrated. In other words, autonomous state estimation is 

performed with the integrated model of all three devices and the corresponding 

measurements. Finally, the estimated results can be evaluated from the two points of view: 

(1) the validation of the measurements and (2) the validation of the operational mode. 

5.3.2.1 Validation of Measurements 

If there are bad measurements, the statistical evaluation of autonomous state 

estimation would indicate the existence of bad data by producing the low confidence 

level. For this test scenario, the individual component is tested with the corresponding 

measurement data, and then, the integrated model of three devices is tested. 

5.3.2.2 Validation of Operational Modes 

The statistical evaluation of autonomous state estimation is capable of checking if 

the system under monitoring operates correctly according to its operational mode. In the 

test-bed, the energy-storage system has three operational modes, and therefore, the device 
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model of the system should be able to be changed according to the corresponding mode. 

Otherwise, the confidence level would be low, and then, it can be concluded that the 

actual operation of the system do not match the device model. A total of six test scenarios 

are listed in Table 5.5. 

Table 5.5: Test cases. 

Test Case Actual Operation Device Model 

1 Inverter mode Standby mode 

2 Inverter mode Charger mode 

3 Charger mode Standby mode 

4 Charger mode Inverter mode 

5 Standby mode Inverter mode 

6 Standby mode Charger mode 

5.3.3 Experimental Test 

The following sub-sections present the test results in terms of (1) the validation of 

measurements and (2) the validation of the operational mode of the system. 

5.3.3.1 Test Results of the Validation of Measurements 

For this laboratory demonstration, three devices that include the PV inverter, the 

load, and the energy-storage system are modeled. Then, each device is individually tested 

to validate the measurement data, and then, the integrated model of three devices is tested. 

5.3.3.1.1 PV Inverter 

The measured and estimated values of voltages measurements at the phases A and 

B are presented in Figure 5.16 and Figure 5.17, indicating that the estimated values are 

almost same as the measured ones. The blue solid line and red dotted line represent 

measured and estimated values, respectively.  
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Figure 5.16: Measured and estimated values of voltage measurements at the phases A and B. 

 
Figure 5.17: Measured and estimated values of voltage measurements at the phases A and B 

(zoomed in). 

The measured and estimated values of the active-power measurement are 

presented in Figure 5.18 and Figure 5.19, indicating that the estimated values are almost 

same as the measured ones. The blue solid line and red dotted line represent measured 

and estimated values, respectively. 
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Figure 5.18: Measured and estimated values of the active-power measurement. 

 
Figure 5.19: Measured and estimated values of the active-power measurement (zoomed in). 

Finally, Figure 5.20 represents the confidence level, indicating that the confidence 

level is 100% over the testing period. 
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Figure 5.20: Confidence level in the test with the data of the PV inverter. 

5.3.3.1.2 Load 

The measured and estimated values of voltages measurements at the phases A and 

B are presented in Figure 5.21 and Figure 5.22, indicating that the estimated values are 

almost same as the measured ones. The blue solid line and red dotted line represent 

measured and estimated values, respectively.  

 
Figure 5.21: Measured and estimated values of voltage measurements at the phases A and B. 
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Figure 5.22: Measured and estimated values of voltage measurements at the phases A and B 

(zoomed in). 

The measured and estimated values of the active-power measurement are 

presented in Figure 5.23 and Figure 5.24, indicating that the estimated values are almost 

same as the measured ones. The blue solid line and red dotted line represent measured 

and estimated values, respectively. 

 
Figure 5.23: Measured and estimated values of the active-power measurement. 
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Figure 5.24: Measured and estimated values of the active-power measurement (zoomed in). 

Finally, Figure 5.25 represents the confidence level, indicating that the confidence 

level is 100% over the testing period. 

 

Figure 5.25: Confidence level in the test with the data of the load. 
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5.3.3.1.3 Energy-storage System 

Figure 5.26 represents the confidence level over the testing period, indicating that 

the transient decrease of the confidence level occurs when the inverter or charger switch 

operates as marked with red circles. There are two reasons for this transient decrease: the 

first reason is that device models in use are based on the static model in the frequency 

domain, and the second one is that the sampling rate is not high enough to capture the 

transient moments. However, the transient period is very short, and thus, the low 

confidence level in the transients can be negligible unless fast-response controls are 

required. 

 
Figure 5.26: Confidence level in the test with the data of the energy-storage system. 

Furthermore, it can be pointed out that when the charger mode turns on, the 

confidence level slightly decreases after a certain period of time. This behavior is marked 

with red circles in Figure 5.27, which also presents the measured values of the power 

input to the charger as well as the confidence level. In this figure, the acronyms CC and 

CV represent the constant-current mode and the constant-voltage mode, respectively. 
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Figure 5.27: Power input to the charger with the confidence level. 

Note that the confidence level is low when the storage system are in the constant-

voltage charging mode, where the current that flows to batteries decreases significantly 

while the voltage keeps a constant level. In fact, power-electronics-interfaced devices 

such as inverters or chargers generate current harmonics, which eventually affect the 

accuracy of current or power measurements especially when the current magnitude or 

active power is relatively low. After all, in the constant-voltage mode, where a small 

amount of active-power flows to the charger, the confidence level could slightly decrease 

because the device model of the storage system, described in Figure 5.13, has several 

active-power-related equations including the following two equations: 
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5.3.3.1.4 Integrated Model 

The device models of the PV inverter, the load, and the energy-storage system are 

integrated into one device model, which is, then, tested for autonomous state estimation. 

As a result, Figure 5.28 shows the confidence level, which is nearly 100% during the 

testing period but decrease temporarily at the transient moment of switch operations. 

 
Figure 5.28: Confidence level in the test with the data of the integrated model. 

5.3.3.2 Test Results of the Validation of Operational Modes 

A total of six test scenarios are performed to verify if autonomous state estimation 

can keep tracking of the multi-operational modes of the test system. For these tests, the 

integrated device model of three devices (i.e., the PV inverter, the load, and the energy-

storage system) is used. 

5.3.3.2.1 Inverter Operational Mode and Standby Device Model 

The first mismatch case is that the actual storage system operates in the inverter 

mode, but the device model is based on the standby mode. Figure 5.29 presents the 

confidence level, pointing out that the confidence level is almost zero during the period 

of the mismatch 
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Figure 5.29: Confidence level in the first test case. 

5.3.3.2.2 Inverter Operational Mode and Charger Device Model 

The second mismatch case is that the actual storage system operates in the 

inverter mode, but the device model is based on the charger mode. In Figure 5.30, the 

confidence level becomes zero when the device model is inconsistent with the actual 

operational mode of the storage system. 

 
Figure 5.30: Confidence level in the second test case. 
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5.3.3.2.3 Charger Operational Mode and Standby Device Model 

The third mismatch case is that the actual storage system operates in the charger 

mode, but the device model is based on the standby mode. As described in Figure 5.31, 

the confidence level is zero at the moment of the mismatch between the actual 

operational mode and the device model. 

 
Figure 5.31: Confidence level in the third test case. 

5.3.3.2.4 Charger Operational Mode and Inverter Device Model 

The fourth mismatch case is that the actual storage system operates in the charger 

mode, but the device model is based on the inverter mode. The confidence level is 

presented in Figure 5.32, indicating that the confidence level is zero at the moment of the 

mismatch between the actual operational mode and the device model. 
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Figure 5.32: Confidence level in the fourth test case. 

5.3.3.2.5 Standby Operational Mode and Inverter Device Model 

The fifth mismatch case is that the actual storage system operates in the standby 

mode, but the device model is based on the inverter mode. The confidence level is 

presented in Figure 5.33, indicating that the confidence level is zero at the moment of the 

mismatch between the actual operational mode and the device model. 

 
Figure 5.33: Confidence level in the fifth test case. 
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5.3.3.2.6 Standby Operational Mode and Charger Device Model 

The sixth mismatch case is that the actual storage system operates in the standby 

mode, but the device model is based on the charger mode. The confidence level is 

presented in Figure 5.34, indicating that the confidence level is zero at the moment of the 

mismatch between the actual operational mode and the device model. 

 
Figure 5.34: Confidence level in the sixth test case. 

5.4 Summary 

In this chapter, to verify autonomous state estimation at the laboratory level, two 

test-beds are used: (1) the scaled-down power system in the PSCAL at the Georgia 

Institute of Technology, and (2) the smart grid energy system in NEC Laboratories 

America, Inc. 

The first laboratory test system consists of a synchronous generator, a DC motor, 

transmission lines, a step-up transformer, and resistive load, and the data-acquisition 

system (i.e., PTs, CTs, numerical relays, and merging units) is installed to collect 

measurement data from the system. For interoperability, the IEC61850 and Ethernet 

protocol are used for data communication. With connectivity and device models provided 

by the WinIGS, autonomous state estimation is performed, generating the trustable 
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operating conditions of the system with a confidence level of 100%. The performance of 

the autonomous state estimation is evaluated in terms of computational speed, the 

confidence level, and average standard deviation of the error of estimated values. 

The second laboratory test system has PV panels, a PV inverter, a energy-storage 

system with four battery compartments, and a programmable load that can emulate daily 

load profiles. The energy-storage system has three operational modes: (1) the standby 

mode, (2) the inverter mode, and (3) the charger mode. On the concept of autonomous 

state estimation, the device model of the energy-storage system should be able to be 

changed in accordance with the modes, and the experimental test results prove that 

autonomous state estimation provides the correct operating conditions based on the multi-

operational modes. 
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CHAPTER 6 

FEASIBILITY STUDY: SETTING-LESS COMPONENT 

PROTECTION OF THE THREE-PHASE TRANSFORMER 

 

6.1 Overview 

This chapter presents the feasibility study of the setting-less component protection 

scheme with the three-phase, two-winding, variable-tap, and saturable-core transformer. 

First, hardware requirements and various possibilities for the proposed protection scheme 

are described, and then, numerical experiments are performed with an example test 

system and various test scenarios. For the numerical experiments, the WinIGS, a power-

system numerical simulator, is used to generate measurement data in the format of 

COMTRADE, and typical performance results (e.g., the confidence level, the estimated 

states, the estimated values of measurements, and normalized residuals between 

estimated and measured values) are also stored in COMTRADE files. 

6.2 Hardware Requirements  

The best conditions for the proposed protection scheme are as follows: (1) the 

data-acquisition system is accurate, (2) measurements are time-synchronized, and (3) the 

data-communication system is as fast as possible so as to support the required throughput, 

which depends on the sampling rate. 

First, the general data-acquisition system is shown in Figure 6.1. The accuracy of 

the data-acquisition system depends on the accuracy of each individual component in the 

data-acquisition channel. The most accurate instrument transformers are wound-type PTs 

for the voltage measurement and magnetic-core CTs for the current measurement. The 

instrument transformers are recommended to be the highest accuracy class. 
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Figure 6.1: Typical data-acquisition system. 

Second, the time synchronization of measurements should be satisfied to ensure 

the accuracy of measurements. Currently, GPS-synchronized measurements can be 

synchronized to the accuracy of better than one microsecond. 

Finally, the communication system should provide fast data transmission to 

minimize time latency and should be able to meet throughput requirements so that data 

are continuously streaming into the processing unit. 

When taking into account the three conditions aforementioned (i.e., accurate 

measurements, time synchronism, and fast data communication), two selections can be 

recommended. The first recommended selection includes a setting-less protection relay 

(or a UMPCU) with PMU capability, and PTs/CTs with the highest accuracy as described 

in Figure 6.2. The second recommended selection is related to near-future developments 

as shown in Figure 6.3. The introduction of merging units provides another alternative for 

the implementation of the proposed protection method. Indeed, the use of merging units 
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is advantageous for the proposed method, for measurements based on merging units are 

highly accurate. 

 

Figure 6.2: Recommended instrumentation and the data-acquisition system with cables. 

 
Figure 6.3: Secondary recommended instrumentation and the data-acquisition system with 

merging units and the process bus. 
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6.3 Implementation of the Proposed Protection Scheme 

This section describes the implementation of the setting-less component 

protection of the three-phase, two-winding, variable-tap, and saturable-core transformer. 

The proposed protection algorithm is fundamentally based on dynamic state estimation, 

thus requiring the definition of the states of the transformer, the definition of 

measurements, the component dynamic model of the transformer, measurement-model 

formulation, dynamic state estimation, and finally the protection logic. 

Among these, the component dynamic model of the three-phase transformer is 

presented in equation (C.52), which is developed in APPENDIX C, and the formulation 

of measurement models, dynamic state estimation, and the protection logic are described 

in Sections 4.4.3.2, 4.4.2.2, and  4.4.2.3 of CHAPTER 4, respectively. 

The following sub-sections deals with the remaining parts of the implementation 

of the proposed protection method, including the definition of states and measurements. 

6.3.1 Definition of States 

For a three-phase, delta-wye-connected transformer, a total of 68 states are 

defined when the exponent n is five: 34 for the present time, t, and 34 for the intermediate 

time, tm. The detailed descriptions of the states are listed in Table 6.1. 

Table 6.1: All state variables for the three-phase, delta-wye-connected transformer when n is five. 

State Type Time Description 

x1 = va(t) External t Phase-a terminal voltage at the primary side 

x2 = vb(t) External t Phase-b terminal voltage at the primary side 

x3 = vc(t) External t Phase-c terminal voltage at the primary side 

x4 = vA(t) External t Phase-A terminal voltage at the secondary side 

x5 = vB(t) External t Phase-B terminal voltage at the secondary side 

x6 = vC(t) External t Phase-C terminal voltage at the secondary side 
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x7 = vN(t) External t Neutral terminal voltage at the secondary side 

x8 = imA(t) Internal t Magnetizing current at the primary-side phase-a coil 

x9 = eA(t) Internal t Phase-a winding voltage at the primary side 

x10 = λA(t) Internal t Magnetic flux linkage at the phase-a core 

x11 = i1LA(t) Internal t Phase-a terminal current at the primary side 

x12 = i3LA(t) Internal t Phase-A terminal current at the secondary side 

x13 = y1A(t) Internal t Additional state for the nonlinear term at the phase a 

x14 = y2A(t) Internal t Additional state for the nonlinear term at the phase a 

x15 = y3A(t) Internal t Additional state for the nonlinear term at the phase a 

x16 = zA(t) Internal t Additional state for the nonlinear term at the phase a 

x17 = imB(t) Internal t Magnetizing current at the primary-side phase-b coil 

x18 = eB(t) Internal t Phase-b winding voltage at the primary side 

x19 = λB(t) Internal t Magnetic flux linkage at the phase-b core 

x20 = i1LB(t) Internal t Phase-b terminal current at the primary side 

x21 = i3LB(t) Internal t Phase-B terminal current at the secondary side 

x22 = y1B(t) Internal t Additional state for the nonlinear term at the phase b 

x23 = y2B(t) Internal t Additional state for the nonlinear term at the phase b 

x24 = y3B(t) Internal t Additional state for the nonlinear term at the phase b 

x25 = zB(t) Internal t Additional state for the nonlinear term at the phase b 

x26 = imC(t) Internal t Magnetizing current at the primary-side phase-c coil 

x27 = eC(t) Internal t Phase-c winding voltage at the primary side 

x28 = λC(t) Internal t Magnetic flux linkage at the phase-c core 

x29 = i1LC(t) Internal t Phase-c terminal current at the primary side 

x30 = i3LC(t) Internal t Phase-C terminal current at the secondary side 

x31 = y1C(t) Internal t Additional state for the nonlinear term at the phase c 
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x32 = y2C(t) Internal t Additional state for the nonlinear term at the phase c 

x33 = y3C(t) Internal t Additional state for the nonlinear term at the phase c 

x34 = zC(t) Internal t Additional state for the nonlinear term at the phase c 

x35 = va(tm) External tm Phase-a terminal voltage at the primary side 

x36 = vb(tm) External tm Phase-b terminal voltage at the primary side 

x37 = vc(tm) External tm Phase-c terminal voltage at the primary side 

x38 = vA(tm) External tm Phase-A terminal voltage at the secondary side 

x39 = vB(tm) External tm Phase-B terminal voltage at the secondary side 

x40 = vC(tm) External tm Phase-C terminal voltage at the secondary side 

x41 = vN(tm) External tm Neutral terminal voltage at the secondary side 

x42 = imA(tm) Internal tm Magnetizing current at the primary-side phase-a coil 

x43 = eA(tm) Internal tm Phase-a winding voltage at the primary side 

x44 = λA(tm) Internal tm Magnetic flux linkage at the phase-a core 

x45 = i1LA(tm) Internal tm Phase-a terminal current at the primary side 

x46 = i3LA(tm) Internal tm Phase-A terminal current at the secondary side 

x47 = y1A(tm) Internal tm Additional state for the nonlinear term at the phase a 

x48 = y2A(tm) Internal tm Additional state for the nonlinear term at the phase a 

x49 = y3A(tm) Internal tm Additional state for the nonlinear term at the phase a 

x50 = zA(tm) Internal tm Additional state for the nonlinear term at the phase a 

x51 = imB(tm) Internal tm Magnetizing current at the primary-side phase-b coil 

x52 = eB(tm) Internal tm Phase-b winding voltage at the primary side 

x53 = λB(tm) Internal tm Magnetic flux linkage at the phase-b core 

x54 = i1LB(tm) Internal tm Phase-b terminal current at the primary side 

x55 = i3LB(tm) Internal tm Phase-B terminal current at the secondary side 

x56 = y1B(tm) Internal tm Additional state for the nonlinear term at the phase b 



 

132 

x57 = y2B(tm) Internal tm Additional state for the nonlinear term at the phase b 

x58 = y3B(tm) Internal tm Additional state for the nonlinear term at the phase b 

x59 = zB(tm) Internal tm Additional state for the nonlinear term at the phase b 

x60 = imC(tm) Internal tm Magnetizing current at the primary-side phase-c coil 

x61 = eC(tm) Internal tm Phase-c winding voltage at the primary side 

x62 = λC(tm) Internal tm Magnetic flux linkage at the phase-c core 

x63 = i1LC(tm) Internal tm Phase-c terminal current at the primary side 

x64 = i3LC(tm) Internal tm Phase-C terminal current at the secondary side 

x65 = y1C(tm) Internal tm Additional state for the nonlinear term at the phase c 

x66 = y2C(tm) Internal tm Additional state for the nonlinear term at the phase c 

x67 = y3C(tm) Internal tm Additional state for the nonlinear term at the phase c 

x68 = zC(tm) Internal tm Additional state for the nonlinear term at the phase c 

6.3.2 Definition of Measurements 

For the proposed transformer protection, the following measurements can be 

defined: 

• Actual measurements: six voltages of phase a-N, phase b-N, phase c-N, phase A-

N, phase B-N, and phase C-N at the time t; seven currents of phase a, phase b, 

phase c, phase A, phase B, phase C, and phase N at the time t; six voltages of 

phase a-N, phase b-N, phase c-N, phase A-N, phase B-N, and phase C-N at the 

time tm; and seven currents of phase a, phase b, phase c, phase A, phase B, phase 

C, and phase N at the time tm. Typically, it is assumed that these measurements 

have measurement errors with standard deviation equal to 0.1pu. 

• Virtual measurements: measurements induced from the component dynamic 

model of the three-phase transformer, which is expressed in equation (C.52). The 

8th- to 34th-row and 42nd- to 68th-row equations in equation (C.52) can become 
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virtual measurements. Typically, it is assumed that these measurements have 

measurement errors with standard deviation equal to 0.01pu. 

• Pseudo measurements: two phase N-g voltages at the times t and tm. These 

measurements represent quantities that are not measured generally (e.g., the 

ground voltage and the neutral current). Typically, it is assumed that these 

measurements have measurement errors with standard deviation equal to 0.1pu. 

Note that for the three-phase transformer, there are 26 actual measurements, 54 virtual 

measurements, and 2 pseudo measurements; there are a total of 82 measurements. It 

should be noted that there are 68 states, and therefore, this provides a redundancy of 20.6% 

[i.e., (82-68)/68×100]. 

It is important to point out that when two consecutive sampling points are 

captured, the first point becomes a measurement for the intermediate time, tm, and the 

second point becomes a measurement for the current time, t. 

All across, through, virtual, and pseudo measurements that are used for the 

proposed setting-less component protection of the three-phase transformer are listed in 

Table 6.2, Table 6.3, Table 6.4, and Table 6.5, respectively. 

Table 6.2: Actual across measurements for the three-phase transformer. 

Type Name Measurement Model Standard Deviation 

Across voltage_aN z1 = va(t) – vN(t) 0.1 (p.u.) * Vscaleh 

Across voltage_bN z2 = vb(t) – vN(t) 0.1 (p.u.) * Vscaleh 

Across voltage_cN z3 = vc(t) – vN(t) 0.1 (p.u.) * Vscaleh 

Across voltage_AN z4 = vA(t) – vN(t) 0.1 (p.u.) * Vscalel 

Across voltage_BN z5 = vB(t) – vN(t) 0.1 (p.u.) * Vscalel 

Across voltage_CN z6 = vC(t) – vN(t) 0.1 (p.u.) * Vscalel 

Across voltage_aNm z7 = va(tm) – vN(tm) 0.1 (p.u.) * Vscaleh 

Across voltage_bNm z8 = vb(tm) – vN(tm) 0.1 (p.u.) * Vscaleh 
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Across voltage_cNm z9 = vc(tm) – vN(tm) 0.1 (p.u.) * Vscaleh 

Across voltage_ANm z10 = vA(tm) – vN(tm) 0.1 (p.u.) * Vscalel 

Across voltage_BNm z11 = vB(tm) – vN(tm) 0.1 (p.u.) * Vscalel 

Across voltage_CNm z12 = vC(tm) – vN(tm) 0.1 (p.u.) * Vscalel 
 

Vscaleh and Vschalel are the scales of the standard deviation of voltage measurements at 

the primary side and at the secondary side, respectively. These scales are typically 

determined according to their nominal values. 

Table 6.3: Actual through measurements for the three-phase transformer. 

Type Name Measurement Model Standard Deviation 

Through current_a z1 = ia(t) = 1st-row in equation (C.52) 0.01 (p.u.) * Iscaleh 

Through current_b z2 = ib(t) = 2nd-row in equation (C.52) 0.01 (p.u.) * Iscaleh 

Through current_c z3 = ic(t) = 3rd-row in equation (C.52) 0.01 (p.u.) * Iscaleh 

Through current_A z4 = iA(t) = 4th-row in equation (C.52) 0.01 (p.u.) * Iscalel 

Through current_B z5 = iB(t) = 5th-row in equation (C.52) 0.01 (p.u.) * Iscalel 

Through current_C z6 = iC(t) = 6th-row in equation (C.52) 0.01 (p.u.) * Iscalel 

Through current_N z7 = iN(t) = 7th-row in equation (C.52) 0.01 (p.u.) * Iscalel 

Through current_am z8 = ia(tm) = 35th-row in equation (C.52) 0.01 (p.u.) * Iscaleh 

Through current_bm z9 = ib(tm) = 36th-row in equation (C.52) 0.01 (p.u.) * Iscaleh 

Through current_cm z10 = ic(tm) = 37th-row in equation (C.52) 0.01 (p.u.) * Iscaleh 

Through current_Am z11 = iA(tm) = 38th-row in equation (C.52) 0.01 (p.u.) * Iscalel 

Through current_Bm z12 = iB(tm) = 39th-row in equation (C.52) 0.01 (p.u.) * Iscalel 

Through current_Cm z13 = iC(tm) = 40th-row in equation (C.52) 0.01 (p.u.) * Iscalel 

Through current_Nm z14 = iN(tm) =41st-row in equation (C.52) 0.01 (p.u.) * Iscalel 
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Isacleh and Isaclel are the scales of the standard deviation of current measurements at the 

primary side and at the secondary side, respectively. These scales are typically 

determined according to their nominal values. 

Table 6.4: Virtual measurements for the three-phase transformer. 

Type Name Measurement Model Standard Deviation 

Virtual virtual_t_1 z1 = 0 = 8th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_2 z2 = 0 = 9th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_3 z3 = 0 = 10th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_4 z4 = 0 = 11th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_5 z5 = 0 = 12th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_6 z6 = 0 = 13th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_7 z7 = 0 = 14th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_8 z8 = 0 = 15th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_9 z9 = 0 = 16th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_10 z10 = 0 = 17th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_11 z11 = 0 = 18th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_12 z12 = 0 = 19th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_13 z13 = 0 = 20th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_14 z14 = 0 = 21st-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_15 z15 = 0 = 22nd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_16 z16 = 0 = 23rd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_17 z17 = 0 = 24th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_18 z18 = 0 = 25th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_19 z19 = 0 = 26st-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_20 z20 = 0 = 27nd-row in equation (C.52) 0.01 (p.u.) 



 

136 

Virtual virtual_t_21 z21 = 0 = 28rd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_22 z22 = 0 = 29th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_23 z23 = 0 = 30th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_24 z24 = 0 = 31st-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_25 z25 = 0 = 32nd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_26 z26 = 0 = 33rd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_t_27 z27 = 0 = 34th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_1 z28 = 0 = 42nd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_2 z29 = 0 = 43rd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_3 z30 = 0 = 44th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_4 z31 = 0 = 45th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_5 z32 = 0 = 46th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_6 z33 = 0 = 47th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_7 z34 = 0 = 48th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_8 z35 = 0 = 49th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_9 z36 = 0 = 50th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_10 z37 = 0 = 51st-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_11 z38 = 0 = 52nd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_12 z39 = 0 = 53rd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_13 z40 = 0 = 54th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_14 z41 = 0 = 55th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_15 z42 = 0 = 56th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_16 z43 = 0 = 57th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_17 z44 = 0 = 58th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_18 z45 = 0 = 59th-row in equation (C.52) 0.01 (p.u.) 
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Virtual virtual_tm_19 z46 = 0 = 60th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_20 z47 = 0 = 61st-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_21 z48 = 0 = 62nd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_22 z49 = 0 = 63rd-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_23 z50 = 0 = 64th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_24 z51 = 0 = 65th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_25 z52 = 0 = 66th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_26 z53 = 0 = 67th-row in equation (C.52) 0.01 (p.u.) 

Virtual virtual_tm_27 z54 = 0 = 68th-row in equation (C.52) 0.01 (p.u.) 
 

Table 6.5: Pseudo measurements for the three-phase transformer. 

Type Name Measurement Model Standard Deviation 

Pseudo voltage_N z1 = 0 = vN(t) 0.1 (p.u.) * Vscalel 

Pseudo voltage_Nm z2 = 0 = vN(tm) 0.1 (p.u.) * Vscalel 
 

Note that if there is no through measurement for the neutral phase (i.e., the phase N), 

pseudo measurements for the phase-N current can be added. 

6.4 Feasibility Test with Numerical Experiments 

The setting-less component protection for the transformer is tested with the 

simulated data. Specifically, a test system was used to create a number of scenarios. For 

each scenario, the system was simulated, and measurements were generated and stored in 

COMTRADE files [87]. 

As a way to test the feasibility of the proposed setting-less component protection 

method, the WinIGS is used to create measurements and the component dynamic model 

of the three-phase transformer; the component dynamic model is provided in the form of 

matrices and vectors as expressed in equation (C.52) while measurement data are 
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generated in COMTRADE files. Then, both measurements and the component model 

become the input data of a setting-less protective relay that performs dynamic state 

estimation and protection logic. After processing all measurements data from the WinIGS, 

the protective relay yields test results, which includes the estimated states, the estimated 

values of the measurements, the raw measurements, the residuals between the estimated 

and measured values of the measurements, the normalized residuals, the degrees of 

freedom, the chi-square critical values, the confidence levels, and the processing time; 

note that these results are also stored in COMTRADE files. Figure 6.4 describes the 

overall approach for the feasibility test of the setting-less component protection algorithm. 

 

Figure 6.4: Feasibility test scheme for verifying the proposed protection method. 

6.4.1 Example Test System and Test Scenarios 

To test the feasibility of the proposed protection method, a test system that 

includes a three-phase transformer under protection and other components around the 

transformer is created as illustrated in Figure 6.5. The system consists of a 15kV-

150MVA-rated generator, an 18kV-350MVA-rated generator, a 15kV-200MVA-rated 

generator, transformers, and transmission lines, and loads. The three-phase transformer 

under protection is located at the middle of the entire system, which is marked with a red 

circle in Figure 6.5; note that the red circle indicates the protection zone of the 
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transformer. Monitored are six voltages and seven currents at the terminals of the 

transformer. 

 
Figure 6.5: Test system for the proposed protection method. 

In this test, the exponent n of equation (C.1), which expresses nonlinear 

characteristics between the magnetizing current and the flux linkage of the transformer 

core, is five, and the transformer is delta-wye-connected. The settings of the transformer 

under protection are shown in Figure 6.6. 
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Figure 6.6: Settings of the three-phase transformer under protection. 

The actual parameters of the single-phase transformer model in Figure C.1 are 

given in Table 6.6; these parameters are applicable to every phase of the three-phase 

transformer. 
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Table 6.6: Transformer parameters.  

Parameter Value Parameter Value 

r1 2.3805 Ω rc 158700 Ω 

L1 0.096822 H Lm 420.964824 H 

r2 0.198375 Ω i0 0.002050 

L2 0.008068 H λ0 0.862803 

N 0.288675  
 

Note that the scales of the standard deviations of measurements are defined as follows: 

Vscaleh = 230, Vscalel = 115, Iscaleh = 0.4, and Iscalel = 0.8. 

Five sets of different test scenarios are tested using the setting-less component 

protection scheme: 

• Test A: the normal operating condition, 

• Test B: transformer energization (inrush current), 

• Test C: transformer overexcitation, 

• Test D: the through-fault condition, 

• Test E: the internal-fault condition. 
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6.4.1.1 Test A: Normal Operating Condition 

For the normal operating condition, the test system in Figure 6.5 is used. A set of 

measurement signals that are monitored during the normal operating condition is shown 

in Figure 6.7. 

 

Figure 6.7: Measurements of the transformer (test A: the normal operating condition). 

Program XfmHms - Page 1 of 1

3.210 3.240 3.270 3.300

-188.1 k

-62.45 k

63.14 k

188.7 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-94.35 k

-31.48 k

31.39 k

94.26 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-397.5 

-133.3 

131.0 

395.2 Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-805.3 

-268.0 

269.3 

806.6 Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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6.4.1.2 Test B: Transformer Energization (Inrush Current) 

For transformer energization, the test system in Figure 6.5 is used. A set of 

measurement signals that are monitored during the energization is shown in Figure 6.8. 

 
Figure 6.8: Measurements of the transformer [test B: transformer energization (inrush current)]. 

Program XfmHms - Page 1 of 1

3.000 3.020 3.040 3.060

-353.3 k

-140.1 k

73.12 k

286.4 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-170.5 k

-57.67 k

55.14 k

167.9 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-1.015 k

-373.9 

267.6 

909.2 Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-2.081 k

-856.4 

368.2 

1.593 k Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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6.4.1.3 Test C: Transformer Overexcitation 

For transformer overexcitation, the test system in Figure 6.5 is used. A set of 

measurement signals that are monitored during the overexcitation is shown in Figure 6.9. 

 

Figure 6.9: Measurements of the transformer (test C: transformer overexcitation). 

  

Program XfmHms - Page 1 of 1

3.060 3.080 3.100 3.120

-220.1 k

-73.53 k

73.01 k

219.6 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-127.2 k

-45.87 k

35.44 k

116.7 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-643.6 

-258.4 

126.8 

512.0 Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-1.287 k

-506.4 

273.9 

1.054 k Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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6.4.1.4 Test D: Through-fault Condition 

For the through-fault condition, the test system in Figure 6.5 is used, but single-

phase-to-ground fault is given at a certain bus outside the transformer under protection; 

the faulted location is marked with a red circle in Figure 6.10. The fault lasts for 0.05 

seconds, and then, it is cleared. 

 
Figure 6.10: Fault location in the test system (test D: the through-fault condition). 

A set of measurement signals that are monitored during the through-fault 

condition is shown in Figure 6.11. The single-phase-to-ground fault is given for 0.05 

seconds, starting at 3.20 seconds. 
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Figure 6.11: Measurements of the transformer (test D: the through-fault condition). 

  

Program XfmHms - Page 1 of 1

3.12 3.18 3.24 3.30 3.36

-358.5 k

-143.5 k

71.49 k

286.5 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-147.2 k

-55.31 k

36.60 k

128.5 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-855.3 

-166.8 

521.7 

1.210 k Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-2.367 k

-965.5 

436.1 

1.838 k Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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6.4.1.5 Test E: Internal-fault Condition 

For the internal-fault condition, the test system in Figure 6.5 is used. The single-

phase-to-ground fault occurs at the phase-A terminal on the primary (i.e., left) side of the 

transformer for 0.05 seconds, and then, the fault is cleared. In Figure 6.12, the faulted 

location is marked with a red circle. 

 
Figure 6.12: Fault location in the test system (test E: the internal-fault condition). 

A set of measurement signals that are monitored during the internal-fault 

condition is shown in Figure 6.13. To simulate the internal-fault condition, the single-

phase-to-ground fault is given inside the transformer at the phase A of the primary side 

for 0.05 seconds, starting at 3.20 seconds. 
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Figure 6.13: Measurements of the transformer (test E: the internal-fault condition). 

  

Program XfmHms - Page 1 of 1

3.15 3.20 3.25 3.30 3.35

-358.5 k

-143.5 k

71.49 k

286.5 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-147.2 k

-55.31 k

36.60 k

128.5 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-7.241 k

-3.588 k

64.34 

3.717 k Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-2.367 k

-965.5 

436.1 

1.838 k Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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6.4.2 Test Results 

This section presents the test results of the setting-less component protection in 

the five test scenarios, providing the confidence levels, the estimated and measured 

values of the across measurements, and the estimated and measured values of the through 

measurements. 

6.4.2.1 Simulation Results for Test A: Normal Operating Condition 

For the normal operating condition, the confidence level obtained by the 

developed dynamic state estimator is shown in Figure 6.14. The result graph shows that 

the confidence level stays at 100% all the time, which means that the measurements are 

consistent with the model, and there is no internal fault during the simulation. 

 
Figure 6.14: Confidence level (test A: the normal operating condition). 

The measured and estimated values of the current measurements at the primary 

and secondary side are compared with different colors as shown in Figure 6.15. Note that 

the measured and estimated values of all through measurements match very closely; the 

measured value is z, and the estimated value, h(x), can be computed from the system 

model, h(), and estimated state variables, x. The confidence level of 100% indicates that 

dynamic state estimation has found the best estimates of x that minimizes the sum of 

squares of normalized residuals as expressed in equation (3.28). Meanwhile, this figure 

indicates that the measured values of all through measurements closely match the 

estimated ones, and thus, it can be concluded that the standard deviation (i.e., σ) of 

through measurements has a reasonable value (i.e., 0.01). 
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Figure 6.15: Estimated and measured values of the current measurements with the confidence level 

(test A). 

  

Program XfmHms - Page 1 of 1

3.10 3.20 3.30 3.40

-397.3 m

395.1 m ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-376.4 m

379.4 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-390.8 m

390.5 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-804.9 m

806.0 m ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-777.5 m

780.9 m ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-766.7 m

761.3 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-3.599 m

3.439 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)
ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

0.000 

100.00 Confidence_Level (Percent)
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The measured and estimated values of the voltage measurements at the primary and 

secondary side are also compared in Figure 6.16. Note that the measured and estimated 

values match very closely. Similar to the through measurements, the standard deviation 

(i.e., σ) of across measurements has a reasonable value (i.e., 0.1) since the estimated 

values of all across measurements closely match the measured ones while the confidence 

level is 100%. 

 
Figure 6.16: Estimated and measured values of the voltage measurements with the confidence level 

(test A). 

Program XfmHms - Page 1 of 1

3.10 3.20 3.30 3.40

-187.3 

188.7 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-187.3 

187.4 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-188.0 

186.6 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-93.54 

94.24 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-94.34 

93.87 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-93.82 

93.16 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

0.000 

100.00 Confidence_Level (Percent)
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From Figure 6.15 and Figure 6.16, it can be concluded that the estimated voltages and 

currents match closely the measured ones during the normal operation condition. 

The estimated value, measured value, residual, and normalized residual of the 

current measurement at the primary side are presented in the following figure. Note that 

the residuals are very small. Additionally, the residuals of all measurements in this figure 

are relatively high at the beginning of the test, and then, they are decreasing as time 

passes. This is due to the fact that the initial values of the past-history values, v(t-h) and 

y(t-h), are set to zero because they are unknown when the test begins. However, the 

actual past-history values at the initial time are not zero, so these inaccurate values 

eventually increase the residuals. Nevertheless, these relatively large residuals are not 

significant and decreasing as time passes. 

 

Figure 6.17: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the primary side (test A). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_normal_results_1 - Feb 20, 2012, 08:29:03.000

3.10 3.20 3.30 3.40

-397.3 m

395.1 m ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)

-397.3 m

395.1 m ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-171.4 u

44.95 u ThroughMeasurement_Current_Residual_PhaseA_Side1_t, A (kA)

-42.86 m

11.24 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side1_t, A (kA)

-376.4 m

379.4 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)

-376.4 m

379.4 m ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-52.79 u

194.1 u ThroughMeasurement_Current_Residual_PhaseB_Side1_t, B (kA)

-13.20 m

48.53 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side1_t, B (kA)

-390.8 m

390.5 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)

-390.8 m

390.5 m ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-131.4 u

30.53 u ThroughMeasurement_Current_Residual_PhaseC_Side1_t, C (kA)

-32.85 m

7.632 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side1_t, C (kA)
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The estimated value, measured value, residual, and normalized residual of the current 

measurement at the secondary side are presented in the following figure. Note that the 

residuals are very small. Additionally, the residuals of all measurements in this figure 

except the phase-N current measurement are relatively high at the beginning of the test, 

and then, they are decreasing as time passes. The phase-N current measurement has 

relatively small values compared to other through measurements, so the initial values of 

the past-history have little influence on the residuals of the phase-N through measurement. 

 

Figure 6.18: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the secondary side (test A). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_normal_results_1 - Feb 20, 2012, 08:29:03.000

3.10 3.20 3.30 3.40

-804.8 m
806.0 m ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)

-804.9 m
806.0 m ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-198.9 u
120.1 u ThroughMeasurement_Current_Residual_PhaseA_Side2_t, A (kA)

-24.86 m
15.01 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side2_t, A (kA)

-777.5 m
780.9 m ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)

-777.4 m
780.8 m ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-110.9 u
390.2 u ThroughMeasurement_Current_Residual_PhaseB_Side2_t, B (kA)

-13.86 m
48.78 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side2_t, B (kA)

-766.7 m
761.3 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)

-766.7 m
761.3 m ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-330.6 u
70.05 u ThroughMeasurement_Current_Residual_PhaseC_Side2_t, C (kA)

-41.32 m
8.756 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side2_t, C (kA)

-3.597 m
3.438 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)

-3.599 m
3.439 m ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

-7.936 u
8.259 u ThroughMeasurement_Current_Residual_PhaseN_Side2_t, N (kA)

-992.0 u
1.032 m ThroughMeasurement_Current_NormalizedResidual_PhaseN_Side2_t, N (kA)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side are presented in the following figure. Note that the 

residuals are very small. Additionally, the residuals of all measurements in this figure are 

relatively high at the beginning of the test, and then, they are decreasing as time passes. 

 
Figure 6.19: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side (test A). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_normal_results_1 - Feb 20, 2012, 08:29:03.000

3.10 3.20 3.30 3.40

-187.3 

188.7 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)

-187.3 

188.7 AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-25.97 m

100.3 m AcrossMeasurement_Voltage_Residual_PhaseAN_Side1_t, A (kV)

-1.129 m

4.359 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side1_t, A (kV)

-187.3 

187.4 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)

-187.3 

187.4 AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-113.7 m

30.21 m AcrossMeasurement_Voltage_Residual_PhaseBN_Side1_t, B (kV)

-4.942 m

1.314 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side1_t, B (kV)

-188.0 

186.6 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)

-188.0 

186.6 AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-16.13 m

76.31 m AcrossMeasurement_Voltage_Residual_PhaseCN_Side1_t, C (kV)

-701.2 u

3.318 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side1_t, C (kV)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side are presented in the following figure. Note that the 

residuals are very small. Additionally, the residuals of all measurements in this figure are 

relatively high at the beginning of the test, and then, they are decreasing as time passes. 

 
Figure 6.20: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side (test A). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_normal_results_1 - Feb 20, 2012, 08:29:03.000

3.10 3.20 3.30 3.40

-93.54 

94.24 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)

-93.54 

94.24 AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-1.439 m

2.383 m AcrossMeasurement_Voltage_Residual_PhaseAN_Side2_t, A (kV)

-125.1 u

207.3 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side2_t, A (kV)

-94.33 

93.87 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)

-94.34 

93.87 AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-5.558 m

1.308 m AcrossMeasurement_Voltage_Residual_PhaseBN_Side2_t, B (kV)

-483.3 u

113.7 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side2_t, B (kV)

-93.82 

93.16 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)

-93.82 

93.16 AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

-834.4 u

4.592 m AcrossMeasurement_Voltage_Residual_PhaseCN_Side2_t, C (kV)

-72.56 u

399.3 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side2_t, C (kV)
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The simulation results are available for further research and analysis. They are 

stored in the format of COMTRADE, generating the following files: 

• XFMR_N5_NORMAL_results_1.cfg and XFMR_N5_NORMAL_results_1.dat: 

the estimated values of all state variables, the estimated and measured values of 

all across measurements, the residuals of all across measurements, the normalized 

residuals of all across measurements, the estimated and measured values of all 

through measurements, the residuals of all through measurements, the normalized 

residuals of all through measurements, the estimated and measured values of all 

pseudo measurements, the residuals of all pseudo measurements, the normalized 

residuals of all pseudo measurements, the degrees of freedom, the chi-square 

critical values, the confidence levels, and the processing time. 

• XFMR_N5_NORMAL_results_2.cfg and XFMR_N5_NORMAL_results_2.dat: 

the estimated and measured values of all virtual measurements, the residuals of all 

virtual measurements, and the normalized residuals of all virtual measurements, 

the degrees of freedom, the chi-square critical values, the confidence levels, and 

the processing time. 

6.4.2.2 Simulation Results for Test B: Transformer Energization (Inrush Current) 

For the transformer energization, the confidence level obtained by the developed 

dynamic state estimator is shown in Figure 6.21. The result graph shows that the 

confidence level stays at 100% all the time, which means that the measurements are 

consistent with the model, and there is no internal fault during the simulation. 

 
Figure 6.21: Confidence level (test B: transformer energization). 
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The measured and estimated values of the current measurements at the primary 

and secondary side are shown with different colors as shown in Figure 6.22. Note that the 

measured and estimated values match closely even when the transformer is energizing 

around 3 seconds. 

 
Figure 6.22: Estimated and measured values of the current measurements with the confidence level 

(test B). 

Program XfmHms - Page 1 of 1

3.10 3.20 3.30 3.40

-486.3 m

680.2 m ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-373.8 m

535.8 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-779.8 m

415.6 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-1.685 

876.1 m ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-971.4 m

1.075 ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-785.4 m

1.467 ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-33.61 m

31.17 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)
ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

0.000 

100.0 Confidence_Level (Percent)
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The measured and estimated values of the voltage measurements at the primary and 

secondary side are also compared in Figure 6.23. Note that the measured and estimated 

values match closely even when the transformer is energizing around 3 seconds. 

 

Figure 6.23: Estimated and measured values of the voltage measurements with the confidence level 
(test B). 

Program XfmHms - Page 1 of 1

3.10 3.20 3.30 3.40

-251.6 

254.8 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-214.7 

199.7 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-241.4 

257.6 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-140.3 

161.3 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-119.2 

106.5 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-132.7 

122.9 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

0.000 

100.0 Confidence_Level (Percent)
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From Figure 6.22 and Figure 6.23, it can be concluded that the estimated voltages and 

currents match closely the measured ones during the transformer energization. 

The estimated value, measured value, residual, and normalized residual of the 

current measurement at the primary side are presented in the following figure. Note that 

the residuals are very small. 

 

Figure 6.24: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the primary side (test B). 
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3.10 3.20 3.30 3.40

-486.3 m

680.2 m ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)

-486.3 m

680.2 m ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-9.023 u

8.898 u ThroughMeasurement_Current_Residual_PhaseA_Side1_t, A (kA)

-2.256 m

2.224 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side1_t, A (kA)

-373.8 m

535.8 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)

-373.8 m

535.8 m ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-8.744 u

8.864 u ThroughMeasurement_Current_Residual_PhaseB_Side1_t, B (kA)

-2.186 m

2.216 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side1_t, B (kA)

-779.8 m

415.6 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)

-779.8 m

415.6 m ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-8.920 u

8.852 u ThroughMeasurement_Current_Residual_PhaseC_Side1_t, C (kA)

-2.230 m

2.213 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side1_t, C (kA)
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The estimated value, measured value, residual, and normalized residual of the current 

measurement at the secondary side are presented in the following figure. Note that 

residuals are very small. 

 

Figure 6.25: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the secondary side (test B). 
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-1.685 
876.1 m ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)

-1.685 
876.1 m ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-14.11 u
13.58 u ThroughMeasurement_Current_Residual_PhaseA_Side2_t, A (kA)

-1.763 m
1.698 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side2_t, A (kA)

-971.4 m
1.075 ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)

-971.4 m
1.075 ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-13.93 u
13.62 u ThroughMeasurement_Current_Residual_PhaseB_Side2_t, B (kA)

-1.741 m
1.703 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side2_t, B (kA)

-785.4 m
1.467 ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)

-785.4 m
1.467 ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-14.14 u
13.49 u ThroughMeasurement_Current_Residual_PhaseC_Side2_t, C (kA)

-1.768 m
1.686 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side2_t, C (kA)

-33.61 m
31.17 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)

-33.61 m
31.17 m ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

-14.04 u
13.48 u ThroughMeasurement_Current_Residual_PhaseN_Side2_t, N (kA)

-1.755 m
1.685 m ThroughMeasurement_Current_NormalizedResidual_PhaseN_Side2_t, N (kA)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side are presented in the following figure. Note that residuals 

are very small. 

 

Figure 6.26: Estimated value, measured value, residual, and normalized residual of the voltage 
measurement at the primary side (test B). 
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3.10 3.20 3.30 3.40

-251.6 

254.8 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)

-251.6 

254.8 AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-223.8 u

197.8 u AcrossMeasurement_Voltage_Residual_PhaseAN_Side1_t, A (kV)

-9.730 u

8.601 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side1_t, A (kV)

-214.7 

199.7 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)

-214.7 

199.7 AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-193.5 u

188.7 u AcrossMeasurement_Voltage_Residual_PhaseBN_Side1_t, B (kV)

-8.415 u

8.205 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side1_t, B (kV)

-241.4 

257.6 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)

-241.4 

257.6 AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-217.6 u

190.7 u AcrossMeasurement_Voltage_Residual_PhaseCN_Side1_t, C (kV)

-9.463 u

8.290 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side1_t, C (kV)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side are presented in the following figure. Note that 

residuals are very small. 

 
Figure 6.27: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side (test B). 
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-140.3 

161.3 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)

-140.3 

161.3 AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-15.91 u

16.10 u AcrossMeasurement_Voltage_Residual_PhaseAN_Side2_t, A (kV)

-1.384 u

1.400 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side2_t, A (kV)

-119.2 

106.5 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)

-119.2 

106.5 AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-12.59 u

13.61 u AcrossMeasurement_Voltage_Residual_PhaseBN_Side2_t, B (kV)

-1.095 u

1.183 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side2_t, B (kV)

-132.7 

122.9 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)

-132.7 

122.9 AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

-14.77 u

12.71 u AcrossMeasurement_Voltage_Residual_PhaseCN_Side2_t, C (kV)

-1.285 u

1.105 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side2_t, C (kV)
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The simulation results are available for further research and analysis. They are 

stored in the format of COMTRADE, generating the following files: 

• XFMR_N5_ENERGIZATION_results_1.cfg and 

XFMR_N5_ENERGIZATION_results_1.dat: the estimated values of all state 

variables, the estimated and measured values of all across measurements, the 

residuals of all across measurements, the normalized residuals of all across 

measurements, the estimated and measured values of all through measurements, 

the residuals of all through measurements, the normalized residuals of all through 

measurements, the estimated and measured values of all pseudo measurements, 

the residuals of all pseudo measurements, the normalized residuals of all pseudo 

measurements, the degrees of freedom, the chi-square critical values, the 

confidence levels, and the processing time. 

• XFMR_N5_ENERGIZATION_results_2.cfg and 

XFMR_N5_ENERGIZATION_results_2.dat: the estimated and measured values 

of all virtual measurements, the residuals of all virtual measurements, and the 

normalized residuals of all virtual measurements, the degrees of freedom, the chi-

square critical values, the confidence levels, and the processing time. 

6.4.2.3 Simulation Results for Test C: Transformer Overexcitation 

For the transformer overexcitation, the confidence level obtained by the 

developed dynamic state estimator is shown in Figure 6.28. The result graph shows that 

the confidence level stays at 100% all the time, which means that the measurements are 

consistent with the model, and there is no internal fault during the simulation. 

 

Figure 6.28: Confidence level (test C: transformer overexcitation). 
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The measured and estimated values of the current measurements at the primary 

and secondary side are shown with different colors as shown in Figure 6.29. Note that the 

estimated and measured values match well. 

 

Figure 6.29: Estimated and measured values of the current measurements with the confidence level 
(test C). 
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3.020 3.040 3.060 3.080

-414.1 m

508.5 m ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-373.3 m

419.7 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-535.3 m

401.0 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-1.078 

829.3 m ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-806.2 m

852.8 m ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-785.4 m

924.5 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-9.391 m

12.21 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)
ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

0.000 

100.00 Confidence_Level (Percent)
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The measured and estimated values of the voltage measurements at the primary and 

secondary side are also compared in Figure 6.30. Note that the estimated and measured 

values match well. 

 

Figure 6.30: Estimated and measured values of the voltage measurements with the confidence level 
(test C). 
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199.6 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-188.8 

189.5 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-199.9 

210.4 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-107.4 

111.4 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-101.6 

97.29 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-103.4 

98.14 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

0.000 

100.00 Confidence_Level (Percent)
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From Figure 6.29 and Figure 6.30, it can be concluded that the estimated voltages and 

currents match well with measured ones during the transformer overexcitation. 

The estimated value, measured value, residual, and normalized residual of the 

current measurement at the primary side are presented in the following figure. Note that 

the residuals are very small. Additionally, the residuals of all measurements in this figure 

are relatively high at the beginning of the test, and then, they are decreasing as time 

passes. 

 

Figure 6.31: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the primary side (test C). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_overexcitation_results_1 - Feb 20, 2012, 08:29

3.020 3.040 3.060 3.080

-414.1 m

508.5 m ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)

-414.1 m

508.5 m ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-38.59 u

9.842 u ThroughMeasurement_Current_Residual_PhaseA_Side1_t, A (kA)

-9.647 m

2.461 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side1_t, A (kA)

-373.3 m

419.7 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)

-373.3 m

419.7 m ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-10.59 u

39.16 u ThroughMeasurement_Current_Residual_PhaseB_Side1_t, B (kA)

-2.647 m

9.791 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side1_t, B (kA)

-535.3 m

401.0 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)

-535.3 m

401.0 m ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-12.67 u

13.04 u ThroughMeasurement_Current_Residual_PhaseC_Side1_t, C (kA)

-3.166 m

3.261 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side1_t, C (kA)
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The estimated value, measured value, residual, and normalized residual of the current 

measurement at the secondary side are presented in the following figure. Note that 

residuals are very small. Additionally, the residuals of all measurements in this figure 

except the phase-N current measurement are relatively high at the beginning of the test, 

and then, they are decreasing as time passes. The phase-N current measurement has 

relatively small values compared to other through measurements, so the initial values of 

the past-history have little influence on the residuals of the phase-N through measurement. 

 

Figure 6.32: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the secondary side (test C). 
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-1.077 
829.3 m ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-44.40 u
12.85 u ThroughMeasurement_Current_Residual_PhaseA_Side2_t, A (kA)

-5.550 m
1.605 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side2_t, A (kA)

-806.2 m
852.8 m ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)

-806.2 m
852.8 m ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-17.15 u
82.40 u ThroughMeasurement_Current_Residual_PhaseB_Side2_t, B (kA)

-2.144 m
10.30 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side2_t, B (kA)

-785.4 m
924.5 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)

-785.4 m
924.5 m ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-51.21 u
16.12 u ThroughMeasurement_Current_Residual_PhaseC_Side2_t, C (kA)

-6.401 m
2.015 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side2_t, C (kA)

-9.391 m
12.21 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)

-9.391 m
12.21 m ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

-9.045 u
8.851 u ThroughMeasurement_Current_Residual_PhaseN_Side2_t, N (kA)

-1.131 m
1.106 m ThroughMeasurement_Current_NormalizedResidual_PhaseN_Side2_t, N (kA)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side are presented in the following figure. Note that residuals 

are very small. Additionally, the residuals of all measurements in this figure are relatively 

high at the beginning of the test, and then, they are decreasing as time passes. 

 
Figure 6.33: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side (test C). 
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199.6 AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-3.629 m

21.00 m AcrossMeasurement_Voltage_Residual_PhaseAN_Side1_t, A (kV)

-157.8 u

913.1 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side1_t, A (kV)

-188.8 

189.5 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)

-188.8 

189.5 AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-22.07 m

3.864 m AcrossMeasurement_Voltage_Residual_PhaseBN_Side1_t, B (kV)

-959.4 u

168.0 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side1_t, B (kV)

-199.9 

210.4 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)

-199.9 

210.4 AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-6.871 m

6.303 m AcrossMeasurement_Voltage_Residual_PhaseCN_Side1_t, C (kV)

-298.8 u

274.0 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side1_t, C (kV)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side are presented in the following figure. Note that 

residuals are very small. Additionally, the residuals of all measurements in this figure are 

relatively high at the beginning of the test, and then, they are decreasing as time passes. 

 
Figure 6.34: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side (test C). 
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111.4 AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-101.0 u

471.1 u AcrossMeasurement_Voltage_Residual_PhaseAN_Side2_t, A (kV)

-8.559 u

40.97 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side2_t, A (kV)

-101.6 

97.29 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)

-101.6 

97.29 AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-1.166 m

165.1 u AcrossMeasurement_Voltage_Residual_PhaseBN_Side2_t, B (kV)

-101.4 u

14.36 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side2_t, B (kV)

-103.4 

98.13 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)

-103.4 

98.14 AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

-168.9 u

607.7 u AcrossMeasurement_Voltage_Residual_PhaseCN_Side2_t, C (kV)

-14.69 u

52.97 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side2_t, C (kV)
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The simulation results are available for further research and analysis. They are 

stored in the format of COMTRADE, generating the following files: 

• XFMR_N5_OVEREXCITATION_results_1.cfg and 

XFMR_N5_OVEREXCITATION_results_1.dat: the estimated values of all state 

variables, the estimated and measured values of all across measurements, the 

residuals of all across measurements, the normalized residuals of all across 

measurements, the estimated and measured values of all through measurements, 

the residuals of all through measurements, the normalized residuals of all through 

measurements, the estimated and measured values of all pseudo measurements, 

the residuals of all pseudo measurements, the normalized residuals of all pseudo 

measurements, the degrees of freedom, the chi-square critical values, the 

confidence levels, and the processing time. 

• XFMR_N5_OVEREXCITATION_results_2.cfg and 

XFMR_N5_OVEREXCITATION_results_2.dat: the estimated and measured 

values of all virtual measurements, the residuals of all virtual measurements, and 

the normalized residuals of all virtual measurements, the degrees of freedom, the 

chi-square critical values, the confidence levels, and the processing time. 

6.4.2.4 Simulation Results for Test D: Through-fault Condition 

For the through-fault condition, the confidence level obtained by the developed 

dynamic state estimator is shown in Figure 6.30. The result graph shows that the 

confidence level stays at 100% all the time, which means that the measurements are 

consistent with the model, and there is no internal fault during the simulation. 

 

Figure 6.35: Confidence level (test D: the through-fault condition). 
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The measured and estimated values of the current measurements at the primary 

and secondary side are shown with different colors as shown in Figure 6.36. The 

estimated values match well the measured values. 

 
Figure 6.36: Estimated and measured values of the current measurements with the confidence level 

(test D). 
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3.10 3.20 3.30 3.40

-703.7 m

1.210 ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-484.5 m

489.6 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-857.5 m

647.7 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-2.369 

1.537 ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-1.255 

1.839 ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-803.6 m

808.5 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-46.98 m

46.60 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)
ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

0.000 

100.0 Confidence_Level (Percent)
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The measured and estimated values of the voltage measurements at the primary and 

secondary side are also compared in Figure 6.37. The estimated values match well the 

measured values. 

 

Figure 6.37: Estimated and measured values of the voltage measurements with the confidence level 
(test D). 

Program XfmHms - Page 1 of 1

3.10 3.20 3.30 3.40

-365.7 

288.6 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-257.6 

222.8 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-232.7 

268.8 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-148.2 

125.5 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-129.4 

129.0 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-96.97 

97.19 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

0.000 

100.0 Confidence_Level (Percent)
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From Figure 6.36 and Figure 6.37, it can be concluded that the estimated voltages and 

currents match well the measured ones during the through-fault condition. 

The estimated value, measured value, residual, and normalized residual of the 

current measurement at the primary side are presented in the following figure. Note that 

the residuals are very small. Additionally, the residuals of all measurements in this figure 

are relatively high at the beginning of the test, and then, they are decreasing as time 

passes. 

 

Figure 6.38: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the primary side (test D). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_through_fault_results_1 - Feb 20, 2012, 08:29:

3.10 3.20 3.30 3.40

-703.7 m

1.210 ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)

-703.7 m

1.210 ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-177.5 u

46.58 u ThroughMeasurement_Current_Residual_PhaseA_Side1_t, A (kA)

-44.36 m

11.64 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side1_t, A (kA)

-484.5 m

489.6 m ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)

-484.5 m

489.6 m ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-52.60 u

197.6 u ThroughMeasurement_Current_Residual_PhaseB_Side1_t, B (kA)

-13.15 m

49.40 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side1_t, B (kA)

-857.5 m

647.7 m ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)

-857.5 m

647.7 m ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-132.6 u

33.69 u ThroughMeasurement_Current_Residual_PhaseC_Side1_t, C (kA)

-33.14 m

8.423 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side1_t, C (kA)
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The estimated value, measured value, residual, and normalized residual of the current 

measurement at the secondary side are presented in the following figure. Note that 

residuals are very small. Additionally, the residuals of all measurements in this figure 

except the phase-N current measurement are relatively high at the beginning of the test, 

and then, they are decreasing as time passes. The phase-N current measurement has 

relatively small values compared to other through measurements, so the initial values of 

the past-history have little influence on the residuals of the phase-N through measurement. 

 

Figure 6.39: Estimated value, measured value, residual, and normalized residual of the current 
measurement at the secondary side (test D). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_through_fault_results_1 - Feb 20, 2012, 08:29:

3.10 3.20 3.30 3.40

-2.369 
1.537 ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)

-2.369 
1.537 ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-203.8 u
124.0 u ThroughMeasurement_Current_Residual_PhaseA_Side2_t, A (kA)

-25.48 m
15.50 m ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side2_t, A (kA)

-1.255 
1.839 ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)

-1.255 
1.839 ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-113.8 u
396.1 u ThroughMeasurement_Current_Residual_PhaseB_Side2_t, B (kA)

-14.23 m
49.51 m ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side2_t, B (kA)

-803.6 m
808.5 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)

-803.6 m
808.4 m ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-336.6 u
75.97 u ThroughMeasurement_Current_Residual_PhaseC_Side2_t, C (kA)

-42.08 m
9.497 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side2_t, C (kA)

-46.97 m
46.60 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)

-46.98 m
46.60 m ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

-15.58 u
15.48 u ThroughMeasurement_Current_Residual_PhaseN_Side2_t, N (kA)

-1.948 m
1.934 m ThroughMeasurement_Current_NormalizedResidual_PhaseN_Side2_t, N (kA)



 

175 

The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side are presented in the following figure. Note that residuals 

are very small. Additionally, the residuals of all measurements in this figure are relatively 

high at the beginning of the test, and then, they are decreasing as time passes. 

 
Figure 6.40: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side (test D). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_through_fault_results_1 - Feb 20, 2012, 08:29:

3.10 3.20 3.30 3.40

-365.7 

288.6 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)

-365.7 

288.6 AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-44.41 m

100.1 m AcrossMeasurement_Voltage_Residual_PhaseAN_Side1_t, A (kV)

-1.931 m

4.353 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side1_t, A (kV)

-257.6 

222.8 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)

-257.6 

222.8 AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-113.7 m

30.23 m AcrossMeasurement_Voltage_Residual_PhaseBN_Side1_t, B (kV)

-4.942 m

1.314 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side1_t, B (kV)

-232.7 

268.8 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)

-232.7 

268.8 AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-16.16 m

76.27 m AcrossMeasurement_Voltage_Residual_PhaseCN_Side1_t, C (kV)

-702.4 u

3.316 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side1_t, C (kV)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side are presented in the following figure. Note that 

residuals are very small. Additionally, the residuals of all measurements in this figure are 

relatively high at the beginning of the test, and then, they are decreasing as time passes. 

 
Figure 6.41: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side (test D). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_through_fault_results_1 - Feb 20, 2012, 08:29:

3.10 3.20 3.30 3.40

-148.2 

125.5 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)

-148.2 

125.5 AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-2.554 m

17.00 m AcrossMeasurement_Voltage_Residual_PhaseAN_Side2_t, A (kV)

-221.8 u

1.479 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side2_t, A (kV)

-129.4 

129.0 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)

-129.4 

129.0 AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-16.99 m

2.215 m AcrossMeasurement_Voltage_Residual_PhaseBN_Side2_t, B (kV)

-1.478 m

192.7 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side2_t, B (kV)

-96.97 

97.19 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)

-96.97 

97.19 AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

-836.8 u

4.591 m AcrossMeasurement_Voltage_Residual_PhaseCN_Side2_t, C (kV)

-72.76 u

399.3 u AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side2_t, C (kV)
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The simulation results are available for further research and analysis. They are 

stored in the format of COMTRADE, generating the following files: 

• XFMR_N5_THROUGH_FAULT_results_1.cfg and 

XFMR_N5_THROUGH_FAULT_results_1.dat: the estimated values of all state 

variables, the estimated and measured values of all across measurements, the 

residuals of all across measurements, the normalized residuals of all across 

measurements, the estimated and measured values of all through measurements, 

the residuals of all through measurements, the normalized residuals of all through 

measurements, the estimated and measured values of all pseudo measurements, 

the residuals of all pseudo measurements, the normalized residuals of all pseudo 

measurements, the degrees of freedom, the chi-square critical values, the 

confidence levels, and the processing time. 

• XFMR_N5_THROUGH_FAULT_results_2.cfg and 

XFMR_N5_THROUGH_FAULT_results_2.dat: the estimated and measured 

values of all virtual measurements, the residuals of all virtual measurements, and 

the normalized residuals of all virtual measurements, the degrees of freedom, the 

chi-square critical values, the confidence levels, and the processing time. 

6.4.2.5 Simulation Results for Test E: Internal-fault Condition 

For the internal-fault condition, the confidence level obtained by the dynamic 

state estimator is shown in Figure 6.42. During most of the time, the confidence level is 

100%, which means that the measurements are consistent with the model. However, at 

3.2 seconds, the confidence level drops to 0%, which indicates that an internal fault or 

faults have occurred somewhere in the transformer. Then, the confidence level recovers 

back to 100% in 0.05 seconds, indicating that the faults are cleared. However, the 

confidence level is oscillating during 0.05 seconds after the faults are cleared. This is due 

to the fact that the past-history values, v(t-h) and y(t-h), are inaccurate right after the 
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faults are cleared (i.e., when the system model is changed). Nevertheless, this oscillation 

is decreasing as time passes. 

 
Figure 6.42: Confidence level (test E: the internal-fault condition). 

The measured and estimated values of the current measurements at the primary 

and secondary side are compared with different colors as shown in Figure 6.43. Note the 

estimated values matches well the measured values for the time intervals outside the fault 

duration. They do not match well during the internals fault(s). 

 
Figure 6.43: Estimated and measured values of the current measurements with the confidence level 

(test E). 

Program XfmHms - Page 1 of 1

3.10 3.20 3.30 3.40

-7.393 

3.531 ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-1.422 

2.638 ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-857.5 m

1.959 ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-2.369 

1.537 ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)
ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-1.256 

1.839 ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)
ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-805.4 m

809.0 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)
ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-46.98 m

46.61 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)
ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

0.000 

100.00 Confidence_Level (Percent)
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The measured and estimated values of the voltage measurements at the primary and 

secondary side are also compared in Figure 6.44.  

 

Figure 6.44: Estimated and measured values of the voltage measurements with the confidence level 
(test E). 

Note that there is a specific duration in which the confidence level is zero, and therefore, 

it can be concluded that any internal faults have occurred in the transformer under 

protection during this period. 

Program XfmHms - Page 1 of 1

3.10 3.20 3.30 3.40

-366.3 

288.6 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-257.6 

222.8 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-232.7 

268.8 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-148.2 

125.5 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)
AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-129.4 

129.0 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)
AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-96.97 

97.19 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)
AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

0.000 

100.00 Confidence_Level (Percent)
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The estimated value, measured value, residual, and normalized residual of the 

current measurement at the primary side are presented in the following figure. Note that 

the residuals are high during the internal fault condition and small outside the fault time 

interval. 

 
Figure 6.45: Estimated value, measured value, residual, and normalized residual of the current 

measurement at the primary side (test E). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_internal_fault_results_1 - Feb 20, 2012, 08:29:0

3.10 3.20 3.30 3.40

-4.593 

2.165 ThroughMeasurement_Current_Estimated_PhaseA_Side1_t, A (kA)

-7.393 

3.531 ThroughMeasurement_Current_Measured_PhaseA_Side1_t, A (kA)

-1.379 

2.806 ThroughMeasurement_Current_Residual_PhaseA_Side1_t, A (kA)

-344.8 

701.4 ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side1_t, A (kA)

-1.422 

2.638 ThroughMeasurement_Current_Estimated_PhaseB_Side1_t, B (kA)

-484.5 m

489.6 m ThroughMeasurement_Current_Measured_PhaseB_Side1_t, B (kA)

-1.353 

2.805 ThroughMeasurement_Current_Residual_PhaseB_Side1_t, B (kA)

-338.2 

701.3 ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side1_t, B (kA)

-744.9 m

1.959 ThroughMeasurement_Current_Estimated_PhaseC_Side1_t, C (kA)

-857.5 m

647.7 m ThroughMeasurement_Current_Measured_PhaseC_Side1_t, C (kA)

-1.353 

2.806 ThroughMeasurement_Current_Residual_PhaseC_Side1_t, C (kA)

-338.2 

701.4 ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side1_t, C (kA)
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The estimated value, measured value, residual, and normalized residual of the current 

measurement at the secondary side are presented in the following figure. Note that the 

residuals are high during the internal fault condition and small outside the fault time 

interval. 

 
Figure 6.46: Estimated value, measured value, residual, and normalized residual of the current 

measurement at the secondary side (test E). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_internal_fault_results_1 - Feb 20, 2012, 08:29:0

3.10 3.20 3.30 3.40

-2.337 
1.502 ThroughMeasurement_Current_Estimated_PhaseA_Side2_t, A (kA)

-2.369 
1.537 ThroughMeasurement_Current_Measured_PhaseA_Side2_t, A (kA)

-35.00 m
47.35 m ThroughMeasurement_Current_Residual_PhaseA_Side2_t, A (kA)

-4.375 
5.918 ThroughMeasurement_Current_NormalizedResidual_PhaseA_Side2_t, A (kA)

-1.256 
1.838 ThroughMeasurement_Current_Estimated_PhaseB_Side2_t, B (kA)

-1.255 
1.839 ThroughMeasurement_Current_Measured_PhaseB_Side2_t, B (kA)

-47.71 m
35.02 m ThroughMeasurement_Current_Residual_PhaseB_Side2_t, B (kA)

-5.964 
4.378 ThroughMeasurement_Current_NormalizedResidual_PhaseB_Side2_t, B (kA)

-805.4 m
809.0 m ThroughMeasurement_Current_Estimated_PhaseC_Side2_t, C (kA)

-803.6 m
808.4 m ThroughMeasurement_Current_Measured_PhaseC_Side2_t, C (kA)

-33.08 m
5.897 m ThroughMeasurement_Current_Residual_PhaseC_Side2_t, C (kA)

-4.135 
737.2 m ThroughMeasurement_Current_NormalizedResidual_PhaseC_Side2_t, C (kA)

-46.98 m
46.61 m ThroughMeasurement_Current_Estimated_PhaseN_Side2_t, N (kA)

-46.98 m
46.60 m ThroughMeasurement_Current_Measured_PhaseN_Side2_t, N (kA)

-1.037 m
656.3 u ThroughMeasurement_Current_Residual_PhaseN_Side2_t, N (kA)

-129.7 m
82.03 m ThroughMeasurement_Current_NormalizedResidual_PhaseN_Side2_t, N (kA)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side are presented in the following figure. Note that the 

residuals are high during the internal fault condition and small outside the fault time 

interval. 

 
Figure 6.47: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the primary side (test E). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_internal_fault_results_1 - Feb 20, 2012, 08:29:0

3.10 3.20 3.30 3.40

-366.3 

288.6 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side1_t, A (kV)

-365.7 

288.6 AcrossMeasurement_Voltage_Measured_PhaseAN_Side1_t, A (kV)

-22.05 

11.67 AcrossMeasurement_Voltage_Residual_PhaseAN_Side1_t, A (kV)

-958.9 m

507.6 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side1_t, A (kV)

-257.3 

222.6 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side1_t, B (kV)

-257.6 

222.8 AcrossMeasurement_Voltage_Measured_PhaseBN_Side1_t, B (kV)

-5.947 

14.13 AcrossMeasurement_Voltage_Residual_PhaseBN_Side1_t, B (kV)

-258.5 m

614.2 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side1_t, B (kV)

-231.7 

268.7 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side1_t, C (kV)

-232.7 

268.8 AcrossMeasurement_Voltage_Measured_PhaseCN_Side1_t, C (kV)

-5.751 

12.03 AcrossMeasurement_Voltage_Residual_PhaseCN_Side1_t, C (kV)

-250.1 m

523.0 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side1_t, C (kV)
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The estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side are presented in the following figure. Note that the 

residuals are high during the internal fault condition and small outside the fault time 

interval. 

 
Figure 6.48: Estimated value, measured value, residual, and normalized residual of the voltage 

measurement at the secondary side (test E). 

Program XfmHms - Page 1 of 1

c:\000\project_dse_2\backup_20130402_matlab_thesis data\xfmr_n5_internal_fault_results_1 - Feb 20, 2012, 08:29:0

3.10 3.20 3.30 3.40

-148.2 

125.5 AcrossMeasurement_Voltage_Estimated_PhaseAN_Side2_t, A (kV)

-148.2 

125.5 AcrossMeasurement_Voltage_Measured_PhaseAN_Side2_t, A (kV)

-642.7 m

412.0 m AcrossMeasurement_Voltage_Residual_PhaseAN_Side2_t, A (kV)

-55.88 m

35.83 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseAN_Side2_t, A (kV)

-129.4 

129.0 AcrossMeasurement_Voltage_Estimated_PhaseBN_Side2_t, B (kV)

-129.4 

129.0 AcrossMeasurement_Voltage_Measured_PhaseBN_Side2_t, B (kV)

-428.9 m

1.192 AcrossMeasurement_Voltage_Residual_PhaseBN_Side2_t, B (kV)

-37.29 m

103.7 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseBN_Side2_t, B (kV)

-96.97 

97.18 AcrossMeasurement_Voltage_Estimated_PhaseCN_Side2_t, C (kV)

-96.97 

97.19 AcrossMeasurement_Voltage_Measured_PhaseCN_Side2_t, C (kV)

-107.1 m

440.0 m AcrossMeasurement_Voltage_Residual_PhaseCN_Side2_t, C (kV)

-9.315 m

38.26 m AcrossMeasurement_Voltage_NormalizedResidual_PhaseCN_Side2_t, C (kV)
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The simulation results are available for further research and analysis. They are 

stored in the format of COMTRADE, generating the following files: 

• XFMR_N5_INTERNAL_FAULT_results_1.cfg and 

XFMR_N5_INTERNAL_FAULT_results_1.dat: the estimated values of all state 

variables, the estimated and measured values of all across measurements, the 

residuals of all across measurements, the normalized residuals of all across 

measurements, the estimated and measured values of all through measurements, 

the residuals of all through measurements, the normalized residuals of all through 

measurements, the estimated and measured values of all pseudo measurements, 

the residuals of all pseudo measurements, the normalized residuals of all pseudo 

measurements, the degrees of freedom, the chi-square critical values, the 

confidence levels, and the processing time. 

• XFMR_N5_INTERNAL_FAULT_results_2.cfg and 

XFMR_N5_INTERNAL_FAULT_results_2.dat: the estimated and measured 

values of all virtual measurements, the residuals of all virtual measurements, and 

the normalized residuals of all virtual measurements, the degrees of freedom, the 

chi-square critical values, the confidence levels, and the processing time. 

6.5 Summary 

In this chapter, the setting-less component protection scheme is applied to the 

three-phase, two-winding, variable-tap, and saturable-core transformer. First, hardware 

requirements are discussed in terms of the accuracy of measurements, time synchronism, 

and fast data communications. Based on the requirements, there are two recommended 

selections: the first selection consists of a setting-less protection relay, PTs, CTs, and 

cables, and the second one includes a setting-less protection relay, PTs, CTs, cables, 

merging units, and the process bus equipped with fiber optic cables. 
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To verify the proposed protection scheme, numerical experiments are performed 

with the following five test scenarios: (1) the normal operating condition, (2) transformer 

energization, (3) transformer overexcitation, (4) the through-fault condition, and (5) the 

internal-fault condition. For the numerical experiments, the WinIGS software and the 

COMTRADE format are used. The results of the numerical experiments indicates that the 

confidence level becomes zero only when the internal faults occur inside the transformer 

under protection, finally verifying that the proposed setting-less component protection 

can reliably differentiate transformer internal faults from other conditions that indicate 

normal transformer operation. 
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CHAPTER 7 

CONCLUSIONS AND FUTURE RESEARCH DIRECTION 

 

7.1 Conclusions 

This research work focuses on new operation, control, and protection schemes for 

the restructured distribution system, which is characterized by the high penetration of 

DGs and power-electronics-interfaced devices. These new schemes are aiming to solve 

newly emerging grid problems in the distribution system from the three points of view: (1) 

protection gaps, (2) the operation and control of DGs, and (3) the need for short-term 

operational planning. First, the small fault currents of inverter-based DGs and 

dynamically changing system topology have been reasons for protection gaps that may 

lead traditional protection methods to false operations, so new philosophy of protection 

should be introduced and developed. Next, the characteristics of DGs based on renewable 

energy resources are continuously varying with environmental conditions, thereby 

requiring instant-by-instant management to maximize the utilization of the DGs. Finally, 

short-term operational planning is recommended in the restructured distribution system 

because it is difficult to schedule the long-term planning of non-dispatchable DGs, which 

is, in general, unpredictable in the long term. Moreover, the unintentional changes of 

operational modes (e.g., switching to the islanded mode in emergency conditions) are 

occurring in microgrids, so operational purposes and constraints must switch and adapt in 

real time. 

7.1.1 Design of Autonomous State Estimation  

In an attempt to solve the newly emerging grid problems, this research work 

proposes the autonomous and decentralized operation, providing architecture and 

functionality as guidelines. The most fundamental tool for the autonomous operation is 
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the ability to autonomously extract the model of the system in real time. This research 

work introduces the concept of autonomous state estimation, which integrates all 

information from all available devices in the local distribution system for extracting 

accurate operating conditions in real time. For autonomous state estimation, the three 

types of essential data are defined: (1) connectivity, (2) device models, and (3) 

measurements. The connectivity refers to externally connecting points, and the device 

model represents mathematical equations that describe the characteristic of a component. 

The measurement data are numeric quantities measured by sensors in the field. For the 

integration of these data, this research work proposes to deploy UMPCUs or data-

acquisition units (e.g., meters, relays, or recorders) over a wide area; the UMPCU can not 

only monitor a device under management but protect or control the device autonomously. 

Based on connectivity and device models, autonomous state estimation 

autonomously identifies state variables and integrates all device models, forming the 

entire system model. Along with measurement data that streaming into the autonomous 

state estimator, general state estimation, the well-known weighted-least-squares method, 

is performed. This procedure is repeated in real time, which eventually produces the real-

time operating conditions of the local distribution system, making it possible to detect the 

reconfiguration of system topology, which occurs when devices are plugged-in or 

unplugged or when switches are operating. 

The results of state estimation can be evaluated by the goodness of fit of models 

to measurement data. Indeed, the goodness of fit can be quantified by the confidence 

level, which is the probability that the distribution of measurement errors are within 

expected bounds. In general, the high confidence level indicates that the system model is 

consistent with measurement data. On the other hand, if there are any bad data, then the 

confidence level is definitely low. 
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7.1.2 Autonomous Operation of the Distribution System with DGs 

This research work applies autonomous state estimation to the autonomous 

operation of the distribution system from the three points of view: (1) setting-less 

component protection, (2) instant-by-instant management, and (3) short-term operational 

planning. These autonomous operations have different operational time frames; the 

setting-less component protection operates every few cycles, the instant-by-instant 

management does every few seconds, and the short-term operational planning does every 

few minutes. Taking into consideration the time frames and operational purposes, both 

the setting-less component protection and the instant-by-instant management need to be 

implemented in a decentralized way, but the short-term operational planning is more 

suited to centralized operation by the local DMS. 

First, an innovative component protection scheme that is autonomous, setting-less, 

and adaptive is proposed in this research work. The key concept is to use dynamic state 

estimation, which produces the dynamic model of a component under protection using 

real-time measurements and component dynamic models. Then, the results of dynamic 

state estimation are evaluated using the well-known chi-square test, providing the 

confidence level, which becomes an indicator that determines if any internal faults occur 

or not. Meanwhile, the dynamic states estimated can be converted to quasi-static states 

using GPS-synchronized measurement and phasor computation and then provided to the 

local DMS. 

Second, this research work proposes how to use the three sets of essential data 

(i.e., connectivity, device models, and measurements) for determining the maximum 

power points of a DG. Then, a generation controller uses the maximum power points for 

regulating the DG to pull out maximum available power from renewable energy 

resources. This research work deals with the MPPT of the PV panels and DFIG-based 

wind turbines. 
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Finally, this research work proposes short-term operational planning based on 

autonomous state estimation, which computes the real-time operating conditions of non-

dispatchable DGs that utilize renewable energy resources. Then, for the remaining 

generation units dispatchable, operating points that achieve multiple operational 

objectives (e.g., economic or environmental dispatch) can be optimized. Furthermore, 

this research work defines objective functions and constraints based on the three 

operational modes (i.e., the grid-connected mode, the islanded mode, and the assistant 

mode). 

7.1.3 Laboratory Demonstration of Autonomous State Estimation 

The autonomous state estimation has been experimentally tested in two laboratory 

setups: (1) the scaled-down power system in the PSCAL at the Georgia Institute of 

Technology, and (2) the smart grid energy system in NEC Laboratories America, Inc. The 

purpose of these experimental demonstrations is to prove the feasibility of the proposed 

autonomous state estimation.  

The scaled-down power system at the Georgia Institute of Technology has a 

generation system (e.g., a three-phase synchronous generator and a DC motor), a 

transmission system (e.g., transmission lines, a step-up transformer, and switches), loads, 

and a data-acquisition system (e.g., PTs, CTs, numerical relays, and merging units). For 

data communication, IEC61850 and Ethernet protocols are implemented, ensuring 

interoperability between multi-vendor devices. In this demonstration, while the WinIGS 

provides the connectivity and device model data, the numerical relays are streaming 

measurement data to the local DMS through data-communication lines. Then, based on 

these data, an autonomous state estimator in the DMS extracts accurate operating 

conditions in real time. Several performance metrics (e.g., the confidence level, 

computational speed, and average standard deviation of estimated states) are also 

presented. 
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The autonomous state estimation has been also implemented in the smart grid 

energy system in NEC Laboratories America, Inc., which consists of PV panels, a PV 

inverter, a storage system with four battery compartments, and a programmable load that 

can emulate daily load profiles. In particular, the storage system operates in three 

operational modes: (1) the standby mode, (2) the inverter mode, and (3) the charger mode. 

The main purpose of testing with this laboratory setup is to verify the capability of 

autonomous state estimation to adapt to dynamic grid situations such as multi-operational 

modes. The test results verify that an autonomous state estimator in this demonstration 

can track of the multi-operational modes of the storage system, providing real-time 

operating conditions. 

7.1.4 Feasibility Test of Setting-less Component Protection of the Transformer 

This research work finally performs numerical simulation for the feasibility study 

of the setting-less component protection method. In specific, the three-phase, two-

winding, variable-tap, and saturable-core transformer is tested, for transformers often 

lead relays to false trips in case of energization and excessive inrush currents or 

overexcitation that generates distorted currents. Numerical experiments with five test 

scenarios are performed: (1) the normal operating condition, (2) transformer energization, 

(3) transformer overexcitation, (4) the through-fault condition, and (5) the internal-fault 

condition. For this test, this research work uses the WinIGS to build a test system, to 

emulate the given test scenarios, and to generate measurement data. The results of these 

numerical experiments prove that the proposed setting-less component protection for the 

transformer is capable of successfully distinguish internal faults from other conditions 

(e.g., normal operating conditions, energization, overexcitation, and through-fault 

conditions). 
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7.1.5 Component Modeling 

In appendices, two modeling techniques are presented (i.e., the quadratic 

integration method and model quadratization) and several device models such as the PV 

array and the three-phase transformer. 

7.2 Contributions 

This thesis describes two major contributions, which are fundamental for the 

protection, control and operation of the smart power grid. These are: (1) the autonomous 

state estimation that provides the real-time model of the system in an autonomous manner 

and at very high speeds – the real-time model is fundamental for the model-based control 

and operation of an electric power grid, and (2) the setting-less protection approach with 

an application to the protection of transformers. 

The autonomous state estimation is an automated state estimation for the 

restructured distribution system. In other words, the autonomous state estimation utilizes 

three types of essential data (i.e., connectivity, device models, and measurements) from 

all available devices in the distribution system to automate the process of general state 

estimation (e.g., the formulation of measurement models), eventually computing the 

accurate real-time operating conditions of the distribution system. As a result, this 

automated process of the autonomous state estimation enables capturing the dynamic 

changes of system topology. Any changes in the system topology or newly plugged-in 

devices are automatically included in the autonomous state estimation without human 

intervention. Previously, various researches on the state estimation for the distribution 

system have been conducted [64], [88-93], but they do not deal with defining data types 

and standard format for the purpose of automating the state-estimation process. 

Consequently, the previous methods of distribution-system state estimation lack of 

adaptability to the dynamic conditions of the distribution system as well as plug-and-play 

capability. 
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The setting-less component protection scheme is based on dynamic state 

estimation and the confidence level (i.e., the goodness of fit of measurements to the 

component model).  This new protection method is autonomous, setting-less, and 

adaptive; in other words, the method can securely differentiate any internal faults of the 

component from other normal conditions without manual settings or coordination with 

other protective functions. For validation, this research work applies the proposed method 

to transformer protection because secure relay operations have been a crucial issue in 

transformer protection (i.e., the inrush currents or overexcitation currents of transformers 

causing false relay operations). Naturally, various protection algorithms (e.g., time-delay 

settings, the desensitization of relays, voltage consideration, the harmonic-restraint 

method, waveform-shape identification, and the dwell-time method) have been developed 

[25-27], but these methods are not perfect for identifying inrush currents or sometimes 

compromise dependability or speed because of relay settings. In contrast, the proposed 

new protection scheme can securely distinguish internal-fault conditions from other 

normal conditions (e.g., transformer energization, transformer overexcitation, or through-

fault conditions) as verified in numerical simulations and tests. 

7.3 Future Work Direction 

This research work introduces autonomous state estimation and its application to 

design the architecture and functionality of the autonomous operation of the distribution 

system with DGs. The feasibility has been assessed with laboratory demonstrations and 

numerical experiments. The extension of this research work focuses on two issues: (1) the 

upgrade of the existing laboratory test system with more generation systems and 

autonomous controllers and (2) the actual development and implementation of the 

proposed autonomous operation in terms of setting-less component protection, instant-by-

instant management, and short operational planning. 
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The first extension of this research work is to integrate more generation systems, 

which include renewable energy resources such as the solar or wind energy, to the 

existing laboratory system. This multi-generation system could be a test-bed for 

implementing autonomous state estimation and its applications to the autonomous 

operations. Furthermore, the extended demonstration may include the plug-and-play test 

of various loads, DGs or energy-storage systems, eventually developing autonomous 

controllers to the point where reliable, stable, efficient, and secure operation can be 

demonstrated.  

The next remaining work is to actually develop and implement the autonomous 

operation of the distribution system in three areas: (1) setting-less component protection, 

(2) instant-by-instant management, and (3) short-term operational planning. The 

feasibility test of the setting-less component protection needs to be extended to inverter-

interfaced DGs, which contain semiconductor-based active devices such as diodes, 

thyristors, and other switching electronics. This extended test is significant because of the 

increasing penetration of inverter-interfaced DGs, which generate relatively small fault 

currents. Next, for implementing the instant-by-instant management, the explicit and 

accurate models of generation resources including the PV array and the wind turbine are 

required first, and then, the MPPT algorithm and the control schemes should be 

developed according to the type of DGs. In fact, the control of the PV system or the 

wind-turbine system is based on the inverter, and thus, inverter-control schemes should 

be designed. Last but not least, for the short-term operational planning, more detailed 

objective functions and constrains should be defined, taking into account various grid 

conditions such as multi-operational modes, spinning reserve, and battery size. 
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APPENDIX A 

DEVICE MODELING TECHNIQUE 

 

A.1 Overview 

In this appendix, two innovative methods for deriving the device model are 

presented: (1) the quadratic integration method and (2) model quadratization. The 

quadratic integration method converts the differential equations to the standard form of 

device models as expressed in equation (3.3), and the model quadratization reduces the 

nonlinearity.  

A.2 Quadratic Integration Method 

In an attempt to implement differential equations in device modeling, the 

quadratic integration method can simplify the differential equations [66], [94], generating 

the standard form of device models, equation (3.3). This integration method is a fourth-

order-accurate method, thereby being more accurate than the traditional trapezoidal 

integration method and free from artificial numerical oscillations. The basic concept of 

quadratic integration method is that functions vary quadratically over the time period of 

one integration step, h, as described in Figure A.1. 
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Figure A.1: Quadratic integration method. 

The quadratic function x(τ) in one integration time step, from t-h to t, can be 

expressed as follows: 

 2)( τττ cbax ++= , (A.1) 

where 

  )( τ−= txa , (A.2) 
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For example, a dynamic system is represented as follows: 
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= , (A.5) 

where A is the coefficient matrix. If this equation is integrated from t-h to t and from t-h 

to t-h/2, then the following matrix equation is obtained: 
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where I is the identity matrix. 

A.3 Model Quadratization 

The model nonlinearity can be quadratized with additional states and equations in 

such a way that the order is no greater than two [67], [95], and then, the model can be 

expressed as the standard form of device models, equation (3.3). For example, the 

nonlinearity of the transformer saturable core can be characterized with the nonlinear 

function of the magnetizing current and the magnetic flux linkage as follows: 

 0))(()()(
0

0 == tsigntiti
n

m λ
λ
λ , (A.7) 

where im(t) is the magnetizing current, λ(t) is the magnetic flux linkage, i0 and λ0 are the 

equation constants, sign() is the sign function, and n is the exponent. 

The number of additional internal states is determined by the following rule: 

 21 mmm += , (A.8) 

where 

 m1 = int(log2(n)), (A.9) 

 m2 = (# of ones in the binary representation of n) – 1. (A.10) 

Accordingly, the nonlinear function of the transformer can be quadratized as follows: 
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where j1 to jm2 are the internal state variables corresponding to the ones in the binary 

representation of n except the most significant bit. 

One of advantages of model quadratization is that model nonlinearity can be 

reduced even though the quadratized model is same as the high-degree polynomial 

equation with no approximation. Therefore, the iterative computation of state estimation 

becomes more efficient. Another advantage is that model quadratization can reformulate 

the nonlinear model into the standard form of device models as represented in equation 

(3.3). 

A.4 Summary 

The main purpose of this appendix is to introduce two innovative methods to 

facilitate to derive the device model from mathematical equations of the component 

model: (1) the quadratic integration method and (2) model quadratization. By means of 

these two methods, any component can be formulated in the standard form of device 

models, which is expressed as equation (3.3). 
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APPENDIX B 

PV-ARRAY MODEL 

 

B.1 Overview 

This appendix describes how to model the PV array in the standard form of device 

models, equation (3.3), which plays a pivotal role in integrating device models for the 

purpose of autonomous state estimation. First, the ideal PV cell is modeled, followed by 

modeling the practical PV array. To express the PV array model in the standard form, the 

exponential term should be implemented using Taylor series and then quadratized using 

the model quadratization method, finally generating the device model in the ACF. Once 

the device model is obtained, state variables for the PV array model can be defined. 

B.2 Component Model Description 

To obtain the PV model, the single-diode model is used [33], [96]. The ideal 

equivalent circuit is depicted in Figure B.1, representing the terminal current and voltage 

of a PV cell as I and V, respectively. It is necessary to point out that the equivalent circuit 

in Figure B.1 represents the model of an ideal PV cell as described in the following basic 

equations: 

 dcellpv III −= , , (B.1) 
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where Ipv,cell is the current generated by the incident light, Id is the Shockley diode current, 

I0,cell is the reverse saturation current of the diode, q is the electron charge (i.e., 

1.60217646×10-19C), k is the Boltzmann constant (i.e., 1.3806503×10-23J/K), T is the 

temperature of the p-n junction (K), and a is the diode ideality constant. 
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Figure B.1: Equivalent circuit of the ideal PV cell. 

In general, no PV system consists of only one PV cell, but a set of PV cells are 

connected in series or parallel to increase the output terminal voltage or current, 

respectively. These connected PV cells become a PV panel, and a set of PV panels can 

also be connected in series or parallel to obtain a large PV system (i.e., a PV array). 

Furthermore, the practical PV array contains the equivalent series resistance, Rs, and the 

equivalent parallel resistance, Rp, as shown in Figure B.2. Finally, the practical PV array 

is expressed as follows: 
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where 
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Ipv is the light-generated current of the PV array with Np cells connected in parallel, I0 is 

the saturation current, and Vt is the thermal voltage of the PV array with Ns cells 

connected in series. 

IPV,cell Id

VI
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Figure B.2: Equivalent circuit of the practical PV array. 

Most of parameters, which define the nonlinear I-V equation, can be determined 

using experimental data specified in the datasheets of the PV manufacturer. Among the 

parameters of the I-V equation, however, two parameters, Ipv and I0, randomly vary with 

the temperature of the PV cell, T, and the solar irradiation, G, as expressed in two 

subsequent equations: 
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where 

 nTTT −=Δ , (B.9) 

 Ipv,n is the light-generated current at the nominal condition (i.e., 25°C and 1000W/m2); KI 

is the coefficient of the current temperature; T and Tn are the actual and nominal 

temperature, respectively (K); G and Gn are the actual and nominal irradiation on the 

device surface, respectively (W/m2); I0,n is the diode saturation current at the nominal 

condition; and Eg is the bandgap energy of the semiconductor. 

In conclusion, the PV model can be described in equations (B.3), (B.7), and (B.8) 

with the two parameters, the PV current (i.e., Ipv) and the saturation current (i.e., I0). 



 

201 

These two parameters, which define the I-V characteristics of the PV array, are the 

functions of the temperature of solar cells, T, and the solar irradiation, G, which are 

changing at every moment. 

B.3 ACF Model Description 

To express the PV-array model in the standard form of device models as 

expressed in equation (3.3), external and internal state variables are defined in Figure B.3. 

The external states include the terminal voltages (i.e., v1, v2, v3, and v4), and the internal 

states are the two voltages (i.e., vx and va) and the diode current (i.e., Id). It should be 

pointed out that whereas v1 and v3 denote the real parts of the terminal voltages, v2 and v4 

are the imaginary parts of the terminal voltages, which are always zero because the 

terminal voltages are direct voltage. Likewise, the real parts of the terminal currents are 

defined as i1 and i3, and the imaginary parts of the terminal currents are i2 and i4, which 

are also zero because the terminal currents are also DC. 

 
Figure B.3: Definition of the external and internal states of the PV-array model. 

Based on the external and internal state variables defined, the PV-array model can 

be represented by the following equations: 
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In equation (B.17), the exponential function can be expanded with the following Taylor 

series: 
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where H.O.T indicates the higher order terms. Note that the terms higher than three order 

are very small, and therefore, they can be omitted. In addition, as presented in equation 

(3.3), the order of nonlinear terms should be no more than two, thus introducing 

additional state variables, y1. Finally, equations (B.10) to (B.18) can be rearranged as 

follows: 

 x
ss

v
R

v
R

i 11
11 −= , (B.20) 

 02 =i , (B.21) 

 x
ss

v
R

v
R

i 11
13 +−= , (B.22) 

 04 =i , (B.23) 



 

203 

 30 v= , (B.24) 

 40 v= , (B.25) 

 ax vvv +−= 30 , (B.26) 

 ( ) a
tt

da
t

vy
aV

Iy
aV

IIv
aV

I
⋅++−= 13

0
12

00

6)(2
0 , (B.27) 

 dx
p

pv Iv
RR

v
R

I −⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+−+=

1
1

1

1110 , (B.28) 

 2
10 avy +−= . (B.29) 

The aforementioned equations can be defined with the following state vectors: 
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where V~  is the external voltages in phasor form, and y(t) is the internal states. Finally, 

equations (B.20) to (B.29) can be expressed as the following ACF, becoming the standard 

form of the device model, equation (3.3): 

 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
+⎥

⎦

⎤
⎢
⎣

⎡
−

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
+

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

)(
)(
)(

)(
0

)(
)(

~

0
0

~

3

2

1

3231

2221

1211

333231

232221

131211

3

2

1

tf
tf
tf

hty
NN
NN
NN

ty
ty

V

LLL
LLL
LLL

K
K
KI

m

,  (B.32) 

where 
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B.4 State Variables 

Finally, state variables for a PV array can be defined as follows: 
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indicating there are a total of 12 state variables. 

B.5 Summary 

This appendix presents how to model the PV-array model. The device model 

developed can be utilized to define state variables for the device and to generate the three 

types of data (i.e., connectivity, device models, and measurements), which are essential to 

implement autonomous state estimation as well as the MPPT algorithm for the PV 

generation system. 
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APPENDIX C 

THREE-PHASE-TRANSFORMER MODEL 

 

C.1 Overview 

This appendix presents the component dynamic model of the three-phase, two-

winding, variable-tap, and saturable-core transformer, which is used for the setting-less 

component protection scheme. The development proceeds as follows: first, a single-phase 

transformer is described with mathematical equations, which are then are quadratized and 

integrated, finally generating the component dynamic model of the single-phase 

transformer in the AQCF as expressed in equation (4.4). Subsequently, the models of 

each phase are interconnected to provide the overall three-phase model. 

C.2 Component Model Description of the Single-phase Transformer 

The three-phase saturable-core transformer contains nonlinear characteristic 

between the magnetizing current and the flux linkage of the transformer core, which is 

described by the following polynomial function with high degrees: 

 ))(()()(
0

0 tsigntiti
n

m λ
λ
λ

= , (C.1) 

where im(t) is the magnetizing current, λ(t) is the magnetic flux linkage, i0 and λ0 are the 

equation constants, sign() is the sign function, and n is the exponent. 

To derive the device model of the three-phase transformer, at first, it is required to 

derive state-space equations for the single-phase model. For this purpose, the equivalent 

circuit for the practical single-phase transformer is described in Figure C.1. The loss in 

the primary winding occurs at the resistance r1 in series with the primary winding. 

Similarly, the resistance r2 accounts for the loss in the secondary winding. Two 
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inductances L1 and L2 represent the magnetic flux leakage of the primary and secondary 

winding, respectively. The shunt core resistance, rc, characterizes the core loss, and both 

the shunt inductance, Lm, and the magnetizing current, im(t), take into consideration the 

reactive power loss in the magnetizing core. 

 

Figure C.1: Single-phase-transformer model. 

Circuit analysis can describe the single-phase transformer model, yielding the 

following equations: 

 )()( 11 titi L= , (C.2) 

 0)()( 21 =+ titi , (C.3) 

 )()( 33 titi L= , (C.4) 

 0)()( 43 =+ titi , (C.5) 

 )()()()( 31 tetirtiNrtir mccc +=+ , (C.6) 

 
5

0
0

)()( ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

λ
λ titim , (C.7) 

 )()()()()( 111121 teti
dt
dLtirtvtv LL ++=− , (C.8) 

 )()()()()( 323243 tNeti
dt
dLtirtvtv LL ++=− , (C.9) 

 )()( t
dt
dte λ= . (C.10) 

Above equations can be rearranged as follows: 

 )()( 11 titi L= , (C.11) 
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 0)()( 21 =+ titi , (C.12) 

 )()( 33 titi L= , (C.13) 

 0)()( 43 =+ titi , (C.14) 

 )()()()( 31 tetirtiNrtir mccc +=+ , (C.15) 

 
5

0
0

)()(0 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

λ
λ titim , (C.16) 

 )()()()()( 111121 teti
dt
dLtirtvtv LL ++=− , (C.17) 

 )()()()()( 323243 tNeti
dt
dLtirtvtv LL ++=− , (C.18) 

 )()(0 t
dt
dte λ−= . (C.19) 

Based on the above equations, state variables can be determined as follows: 

 [ ]T
LLm titittetitvtvtvtvts )(),(),(),(),(),(),(),(),()( 3143211 λφ = , (C.20) 

where )(1 ts φ is the vector of state variables without introducing additional state variables 

for nonlinear terms. However, the high-order nonlinear term in equation (C.16) needs to 

be quadratized into several nonlinear terms whose order is at most two, thereby 

introducing additional state variables and equations. 

C.3 Quadratized Model Description of the Single-phase Transformer 

The single-phase-transformer model has a nonlinear term, so the model should be 

quadratized by introducing additional state variables and equations. When the exponent n 

is five, the quadratized model is provided below. Note that equations (C.30), (C.31), and 

(C.32) have quadratic terms. 

 )()( 11 titi L= , (C.21) 

 0)()( 21 =+ titi , (C.22) 
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 )()( 33 titi L= , (C.23) 

 0)()( 43 =+ titi , (C.24) 

 )()()()( 31 tetirtiNrtir mccc +=+ , (C.25) 

 )()(0 tztim −= , (C.26) 

 )()()()()(0 111121 ti
dt
dLtirtetvtv LL −−−−= , (C.27) 

 )()()()()(0 323243 ti
dt
dLtirteNtvtv LL −−⋅−−= , (C.28) 

 )()(0 t
dt
dte λ−= , (C.29) 

 
2

0
1

)()(0 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

λ
λ tty , (C.30) 

 2
12 )()(0 tyty −= , (C.31) 

 
0

23
)()()(0

λ
λ ttyty ⋅−= , (C.32) 

 )()(0 30 tztyi +−= . (C.33) 

The state variables of the single-phase transformer are defined as follows: 

 
,)](),(),(),(

),(),(),(),(),(),(),(),(),([)(

321

3143211

T

LLm

tztytyty

titittetitvtvtvtvtx λφ =
 (C.34) 

where )(1 tx φ  is the vector of the state variables of the quadratized single-phase 

transformer. 

C.4 AQCF Model Description of the Single-phase Transformer 

The equations that describe the single-phase transformer can be written simply as 

follows: 

 )()()()( 131211 tftx
dt
dXtxXtiX ++⋅=⋅ φφφ , (C.35) 
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where 

 [ ]Ttititititi 0,0,0,0,0,0,0,0,0),(),(),(),()( 43211 =φ , (C.37) 
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 ])0,0,0,0,0,0,0,0,0,0,0,0,0([13921 diagQQQQ ===== L , (C.41) 
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Equation (C.35) can be solved for )(1 ti φ  using row operations, eventually being 

rearranged as follows: 

 )()()()( 111 tftx
dt
dBtxAti ++⋅= φφφ , (C.45) 

where 

 2XYA ⋅= , (C.46) 

 3XYB ⋅= , (C.47) 
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To derive the AQCF of the single-phase transformer model, the differential 

equations in equation (C.45) should be integrated using the quadratic integration method 

with the integration time step, h. Note that in equation (C.45), only the seventh-, eighth-, 

and ninth-row equations, which are induced from the differential equations [i.e., 

equations (C.27), (C.28), and (C.29)] have differential terms, so they should be integrated 

quadratically. The integration results are as follows: 
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where 

 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

+−

+

=

3

222

1

3

222

1

0
324

0
0

3
2

6

0

A

BAhAh
A

A

AhBAh
A

L , (C.50) 



 

212 

 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

+−

+−

=

0
24
5

0
0

6

0

22

22

BAh

BAh

N , (C.51) 

Al is the first six rows of the matrix A, A2 is the 7th to 9th rows of the matrix A, A3 is the 

10th to 13th rows of the matrix A, and B2 is the 7th to 9th rows of matrix B. 

C.5 AQCF Model Description of the Three-phase Transformer 

The AQCF model of the three-phase delta-wye-connected transformer can be 

derived by integrating the three sets of the AQCF of the single-phase transformer as 

described in Figure C.2. 

 

Figure C.2: Delta-wye connection of three single-phase transformers. 

In order to integrate the three sets of the AQCF of the single-phase transformer, 

the pointers of the AQCF of the single-phase transformer need to be re-assigned to those 

of the AQCF of the three-phase transformer. Figure C.3 represents the indices of the 
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AQCFs of the single-phase transformer and the three-phase delta-wye-connected 

transformer. 

 
Figure C.3: Indices of the AQCFs of the single-phase transformer and the three-phase delta-wye-

connected transformer. 

The pointer mapping of external and internal states between the AQCF of the single-

phase transformer and that of the three-phase delta-wye-connected transformer are shown 

in Table C.1. 

Table C.1: Pointer mapping between the AQCF of the single-phase transformer and that of the 
AQCF of the three-phase transformer. 

Phase 
Indices of the AQCF of the three-phase transformer 

that correspond to the sequential indices of the 
AQCF of the single-phase transformer 

1 1, 3, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 
35, 37, 38, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50 

2 2, 1, 5, 7, 17, 18, 19, 20, 21, 22, 23, 24, 25, 
36, 35, 39, 41, 51, 52, 53, 54, 55, 56, 57, 58, 59 

3 3, 2, 6, 7, 26, 27, 28, 29, 30, 31, 32, 33, 34, 
37, 36, 40, 41, 60, 61, 62, 63, 64, 65, 66, 67, 68 
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The device matrices, L and N, which are described in the AQCF of the single-

phase transformer, equation (C.49), are integrated into the AQCF of the three-phase 

transformer based on the following algorithm, thereby providing the integrated matrices, 

φ3L  and φ3N : 

For PHASE = 1:3 

 For I = 1:26 

  K1 = POINTERPHASE(I) 

  For J = 1:26 

   K2 = POINTERPHASE(J) 

   ),( 213 KKL φ  = ),( 213 KKL φ + L(I,J) 

  End 

  For  J = 1:13 

   K2 = POINTERPHASE(J) 

   ),( 213 KKN φ  = ),( 213 KKN φ  + N(I,J) 

  End 

 End 

End 

where PHASE is the phase index of the single-phase transformer, and POINTERPHASE() is 

the function that converts the index of the single-phase transformer to that of the three-

phase transformer. For instance, POINTER1(3) is 4. 

As a result of integrating three sets of the AQCF of the single-phase transformer, 

the component device model of the three-phase transformer can be obtained as follows: 
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where 
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C.6 State Variables 

Finally, state variables for the delta-wye-connected three-phase transformer are 

defined as follows: 
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indicating there are a total of 68 state variables. 



 

217 

C.7 Summary 

This appendix presents how to develop the component dynamic model of the 

three-phase, two-winding, variable-tap, and saturable-core transformer, which is used for 

the setting-less component protection scheme. Finally, the component dynamic model is 

expressed in the AQCF, as presented in equation (C.52). 
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