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ABSTRACT

The efficiency of organizations relies on its digiio adapt their business processes according
to changes that may occur in the dynamic environiimeshich they operate. These adaptations
result in new versions of the process model, knas/process variants. Thus, several process
variants can exist, which aim to represent allrlated contexts that may differ in activities,
resources, control flow, and data. Thus, has endetige concept of customizable process
model. It aims to adapt the process model accorttinghanges in the business context. A
process model can be customized by representingrtheess family in one single model
enabling to derive a process variant through t@nsitions in this single model. As benefits,
this approach enables to avoid redundancies, pesitloé model reuse and comparison, among
others. However, the process variant customizagiot a trivial-task. It must be ensured that
the variant is correct in a structural and behadbway (e.g. avoiding disconnected activities
or deadlocks), and respecting all the requiremehtthe application context. Besides, the
resulting process variant must respect all requergsi related to the application context,
internal and external regulations, among othersaddition, recommendations and guidance
should be provided during the process customizatituidance help the user to customize
correct process variants, i.e., without behavioymalblems. Recommendations about the
process context help the user in customizing psoegasants according specific requirements.
Recommendations about the business context refgusoviding information about the best
practices that can improve the quality of the pssceln this context, this research aims to
propose a framework for customizing process vasiactording to the user’'s requirements.
The customization is achieved by reasoning on ogtet based on the rules for selecting a
process variant and in the internal/external raguia and expert knowledge. The framework
is composed by three steps. The first step progosdentify the process variants from an event
log through process mining techniques, which enebliscover the variation points, i.e., the
parts of the model that are subject to variatibe,alternatives for the variation points and the
rules to select the alternatives. By identifying grocess variants and their characteristics from
an event log, the process model can be corredllyigualized by meeting the requirements of
the context of application. Based on these aspéesecond step can be developed. This step
refers to the development of the questionnaire-agieroach. In the questionnaire approach
each variation point is related to a question, taedalternatives for each question corresponds
to the selection of the process variants. The thiiegp corresponds to apply two ontologies for
process model customization. One ontology formalthe knowledge related with the internal
and/or external regulations and expert knowleddpe. dther refers to the variation points, the
alternatives for them and the rules for choosirdhgsath. The ontologies then are merged into
one new ontology, which contain the necessary kadge for customize the process variants.
Thus, by answering the questionnaire and by reagam the ontology, the alternatives related
with the business process and the recommendatiomnsg the business context are provided for
the user. The framework is evaluated through a sagty related to the treatment of patients
diagnosed with acute ischemic stroke. As result,ffoposed framework provides a support
decision-making during the process model customozat

Keywords: Process model customization; Configuration; Psecemining, Ontologies,
Semantic reasoning.



RESUME

Les organisations doivent relever le défi d'adaletsns processus aux changements qui peuvent
survenir dans I'environnement dynamique dans leglled opérent. Les adaptations dans le
processus aboutissent a plusieurs variantes degsus, c'est-a-dire dans différentes versions
du modele de processus. Les variantes de procpssusnt différer en termes d'activités, de
ressources, de flux de contréle et de données.i,Amzoncept d'un modele de processus
personnalisable est apparu et il vise a adaptaotiele de processus en fonction des exigences
d'un contexte spécifiqgue. Un modeéle de processisopealisable peut représenter toutes les
variantes de processus dans un modeéle unique dguosllles parties communes ne sont
représentées qu’une seule fois et les spécifidééshaque variante sont préservées. Alors,
grace a des transformations dans le modele degsasgénérique, une variante de processus
peut en étre dérivée. En tant qu'avantages, capiehe permet d'éliminer les redondances,
favorise la réutilisation, entre autres. Cependanpersonnalisation des modeles de processus
n'est pas une tache triviale. La personnalisatmhagsurer que la variante obtenue est correcte
du point de vue structurel et comportemental, -@edite la variante obtenue ne doit pas
présenter d'activités déconnectées, d’interblocagéfs ou d'interblocages, entre autres. En
outre, la variante de processus doit satisfaiceiges les exigences du contexte de I'application,
aux réglementations internes et externes, entresaude plus, il est nécessaire de fournir a
l'utilisateur des directives et des recommandatiorssde la personnalisation du processus. Les
directives permettent la personnalisation corr@gs variantes de processus, en évitant les
problemes de comportement. Les recommandationsenwenat le contexte de l'entreprise
rendent possible I'amélioration du processus esidaspersonnalisation des variantes en
fonction des besoins spécifiques. Dans ce contegtée recherche propose un cadre pour la
personnalisation des variantes de processus ertidondes besoins de l'utilisateur. La
personnalisation est réalisée grace a l'utilisaliontologies pour la sélection des variantes. Le
cadre est composé de trois étapes. La premiérespamd a l'identification des variantes a partir
d'un journal d'événements au moyen de technigeapldrationde processus, qui permettent
de découvrir des points de variation, c'est-aldsearties du processus sujettesriation, les
alternatives disponibles pour chaque point de tianaet les regles de sélection des alternatives
disponibles. L'identification des variantes de pssus et de leurs caractéristiques a partir d'un
journal des événements permet de personnaliser adgelen de processus en fonction du
contexte de l'application. A partir de ces aspéatdeuxiéme étape peut étre développée. Cette
étape concerne le développement d'un questionuans, lequel chaque question est liée a un
point de variation et chaque réponse correspoadaéléction d'une variante. Dans la troisieme
étape, deux ontologies sont proposées. La prenaeénealise les connaissances liées aux
réglementations externes et internes et aux cosarass des spécialistes. La deuxieme
ontologie se référe aux points de variation, ateraftives existantes pour chaque point de
variation et aux regles liées a la sélection dejabaalternative. Ensuite, ces ontologies sont
intégrées dans une nouvelle ontologie, qui contiest connaissances nécessaires pour
personnaliser la variante de processus. Ainsiagets le guestionnaire et le raisonnement
sémantique, la variante est sélectionnée et lesm@@andations concernant le processus
d’affaires sont fournies en fonction de la sélectie I'utilisateur lors de la personnalisation du
processus. Le cadre proposé est évalué au moyee étude de cas liée au traitement des
patients chez qui un AVC ischémique aigu a étérdiatiqué. Les recommandations obtenues
grace a l'approche développée fournissent un summoor la prise de décision lors de la
personnalisation du modeéle de processus.

Mots-clés : modele de processus personnalisable, exploral®nprocessus, ontologie,
raisonnement sémantique.



RESUMO

Organizagbes enfrentam o desafio de adaptar seagegs0s de acordo com mudangas que
podem ocorrer no ambiente dindmico em que operataptacdes no processo resultam em
diversas variantes de processo, isto €, em ditesentrsdes do modelo de processo. As
variantes de processo podem diferir em atividagesirsos, fluxo de controle e dados. Assim,
surgiu o conceito de modelo de processo custonlizgue tem como objetivo adaptar o
modelo de processo de acordo com os requisitosndeontexto especifico. Um modelo de
processo customizavel pode representar todas iastes de processos em um unico modelo,
no qual as partes comuns sao representadas apmaasez e as especificidades de cada
variante é preservada. Assim, por meio de transfodes no modelo de processo genérico uma
variante de processo pode ser derivada. Como bargfesta abordagem possibilita eliminar
redundancias, promove o0 reuso, entre outros. Nanemta customizagdo de modelos de
processo ndo € uma tarefa trivial. A customizagéee djarantir que a variante obtida seja
correta tanto do ponto de vista estrutural quaotoportamental, ou seja, a variante obtida nédo
deve apresentar atividades desconectadas, livetnckgadlocks, entre outros. Além disso, a
variante de processo deve respeitar todos os reEgudn contexto de aplicagéo, regulagbes
internas e externas, entre outros. Em adicdo, éseano fornecer ao usuario orientacdes e
recomendacgOes durante a customizacdo do processentad@des permitem a correta
customizacéao de variantes de processo, evitandibepnas comportamentais. Recomendacdes
a respeito do contexto do negdécio possibilitam Bam& do processo e também a customizacao
de variantes de acordo com requisitos especifideste contexto, esta pesquisa propde um
framework para a customizacdo de variantes de ggocde acordo com o0s requisitos do
usuario. A customizacao é realizada através daesmtologias para a selecao de variantes. O
framework é composto de trés passos. O primein@esponde a identificacdo das variantes a
partir de um registro de eventos por meio de tasnoe mineracdo de processos, as quais
possibilitam a descoberta dos pontos de variagénéj as partes do processo que estédo sujeitos
a variacao, as alternativas disponiveis para cadtople variagdo e as regras para a selecao
das alternativas disponiveis. A identificacdo dasantes de processo e suas caracteristicas
com base em um log de eventos, permite customimanadelo de processo de acordo com o
contexto de aplicacdo. Baseado nestes aspectegundd passo pode ser desenvolvido. Este
passo refere-se ao desenvolvimento de um questipnarqual cada pergunta esta relacionada
a um ponto de variacdo e cada resposta corres@ordecdo de uma variante. No terceiro
passo, duas ontologias sdo propostas. A primerraal@za o conhecimento relacionado as
regulacbes externas e internas e o conhecimergspieialistas. A segunda ontologia refere-
se aos pontos de variacdo, as alternativas exast@atra cada ponto de variacdo e as regras
relacionadas a sele¢éo de cada alternativa. Endse@stas ontologias sao integradas em uma
nova ontologia, a qual contém o conhecimento nadespara customizar a variante de
processo. Desta forma, por meio do questionari® eadiocinio semantico, a variante é
selecionada e as recomendacdes a respeito do gwadesiegocio sdo fornecidas de acordo
com a sele¢do do usuario durante a customizagdmdesso. O framework proposto é avaliado
através de um estudo de caso relacionado ao tnatarde pacientes diagnosticados com
acidente vascular cerebral isquémico agudo. Asmeadacdes obtidas por meio da abordagem
desenvolvida fornecem um suporte a tomada de aedig@ante a customizacado do modelo de
processo.

Palavras-chave: modelo de processo customizaveleragdo de processos, ontologia,
raciocinio semantico.
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1. INTRODUCTION

To maintain competitiveness, organizations nedgetable to adapt its processes in a
fast and flexible way according to the businessiiregnents or according to changes that may
happen in the environment in which they operate (FNCA, 2013). These changes may
happen for different reasons such as changes intér@al and external regulations, customers’
attitudes, new technologies, among others.

These aspects lead to the existence of severabruersf the same process model which
need to be managed. These versions, called prowe$s variant or process variant, may have
the same or similar business objective, but difigin their logic due the application context
(AYORA et al., 2012). As consequence, organizatioesd to deal with a large number of
processes. For example, Hallerbach (2009a) repostsidy case in the automotive industry
where more than 900 process variants related veitiicle repair and maintenance in a garage
were found. Another example is presented by Li @0in which the author analysed the
processes for handling medical examinations anatiitksd more than 90 process variants.

The process variants can be managed in one of @ys:viby maintaining the process
variants separately in repositories or by maintegrthem in a single process model from which
the process variants can be individualized (LA RO&Aal., 2017). However, it would be
inefficient to design each process variant fronatatr since this is a complex, error prone and
time-consuming task. Also, maintaining large numbérbusiness processes is costly for
organizations (ASSY_HAN and GAALOUL, 2015; AYORA et al., 20)2

Thus, many approaches have been developed focosingdividualize a process
variant from a single model which represents thieab®ur of all process variants, such as
PESOA (PUHLMANN et al., 2005), Provop (HALLERBACHBAUER and REICHERT,
2008), C-EPC (ROSEMANN and VAN DER AALST, 2007),[EPC (LA ROSA et al., 2008;
LA ROSA et al., 2011), among others. These appmaehne known as customizable process
models (LA ROSA, 2017 et al.; ASADI et al., 201#).this way, the customizable process
model is a step forward enabling to take advantdghe commonalities between the related
variants but maintaining its differences (AYORAatt 2013; SCHONENBERG et al., 2008).

A customizable process model represents the coenbédtaviour related to a business
context enabling to obtain a process variant to aatiqular situation according to
transformations in the process model. The procesdeimelements that can be customized
through transformations are known as variation {soifihis method fosters model reuse and

facilitates the maintenance and management of iheeps variants (DERGUECH, VULCU,
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and BHIRI, 2010, AYORA et al., 2015). As drawbathe original process model can be very
complex and difficult to understand (LA ROSA et a017).

The goal of customizing a process model is to attagpmodel according to the user's
individual needs. Thus, customizing a process moulns that only the desired behaviour is
depicted by the process model (GOTTSCHALK, 2009).

There are two ways that a process model can bemimtd: by restriction or by
extension (LA ROSA et al., 2017). In the custom@aby restriction (also called configurable
process model), the customizable process modeksepts the behaviour of all process
variants. Then, a process variant is individualizgdemoving the undesired behaviour. In the
customization by extension, the customizable pcasdel represents the most common
behaviour. In this approach, the customizatiorersggmed by extending the process behaviour
(LA ROSA ET AL., 2017; ASADI et al., 2014).

Designing the single process model representing paticess variants and the
adjustments for individualizing the process vasaist a challenging task (HALLERBACH,
BAUER & REICHERT, 2010). When a process variardb$ained it is necessary to ensure the
structural and behavioural correctness (i.e.,allatodes are connected and the process do not
present deadlocks or livelockd)A ROSA, 2009; VAN DER AALST et al., 2008).

Ensuring the evolution is also a challenge facethbyustomizable process model. The
need for evolution happens when there is a neetdrtmduce new variation points and/or new
variants. Another challenge is the re-configuratmna running process variant instance
necessary to allow it to switch from the currerdqass variant model to another A& ORA
etal., 2012)La Rosa et al. (2017) points out that there isaalier methods and tools to support
the user in the creation, use, and maintenandeeofustomizable process models. Also, little
attention has been paid in providing guidanceHentsers during process model customization.

A customizable process model is characterized byetkistence of points in which
multiple variants exist (LA ROSA, DUMAS, and TER HSTEDE, 2009). These points are
known as variation points (VALENCA, 2013; TORRESatt 2012; AYORA et al., 2012).
Thus, the process model is customized by seleatinglternative in the variation points. Each
alternative has attached rules that define itsciele These rules are related with the
requirements of the application context. In thiggw@ocess mining techniques can be applied
to discover these rules.

Process mining is a technique that analyses antdwgn which record all the

information about the process execution, thus @mglib extract a process model, monitor
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deviations by comparing model and log, discovergbeal network, automated construction
of simulation models, among others (VAN DER AALSTaé, 2011).

There are several algorithms to mining a procesdefnaiming to analyse different
aspects of the process model such as the contreléft process perspective (e.g., control flow
mining, heuristic miner, region mining, alpha aitfun), organizational perspective (e.g.,
Social Network Miner) and the data or case perspecie.g., Decision Miner)
(LAKSHMANAN and KHALAF, 2013; CHENG and KUMAR, 2015/AN DER AALST and
WEIJTERS, 2004; VAN DER AALST, REIJERS and SONG)20ROZINAT and VAN DER
AALST, 2006).

Thus, applying process mining enables to verifyh# process variants follows the
requirements, enabling also to discover problerasriay exist. As result, process mining can
provide understanding about the information needhe process variant customization and in
which point of the process the information musatailable.

The process model customization relies on the medsthat are performed in the
variation points. The choices available for eachati®n point are based on the information
from the context in which the process model shbelémployed. Thus, this information defines
the combination of available choices and may beesged as configuration requirements (hard
constraints) and configuration guidelines (recomadagions) (VALENCA, 2013).

Recommendations can be provided to guide the ns&iécting the process variant that
fits better with the user’s needs. Besides, thesemmendations can be related with the process
model customization (i.e., business process ruleg)also related with the business context
aiming to improve the business process. For exgngolmme recommendations may be not
related with the choice of an available alternatigated to a variation point, but related with
best practices that should be followed.

As result, the amount of information for custom@aprocess model may be extremely
large. In this way, ontologies can be applied tppsut the process model customization.
Ontologies formalizes the concepts of a domain thiedrelations between them aiming to
provide a shared and commonderstanding of a domain that can be communidagdédeen
people and application systems (FENSEL, 2000).

In this way, ontologies can structure all the infation need for customizing a process
model. In addition, ontologies enable the use afa#ic reasoners, which can be applied for
deriving new knowledge, ensure the quality of theotogy, to find contradictory concepts, to
derive implied relationships, among others (HAAWPZ; MARTINEZ-GIL, 2015; OBITKO,
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2007; ABBURU, 2012). Considering all the aspectatio@ed previously, the research goal of
this research can be defined.

1.1. RESEARCH GOAL

Based on the drawbacks related with the proces®htodtomization and considering
the advantages provided by the process mining igebs and the semantic reasoning, this

research pursues the following research goal:

Develop an approach for process model customizatipwhich provides a decision-making
support for the user and enable to individualize gprocess model that respects the useris

requirements and the internal and external regulatons

by:
* Applying process mining techniques to build a cosiable process model,
enabling to identify the process variants and thesrfor selecting them;
* Formalizing the relevant knowledge about the bussneontext in ontologies,
and through semantic reasoning provide support fpoocess model

customization.

1.2. RESEARCH QUESTIONS

In order to achieve the research goal, this rebezan be divided in two parts. The first
part aims to provide an understanding about thedspelated with the customizable process
model, process mining, ontologies and the relatlogtsveen them. The second part aims to
providing an understanding about how customizeptioeess model by means of the process
mining and the semantic reasoning.

Based on the objectives from the first part theaesh questions can be decomposed
into sub-questions. Thus, answering these sub-4gusskead to answer the related research
guestions and consequently to achieve the resgasath
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* RQ1: How to customize a process model in order tobtain a process variant
that correctly represent a business context?

 RQ1.1: What are the aspects that need to be consréd when building a
customizable process model?

* RQ1.2: How the existing approaches proposes to cashize a process
model?

« RQ2: What are the theoretical and practical argumems motivating the
application of process mining to discover customizde process models?

* RQ2.1: What are the process mining techniques thatan be applied to
identify the aspects related with the process varrds enabling to improve
the customizable process model?

* RQ2.2: How to improve the process model from whicheach process
variant is individualized to consider scenarios thaare not available in the
event log?

* RQ3: What are the theoretical and practical argumeis motivating the use of
ontologies for process model customization?

* RQ3.1: Can ontologies be applied to provide decisiomaking support

during the process model customizatior

Based on the results of the first research pagtsétond part was developed. We point
out that a different result of the first part woladd to a different set of research questions and,
thus a set of methods to solve the problem. Teegart showed that process mining techniques
and ontologies can improve the process model cusabion. This result led to the development
of an approach to customize a process model. Bas#us, the research question of the second

part can be formulate:

* RQ4: How process mining and ontologies can be apptl to customize a process
model according to all the requirements related toa particular business

context?

Considering the business context related with tteegss model customization, the

research goal and the research questions, thre¢heges need to be formulate:
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» H1: All the knowledge on a domain, including the r&ated regulations, has been
captured and formalized in an ontology.

* H2: An event log is available, which can have pal information about the
business execution.

* H3: The privacy issues, that may exist, have beeplsed.

These hypotheses are supported by related reseande corresponding domains. H1
is supported by studies on knowledge discoveryyemion and formalization (GRUBER,
1993; GUARINO, 1995). For hypothesis H2 has considestudies dealing with the aspects
related with event log such as incompleteness amknamong others (MARUSTER et al.,
2006, FOLINO et al., 2009; ROGGE-SOLTI et al., 20¢AN DER SPOEL, VAN KEULEN
and AMRIT, 2012). H3 is possible to be achieved pridacy issues, related with the data
protection during the mining process have beerudsesd by several authors such as, Oliveira
and Zaiane, (2002); Yoo et al., (2016); Burattion€ and Turato, (2015), among others.

1.3.METHODOLOGY

A scientific research is composed by a set of asteaming to discover the solution for
a problem through scientific procedures (MINAYO9B). There are several procedures for
developing a research ranging from informal togdtnetly scientific procedures (KOTHARY,
2004).

The development of this research follows the pples of the design science research
method (MARCH AND SMITH, 1995). The design sciemesearch is composed by a set of
analytical techniques which consists in a rigorpugcess of projecting artefacts to solve
problems, evaluate what was planned or what isgbexecuted and communicate the results
(LACERDA et al. 2013). The main stages of the desigence research are depicted in Figure
1.
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Figure 1 - Main stages of the design science rekear
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As shown in Figure 1, the first step to conduct tiesign science research is the
formalization of a problem in the context underlgsia. The literature review is one of the
methods to identify gaps and/or problems that nedsk solved. Thus, through the literature
review the gaps related to the customization otgse model can be identified. The second
element refers to identify ways to solve the probldentified in the first step. In this way, in
this step is analysed whether process mining amisgc reasoning can be used to solve the
problems previously identified (DRESCH et al., 20MAISHNAVI, KUECHLER and
PETTER, 2004; TAKEDA et al., 1990).

The next element is the development of artefattimds or processes) to solve the
problem previously identified, to make contribusoto evaluate projects and to communicate
the results. Thus, in this step the framework f@cpss model customization through process
mining and semantic reasoning is proposed. Tha fldment is the evaluation of the artefact
considering the criteria of the proposed solutiéor evaluation, the proposed framework is

applied in a case study related with the healtheargronment. The last element refers to
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communicate the results of the proposed solutioREBCH et al., 2015; VAISHNAVI,
KUECHLER and PETTER, 2004; TAKEDA et al., 1990).

1.4.CONTRIBUTIONS

The main contributions of this thesis can be sunmadras follows:

* An approach to guide users during the process noadébmization. The approach also
enables to provide recommendations about the kasioentext, thus enabling to
improve the business process. In addition, theltreguprocess variant follows the
user’s requirements and the regulations relatedparticular business context.

* The possibility to discover which information iscessary for customizing the process
model, when the information must be available aow b decision made in one point

of the process model impact the other decisions.

* The possibility of applying process mining to idgnprocess variants from the data
related to the business process execution, thudiegdo verify if the rules to select
them are correctly defined. It also enables to tifledeviations that may exist in the
customizable process model and to obtain a pranesel closer to the daily activities

performed in the context under analysis.

» The approach also enables to obtain a process rii@dalontain all the behaviours that
may exist in the business context under analysisjust the behaviour existing in the
data about the process executions. The approasteaighes the process model with
expert knowledge and internal and external regutatenabling to obtain a prescriptive

process model which addresses all the relevargssaiout the business context.

1.5.0OUTLINE OF THE THESIS

This thesis is structured into 5 chapters aiming@riswer the research questions and
thus, the research goal as depicted in Figure 2.
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Figure 2 - Outline of the Thesis
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The first Chapter sets the research context andabearch goal summarizing the
research’s contributions and including the researgthodology. Chapter 2 presents the
literature review about customizable process maeegharding its aspects, methods and
challenges. Process mining is also discussed,dimguhe type of process mining analysis and

algorithms. Finally, ontologies are defined, indhglits elements, classifications, languages
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among others. The development of these chapteida®the understanding of the concepts
behind the development of a customizable procestemthe process mining techniques and
the ontologies, thus enabling to answer the questitQ1.1, RQ2.1, RQ2.2 and RQ3.1.

Chapter 3 addresses the approaches for process oustiemization which enable to
identify its characteristics and contributions. Maver, the application of process mining and
ontologies to customize process models is discusbead leading the answers for questions
RQ1.2 and RQ4.

Based on the knowledge gathered in the previouptels a framework is developed
for process model customization, which is depiatedhapter 4. This chapter present each step
for the framework development. Chapter 5 presetssa study to validate the framework for
process model customization related to the treatevided to the patients diagnosed with
acute ischemic stroke. Finally, Chapter 6 concludeghesis by summarizing the contributions

and discussing the further research.
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2. BACKGROUND

This chapter discusses in more detail the mainsaaglaressed in this research. As
mentioned previously, a customizable process misdedpable of represent all the behaviour
that the business process may have according tauiess requirements. The customization
of a process model relies on the choices madedrmptiints of the model that are subject to
variation (i.e., variation points). Thus, rules ateached with the alternatives related with the
variation points. These rules are defined basedhennternal and the external regulations
(AYORA et al., 2016; LA ROSA et al., 2017; KUMAR @rYAO, 2012).

However, if the rules are not defined correctlyifdhe process model is not correctly
modelled, then the resulting process variants lageiacorrect. Process mining can be applied
to identify the process variant in a customizablecpss model and the rules for select them,
enabling to verify if the rules are correctly defih) i.e., respecting all the requirements from
the business context (ROZINAT and VAN DER AALST,0Bb). Process mining can also
show deviations that may exist in the customizaptecess model, thus enabling its
improvement (BOSE and VAN DER AALST, 2012; HUANG &it, 2013). The resulting
process model reflects the business context anbeaorrectly customized.

In each variation point, the user need to make eismw®, which impact the
customization of the process model (VALENCA et 2013; LA ROSA, DUMAS and TER,
2009). However, even if the user is familiarizedhwthe process, may not be easy to estimate
every impact, mainly in highly dynamic process msd€&hus, guidance and recommendations
during the customization is essential to help ther un the selection of a choice that best fits
its goal (LA ROSA et al.,, 2017; ROSEMANN and VAN BEAALST, 2007). Besides,
recommendations can also be made in relation terakaspects related with the business
process context, not just the rules related witk thariation points. However, these
recommendations are only relevant if they are glediaccording to the selection made by the
user in each variation point.

The definition of the rules related with each altdive in the variation points, as well
as the recommendations, relies on the internaleatelnal regulations, which may involve a
large amount of information. In this way, the infation related with the business context and
the information related with the process variamtgiation points, alternatives and rules) can
be formalized in ontologies. The ontology can bedu® carry out a reasoning process. Thus,

reasoning tools enable to make inference from tendlized knowledge on the ontologies
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providing as output guidance and recommendationghi® user. Based on these concepts,
Figure 3 can be developed:

Figure 3 - Process model customization throughgs®enining and ontologies
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Figure 3 shows that decision mining and ontologes be applied for process model
customization. Decision mining can be used to discéhe variation points, the alternatives
for them and the rules for select them. And theoloigly can formalize the knowledge for
customizing the process model.

Therefore, this chapter addresses the relevantgbaakd knowledge to reach the
objectives proposed in this research. Section r&rbduces the concept of flexible business
process. Section 2.2 discusses how variabilityusiress process can be managed. Section 2.3
discusses the type of process mining and the daglysvided by this technique, enabling to
identify the algorithms that can be applied to obtacustomizable process model. This section
also identifies some drawbacks regarding the psogesing techniques and the solutions that
have been proposed to overcome them, includingdhination between the business process
and semantic technologies. Section 2.4 discussesdhcept of ontology, focusing on the
aspects needed to build an ontology from existimgvkedge.
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2.1. BUSINESS PROCESS MODEL AND FLEXIBILITY

A business process can be defined as a set of coh&ctivities which together pursue
a particular business goal. The business processebe linked with organizational structure
defining functional roles and organizational stawes. In addition, it may involve one
department or can cross departmental borders ohiewifferent organizations (WEBER and
REICHERT, 2012).

Business process management is the combination ganioem knowledge from
information technology and the knowledge from mamagnt sciences and its application to
operational business processesdtudes methods, techniques, and tools to supipedesign,
enactment, management, and analysis of such opeahtbusiness processes (VAN DER
AALST, 2004; VAN DER AALST, 2013).

The need for flexible behaviour of an organizatigguires also more flexible
information systems (PROPER and VAN DER WEIDE, 199bhus, Process Aware
Information Systems (PAIS) has been developedderao deal with flexible business process.
PAISs are able to deal with exceptions and unaggtathange the execution of single business
cases on the fly, deal with variability and suppbe evolution of business process models
(REICHERT and WEBER, 2012).

According to Weske (2007), flexibility is the malriving force behind business process
management in an organizational level, where gjlatmisiness processes are investigated, and
at operational level, where human interaction wloské and system workflows are important
concepts for realizing business processes.

Cambridge Dictionary (2017) defines flexibility e ability to change or be changed
easily to suit different situations. According teeMam-Webster dictionary (2017) flexibility
is the capability to adapt to new, different, oacging requirements.

In turn, process flexibility is the ability of agmess model to adapt according to the
foreseen and unforeseen changes that may haple eénvironment in which they operate.
Flexibility is related with those parts of the pess model that should be changed and with the
parts that need to stay the same (VAN DER AALSTI1GCHONENBERG et al., 2008).
Weber and Reichert, (2012) define a taxonomy of¢ss flexibility as shown in Figure 4.
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Figure 4 -A taxonomy of process flexibility needs
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Source: Reichert and Weber, (2012).

Reichert and Weber, (2012) described each elemirtheo taxonomy of process
flexibility as:

» Looseness. process in this category cannot be fully predpeti The goal of the process
is known a priori, however the process model lagicnot be determined and it might
change during the process execution.

» Evolution: represents the ability of the process to evalarder to ensure the alignment
between the real-processes and the PAISs.

» Variability: is related with the development of process vasiawhich as mentioned
before, share the same or similar business obgttin differ in their logic. Thus, a
process variant is an adaption of the original @sscmodel aiming to represent a
specific set of requirements from a business cantex

» Adaptation: refers to the need to adapt one or several psoicessances in order to

realign the computerized process with real-worlocpsses.
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2.2.BUSINESS PROCESS VARIABILITY

Business process variability is the ability of @qess to adapt to the changes in the
environment or to its changing requirements (VALENE al., 2013). Thus, through some
transformations the process model can be changeeptesent only the desired behaviour
(GOTTSCHALK, 2009). As result, several process n®dmn be derived from the same

process. Figure 5 shows three versions of the gaooess model.

Figure 5 - Process variants and process family
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Source: adapted from Ayora et al. (2012).

Each related process model is called a procesantamand a collection of process
variants is known as a process family (AYORA et 2016). The process variants may follow
the same or similar business objectives. Howehes differ in their logic due the differences
of their varying application contexts. Thus, thepective process variants can contain common
activities but they also differ from each other dnege some activities are only relevant for a
specific context of application (AYORA et al., 20BBEICHERT and WEBER, 2012).

The process variant reflects the awareness of gsocenstraints and requirements
which provide valuable insight into work practite]p externalize previously tacit knowledge
and provide valuable feedback on subsequent pradesign, improvement and evolution
(MAHMOD AND CHIEW, 2010). However, managing proseariability is a non-trivial task

28



as it requires specific standards, methods andntéapies to support process variability
(VALENCA et al., 2013).

2.2.1. Managing business process variability

When dealing with process variability one of twaiops must be chosen. The first
option is to define and maintain the process visianseparate process models, which is known
as multi-model. The result is a highly redundandeian which the process variants are not
strongly connected with each other. It also doegspnovide any support for combining or
merging existing variants to new ones (HALLERBAGBAUER and REICHERT, 2009a).
Besides, designing and implementing each procesanvdrom scratch and maintaining it
separately would be inefficient and costly for camies (AYORA et al., 2013).

The second option is the single-model, which aitssipporting the representation of a
family of business process variants via a single@leho As a drawback, it leads to highly
complex process models that are difficult to corhpral, analyse and that are expensive to
maintain. Besides, normal branching cannot be rdjsished from the ones representing a
variant selection (HALLERBACH, BAUER and REICHERAD09a; LA ROSA, et al., 2017).
As benefits, it eliminates redundancies by reprisgivariant commonalities only once. It also
fosters model reuse, i.e., parts of the model eashlared among multiple variants and reduces
modelling efforts (AYORA et al., 2012; AYORA, et a2016).

Considering these two options, several approaclaee bheen developed to model
families of business process variants into a simgbelel, which enable to obtain a process
variant through some transformations such as agldtedor move, that can be applied in the
process model. The literature refers to such caretel model by different terms.

Some authors refer to these models as configupbleess model, which is a process
model that is capable of representing the compledeess family. Thus, a process variant can
be configured in a behavioural and structural way@RA et al., 2012; GOTTSCHALK et
al., 2009). The behavioural approach integratepralcess variants into one process model
representing the commonalities and differencesectfiy the complete behaviour of all
variants. The structural approach, represents énes pf the models that can be separately
changed. Thus, only the commonalities are repredeim the model (called base process
model) to which structural changes may be appbedetrive process variants (TORRES et al.,
2012).
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The representation of a process family into a sipgbcess model is also defined as a
Customizable Process Model. Two approaches weneedito derive the process variants: the
customization by restriction and customization kieasion (LA ROSA et al., 2017).

Customization by restriction refers to a customiggirocess model that contains all
behaviour of all process variants. In this appro#od customization is achieved by restricting
the behaviour of the customizable process modelgutie delete operation. In the second
approach, the customizable process model repreffemtsnost common behaviour, or the
behaviour that is shared by most process vari&otsthe customization, the behaviour needs
be extended using the insert and modification dpesdo represent a particular situation (LA
ROSA et al., 2017; ASADI et al., 2014). It can #ed that the customization by restriction
and by extension corresponds to the behaviourasaodtural approaches respectively.

Some authors, such as Asadi et al. (2014) and &ds3n and Gaaloul (2015), refer to
the term Configurable Reference Process Model, wiepresents a family of similar process
models and describes multiple variants of a prooesdel in an integrated way. Reference
process models are conceptual models that illestgaheric solutions for a certain domain.
These models capture common knowledge and bestiiggradHowever, there is no
comprehensive support for explicitly describingiaaon points (REICHERT and WEBER,
2012, LAROSA et al., 2017; MEERKAMM and JABLONSKIQ11).

In this research, were adopted the definitions gsed by La Rosa et al., (2017). Thus,
customizable process model is the term used antiypes of customization are referred as
customization by restriction and customization kteasion. However, the terms customization
and configuration can be used interchangeably. Higere 6 presents an example of the

customization by restriction and by extension.
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Figure 6 - Approaches to define a customizable ggsenodel
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Source: adapted from Ayora et al. (2012).

Figure 6 shows that both approaches for customizimg process model are
characterized by the existence of the variatiomgsoi.e., the parts of the process model that
are subject to variation. By analysing these poiot® can identify the alternatives available
for each variation point and the associate rules,the reason(s) to select the alternatives.e'hes
aspects are essential to represent process vayidbIDRRES et al., 2012; AYORA et al.,
2012).

Thus, the selection of a process variant relieshendecisions made at the variation
points (LA ROSA, DUMAS and TER HOFSTEDE, 2009). Butecisions can be made at
design time or at runtime. Decisions made at detiiga are known before process execution
and affect all instances of the customized prodessisions at run-time have effect for one or
few process instances. Besides, a decision in anation point can have direct implication on
the other variation points (LA ROSA et al., 201 % ®@RA et al., 2016; GRONER et al., 2013).

The selection of the most suitable variant is catlestomization or configuration. Once
all variation points have been configured, stagtglocess called individualization, which refers
to derive a process variant by dropping those pdirtise model that are no longer needed (LA
ROSA, DUMAS and TER HOFSTEDE, 2009; REICHERT andB¥R, 2012).

After the creation of the customizable process moitlenust be ensured that the
resulting process variants are correctly in a stinat (or syntactical) and behavioural (or
semantical) way. Structural correctness ensures thaing the configuration, the selected
activities are re-connected, avoiding disconneotzies (VAN DER AALST et al., 2008, LA
ROSA, 2009). In other words, structural correcsnagans that every edge is on a path from a
start node to an end node (ROSA et al., 2013).
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Behavioural correctness is related to ensure tmatntodel is sound, i.e., with no
deadlocks or livelocks (VALENCA et al., 2013). Dé&aaks happen when the path reaches a
non-final state without any outgoing transitionkeTransition system may also have livelocks,
that are similar to deadlocks, except that theestaf the processes involved in the livelock
constantly change with regard to one another, moogressing. Livelock is a special case of
resource starvation. The general definition ordyest that a specific process is not progressing,
i.e., some transitions are still enabled but itripossible to reach one of the final states (VAN
DER AALST, 2011). Additionally, the configurableqmess model must be validated, i.e., it
must be ensured that the business requiremenig@perly reflected by the model (AYORA
et al., 2015). Figure 7 shows an example of a co(eg and an incorrect (b) customized process

model.

Figure 7 - Corrected and incorrected customizedgs® model
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Source: adapted from van der Aalst et al., (2010).

Figure 7 presents two process variants related avithstomizable process model for
travel requisitionapproval as a Petri net. A Petri net is a graplyiaaid mathematical tool
consisting of a directly graph with two nodes: &iéions (drawn as bars or boxes) and places
(drawn as circles) connected by arcs (MURATA, 19BBSEL and ESPARZA 1995; REISIG
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and ROZENBERG, 1998). Figure 7(a) shows a netctyr customized enabling to reach the
end state. In Figure 7(b), the elements t5, p&nib p6 are unreachable. Thus, this net is not
correctly customized, but it contains behavioural atructural problems.

When configuring process variants, one challenge design a single basic process
model from which the process variants can be cardig. Another challenge is to design, model
and structure the adjustments that may be appiedrfigure the different process variants to
this basic process model (HALLERBACH, BAUER and REBERT, 2009a).

Asadi et al., (2014) define four important chafjes when dealing with process model
customization:

» Variability complexity: refers to capture and model how the process uar@an differ
from each other;

* Modelling complexity: incorporate the selection points (i.e., variapomts and process
variants) and dependencies in a single model iftiaddo process logic increases the
complexity of the process model for development eustomization;

» Delta requirements: it is unlikely that every requirement is covereyl the process
model. Thus, customization approaches should peaviel developers with mechanisms
for making changes to the customized process mimdét it to target application
requirements;

» Customization validation: the customization approach should guarantee tineatness
and compliance of the process variants with resfeettte specified configuration and

behavioural constraints and inform process engamekpossible inconsistencies.

According to Ayora et al., (2012) the run-time flakty and evolution of single process
variants have not been sufficiently consideredasoRun-time flexibility is concerned with the
configuration decisions that only can be made attime when the related information is
available. Thus, the challenge is related to detitgevhom, when, and based on which
information run-time configurations may be madeotker challenge is the re-configuration of
a running process variant instance necessary ¢ atlto switch from the current process
variant model to another one. Evolution of singlegess variants refers to the run-time
situations where the process variant needs to ehmgealign its specification to real-world
business case. In addition, changes in a singleepsovariant model may require checking

whether other process variants are affected as well
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2.3.BUSINESS PROCESS MINING

Information systems such PAIS (Process Aware Infdion System), ERP (Enterprise
Resource Planning) systems, CHS (Case Handling®@g$tand CRM (Customer Relationship
Management) systems are extremely efficient innettiee data about the execution of business
process. Thus, the analysis of the recorded datprowide insights about the business process.

Process mining aims to discover, monitor, and im@rousiness process by extracting
knowledge from the data logs recorded by the in&drom systems (MANS et al., 2013). As
process mining is based on real data, it addrebgeproblem that most business have very
limited information about what is happening in tha&iganization. Thus, it can be considered
as a proficient means for helping organizationseustanding their actual way of working and
can serve as a foundation for process improvem®BESKE, 2012; GUNTHER et al., 2008).

The base of process mining are the event logs kalsan as ‘history’, ‘audit trail’ and
‘transaction log’) that contain information abobetinstances (also called cases) processed in
systems, the activities (also named task, operatotion or work-item) executed for each
instance, at what time the activities were execwted by whom, named respectively as
timestamp and performer or resource. Event logsstag additional information about events
as costs, age, gender, etc. (JANS et al., 2011; BER AALST, 2012).

In order to use process mining, some assumpti@made (VAN DER AALST, et al.,
2012):

« [Each event refers to an activity (i.e., a well-dell step in the process);

e Each event refers to a case (i.e., a process g&tan

e Each event can have perfomer also referred toigmator (the person executing or
initiating the activity);

* Events have a timestamp and are totally ordered.

2.3.1. Types of process mining

Process mining techniques can provide three typasadysis: discovery, conformance,

and enhancement, as shown in Figure 8.
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Figure 8 - Types of process mining: discovery, comiance and enhancement
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Source: adapted from van der Aalst, 2011.

According to the Figure 8, there is a relation kesw “world” and some (software)
system. The system may support or control all kofggocesses taking place in the real world.
Moreover, most systems record events about theiteesithat have been executed in the event
log format. The Figure also show the existencehef process models that can model the
“world” and the systems. Example of process modedBPMN diagrams, EPCs, UML activity
diagrams, social networks, among others (VAN DERLAA, 2007).

As shown in Figure 8, discovery is the first tyggomcess mining. This type aims the
automatic extraction of the process model fromldigedata without any a priori information.
Conformance is the second type, which aiming atkihg if modelled behaviour matches the
observed behaviour. This comparison shows whereetiigorocess deviates from the modelled
one. Moreover, process mining techniques can dyahg level of conformance and diagnose
differences. The third type, enhancement, seekietiect deviations to enrich the model, e.g.,
show bottlenecks in a process model by analysiagtent log (ROZINAT et al., 2009; VAN
DER AALST and DUSTDAR, 2012).

Orthogonal to the three types of process miningrettare at least three perspectives
(SONG and VAN DER AALST, 2008; VAN DER AALST, 201HOMAYOUNFAR, 2012):

» Control flow perspective: focuses on the control flow, i.e., the orderifgdivities. The

goal of this perspective is to find a good chandzation of all possible paths, generating

35



a process model that reflects the current obsegvptilcess in reality. Exists some
algorithms that can be used in this perspectiveoasrol flow mining, heuristic miner,
region mining, alpha algorithm, etc.;

» Organizational perspective: focuses on information hidden in the log and dbss the
organizational structure in terms of roles, orgatian units, handover of work or social
networks;

« Case pergpective: focuses on properties of cases which can be ctegized by their
path in the process, by the originators workingaarase values or by the values of the
corresponding data elements;

» Time perspective: concern with the timing and frequency of events.

According to Gunther et al., (2008) process mirdag support the following tasks:

» Usage profiling: besides describing the actual use of the appitathe process model
may show that some features are used by a partigtdap of people or that they are
never used;

* Reiability improvement: the model result can show failures and the arsalysthese
failures through process mining can help to finot rauses for reliability problems;

« Usability improvement: enable to locate and to quantify these deviatimm actual use
to intended use through conformance checking.

* Remote diagnostics and servicing: process mining can help to predict failures afnah
errors occurs, the event log may be used to firdctire problem and take counter

measures.

2.3.2. Process Mining algorithms

There are many algorithms that can be used in psaoéning. One of the first discovery
algorithm is thea-algorithm, which extract a Petri net that givesancise model of the
behaviour seen in a set of event traces (LAKSHMANANI KHALAF, 2013). Theo-
algorithm is simple, it can deal with concurrenaglanany of its ideas have been embedded in
more complex and robust techniques. However,ataégorithm has problems dealing with
noise, infrequent/incomplete behaviour and comptexring constructs (VAN DER AALST,
2010).

Noise refers to incorrect logged information. Tsaoeay be incomplete when certain

events are missed, as resulting the log does lmt aleriving the process model. Infrequent
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behaviour indicates the execution of exception#hpan the process. Further, inconsistencies

can arise from naming conventions. These proble@nsesult from data entry problems, faulty

data collection instruments, data transmissiont@aming problems and other technology
limitations (LAKSHMANAN and KHALAF, 2013; CHENG anKUMAR, 2015; VAN DER
AALST and WEIJTERS, 2004).

As a consequence of these drawbacks, several praoesng algorithms were

developed. Some of them are discussed below:

Heuristic Miner: is a discovery algorithm that can deal with naasel low frequent
behaviour in event logs (WEIJTERS, VAN DER AALSTQOB). This technique
extends alpha algorithm by considering the frequerieevent and sequences of event
and traces in the log and then infering direct gsapising heuristic techniques
(FERNANDEZ-LLATAS et al., 2013).

Fuzzy Miner: is a configurable process discovery algorithnt thanes behaviour of
unstructured process models (GUNTHER and VAN DERL8BA, 2007). It applies a
variety of techniques, such as removing unimporalges, clustering highly correlated
nodes in to a single node, and removing isolateie mtusters (FERNANDEZ-LLATAS
et al., 2013).

Trace Clustering: allows split the event log into homogeneous stshaead for each
subset a process model is created (SONG, GUNTHER WER AALST, 2009).
Thus, as each subset have similar traces, the gwauedel of each subset is more
concise and understandable compare to the procedslftom the entire event log
(MONTANI and LEONARDI, 2014).

Genetic Miner: using genetic operators, this algorithm seeksnd & process model
that can replay all the traces comprised in thelklsgnain advantages are the ability to
discover non-trivial process structures and itsusbbess to deal with noise
(BRATOSIN, SIDOROVA and VAN DER AALST, 2010).

Social Network Miner: focuses on the relations among individuals (cougs of
individuals) acting in the process (VAN DER AALSREIJERS and SONG, 2005).
Decision Miner: aims at the detection of data dependencies thattafie routing of a
case. The algorithm identifies the parts of the ehadhere the process is split into
alternative branches. Then, based on data attslaggociated to the cases in the event
log, the rules for following one route or the otlaee discovered (ROZINAT and VAN
DER AALST, 2006).
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These various algorithms are supported by PigNROM, 2017), which is an extensible
framework that supports a wide variety of processimgy techniques in the form of plug-in.
The advance of process mining leveraged the dewedop of other tools as Disco
(FLUXICON, 2017), Perceptive Process Mining (PERCBHE SOFTWARE, 2017).

Besides, some techniques may be combined with gsaoening to perform mining of
business processes. Some examples are Markoviaoaapp(ROGGE-SOLTI and WESKE,
2015), neural network (MAITA et al., 2017) and ¢krsanalysis (REBUGE and FERREIRA,
2012).

2.3.3. Challenges for process mining

The process mining techniques are well developedgekier, despite its benefits, there
are some issues to be overcome. Van der Aalst asttBr (2012) highlights some challenges
faced by process mining:

» Finding, merging and cleaning event data: it refers to the efforts to extract event data
suitable for process mining such as: data mighttistibuted over a variety of sources,
event might be incomplete, containing outliers merdgs at different levels of
granularity;

» Dealing with complex event logs having diverse characteristics. while some event logs
may be extremely large, making it difficult to hdadthers event logs are so small that
not enough data is available to make reliable emichs.

» Creating representative benchmarks: it is important to have benchmark to evaluate the
existent tools and stimulate the creation of nesisto

» Dealing with concept drift: it refers to the situation in which process iamting while
being analyzed. Concept drift in a process canisg@dered by splitting the event log
into smaller logs and analyzing the “footprints” thfe logs. Therefore, additional
research and tool support are needed to adequatalyze concept drift.

* Improving the representational biasused for processdiscovery: i.e, the class of process
models that can be discovered. The presentatioasidetermines the search space and

potentially limites the expressiveness of the disecgp model;

! Process Mining framework. Process Mining Groupti4S department, Eindhoven University of Technglog
http://www.promtools.org
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Balancing between quality criteria: in process mining, the quality of a process model
can be evalutate through four competing qualityatigions: fitness, it describes to what
extent a model can reproduce the behaviour pregéntbe log; simplicity, it describes
the (perceived) conmplexity of a model; precisithg model does not allow for “too
much” behaviour; and generalization, it shows tlesinfikely underlying model that is
not invalidated by the next set of observationse @hthe challenges is to balance
between “overfitting” (the model is too specificdannly allows for the “accidental
behavior” observed) and “underfitting” (the modsl too general and allows for
behavior unrelated to the behavior observed);

Cross-organizational mining: it is the case when event logs of multiple orgations
are available for analysis. In principle, there &ve settings for cross-organizational
process mining: the first case is when differemgfaoizations work together to handle
process instances and the second is when diffeyegdanizations are essentially
executing the same process while sharing expesserkagowledge or a common
infrastructure;

Providing operational support: process mining can be used for online operational
support, such as to detect deviations from thegfimeeld process, and then generate
alerts. Process mining can also be used to pradiains that can be take based on
predictive models built using historical data ahdsed on such predictions, one can
also build a recommender systems that proposecpktiactions to reduce costs or
shorten the flow time;

Improving usability for non-experts: this challenge refers to the user-friendly irdegs

that automatically sets parameters and suggesébiutypes of analysis.

Another challenge is related to the fact that theimg techniques are unable to reason

over the concepts behind the labels in the loig. Very common the situation where different
activities are represented by the same label tardift labels are described by the same activity.
For this reason, before data analysis is necesbarpre-processing step. To overcome this
challenge, semantic technologies were combine ®BRM, thus emerging the concept of
semantic business process mining (PEDRINACI and INDBUE, 2007; De Medeiros et al.,
2007).

The basic idea of semantic process mining is totata the log with the concept in an

ontology, this action will let the inference engittederive new knowledge (DETRO et al.,
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2016) The combination of the semantics and the procesaeshelp to exchange process
information between the applications in the mostrexi and complete manner, and/or to
restructure business processes by providing aftooéxamining the matching of process
ontologies (SZABO AND VARGA, 2014).

2.4.ONTOLOGIES

A process model is customized through the decisioade at the variation points.
However, the customization is not a trivial taskd@cision in one point may influence the
selection of other parts of the model. But is nasgble to foresee this dependency without
support tools. Thus, guidance related to the psooesdel customization and the business
context help the user in obtain a correctly procesxlel, i.e., according to the user’'s
requirements and respecting the rules of the agtpic context. Thus, ontologies can be used
to provide decision-making support during the pssc@odel customization.

Ontology has its origins in philosophy and refeosthe study of being as such
(GASEVIC, DJURIC and DEVEDZIC, 2009). Artificial intelligee (Al) borrowed the word
and changed its meaning. In Al, the main quesBomhat an Al system has to reason about to
be able to perform a useful task (BORST, 1997). Nesvimportance is being recognized in
research fields as diverse as knowledge acquisfi®&iDORACHE et al., 2013), medicine
(ARSENE, DUMITRACHE and MIHU, 2015), knowledge repentation (YAO and GU,
2013), language engineering (GUIZZARDI et al., 20Hmong others.

There are many definitions of the concept of orgplorhe most accepted one is from
Gruber (1995), which states that an ‘Ontology is arplicit specification of a
conceptualization’, meaning that ontology is a desion of the concepts and relationships that
exist in a domain (GASEV], DJURIC and DEVEDZIC, 2009; FU, 2016; SHARMAN,
KISHORE and RAMESH, 2007, SERNA and SERNA, 2014).

An ontology on a certain domain aims to captuneregent, share, (re)use and exchange
the common understanding about the concepts iddah®ain, their taxonomies, classification,
their relationships and the domain axioms (GASEVDJURIC and DEVEDZIC, 2009).
Ontologies enhance knowledge sharing and reusssadifberent applications (NECHES et al.,
1991). Ontology is also used to unify DatabasedaDdarehouses, and knowledge bases
vocabularies, in order to overcome the obstacleknofvledge integration, which basically

consists on merging past and new knowledge (DJELIAQ13).
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2.4.1. Elements of an Ontology

The formalization and implementation of an ontolagyy according to the different
knowledge representation and the correspondingukzge However, they have some
components in common (CORCHO, FERNANDEZ-LOPEZ, GGVEEREZ, 2007):

» Classes: represent concepts that are used to represesttsiaind relations in a described
domain. Usually organized in taxonomies througholwhinheritance mechanisms can
be applied. Metaclasses can also be defined in ftame-based knowledge
representation paradigm. In the metaclasses, #tences are classes. The metaclasses
establish different layers of classes in the omjplvhere they are defined. Thus, they
usually allow gradations of meaning.

* Reations: represent a type of association between the pisiom a domain. Relations
in ontologies are usually binaryhe first argument is known as the domain of the
relation and the second is the range.

* Formal axioms: model sentences that are always true. Normabgduo represent
knowledge that the other components can not foynudfine. They are useful to infer
new knowledge, to verify the consistency of theotogy itself or the consistency of the
knowledge stored in a knowledge base.

* Instances: represent elements or individuals in an ontology.

2.4.2. Classification of ontologies

There are several classifications of ontologiegtam different parameters: degree of
formality; level of specification, level of accusgdevel of generality; expressiveness, among

others.

Gomez-Pérez, Fernandez-Lépez and Corcho, (199439ifglaan ontology according to
the level of specification of relationships amohg terms gathered in the ontology:

» Lightweight: provides just a taxonomy of related terms andcepts, with very few
cross-taxonomical links (properties), very few t@irelations between the concepts,
and very few axioms and constraints imposed omcdneepts;

« Heawweight: include a number of properties, axioms and camgs to lightweight
ontologies. However, these ontologies are harderanage.
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Guarino, (1998) classifies an ontology accordinthtr level of generality:

« Top-level ontologies: describe very general concepts like space, @vent, action, etc.,
and are independent of a particular problem or doma

» Domain and task ontologies: specialize the terms introduced in the top-lergblogy.
They describe, respectively, the vocabulary rel&esl generic domain (like medicine,
or automobiles) or a generic task or activity (Ikegnosing or selling);

» Application ontologies: describe concepts depending both on a particdarain and

task, which are often specializations of the relatetologies.

Van Heijst, Schreiber and Wielinga (1997) classiiytologies according to two
dimensions: the amount and type of structure ofctiveceptualization and the subject of the
conceptualization. With respect the first dimensitie authors identify three categories:

» Terminological ontologies: specify which terms are used to represent thevledge

in the domain of discourse;

» Information ontologies: specify storage structure of database. One exaofphis
class of ontologies at the medical field is propblg Rector et al., (1993). At this
level, the model provides a framework for recordihg basic observations of
patients, but it makes no distinction between symgt, signs, treatments, etc.

* Knowledge modelling ontologies: specify the conceptualization of the knowledge.
This kind of ontology, usually have a richer int@ristructure. At this level, the

observations are grouped to describe the decismking process.

Regarding the second dimension, which is related the subject of the
conceptualization, four categories are distingudshe

» Application ontologies. contain all the definitions that are needed todetahe
knowledge required for a particular application.ublyy, these ontologies take
concepts from domain and generic ontologies aneneitthe knowledge by
representing method- and task-specific components;

 Domain ontologies. express conceptualizations that are specific ffarticular
domains;

» Generic ontologies. define concepts considered to be generic acr@ss rfields.
Often, the concepts in the domain ontologies affinel@ as specializations of

concepts in the generic ontologies;
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* Representation ontologies. intend to be neutral with respect to world eesitiThey

provide a representational framework without maldtegms about the world.

Table 1 summarizes the ontology classifications:

Table 1 - Classification of ontologies

Aspect Proposed by Types
Level of GOmez-Pérez, Lightweight
Specification Ferndndez-L6pez Heavyweight
andCorchg, (1991

Level of Guarino, (1998) Top-level ontologies

Generality Domain and task ontologies
Application ontologie

Level of Fensel (2000) Generic or common-sense ontologies

generality Representational ontologies
Domain ontologies
Method and task ontologi

Source: Adapted from Tankelgiene, 2008 and Hadzic et al., 2009.

An ontology classified as lightweight includes cepts, concept taxonomies,
relationships between concepts and propertiesiisdribe concepts. On the other hand, when
adding axioms and constraints to a lightweight lmgyp, the result is a heavyweight ontology
(CORCHO, FERNANDEZ-LOPEZ, and GOMEZ-PEREZ, 2003).

According Guarino (1998), very general conceptshsas time, space, object, among
others, are described in top-level ontologies. @em®main is described in domain ontologies
and task ontologies describes generic tasks ontaesi Finally, the concepts from a particular
domain and task are described in application ogte

Regarding the level of generality, ontologies aféext as generic or common-sense
describes the general knowledge about the worlgl, (Bme, space, etc.). Representational
ontologies describe representational entities witli@fining what should be represented. The
knowledge related to a particular domain is degctiim a domain ontology. Method and tasks
ontologies describes, respectively, terms spectic®SM (Problem solving methods) and
terms specific for particular tasks (FENSEL, 2000).
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2.4.3. Ontology Languages

Ontologies are formalized by means of a logicaylaye, describing the structure of
the world that considers all objects involved witlihe domain of study, their possible states
and all relevant relationships between them (SHARMKISHORE and RAMESH, 2007).

Many languages have been proposed to build an agywolTherefore, choosing a
language is an important step, because differemtskof knowledge-based applications need
different language features. Thus, the main pdirdh@osing a language is based mainly on
what the ontology will represent or be used for YEA 2010).

Initially, the proposed ontology languages werdthusing Al modelling techniques
based on first order logic, frames, and descrigtigic. Then, for exploiting the characteristics
of the Web, web-based ontology languages (or ogyoioark-up languages) were developed.
Their syntax is based on mark-up languages su¢hrds. and XML, whose purpose is the
data presentation and data exchange respectiv€liR(CEHO, 2010). The relationships among

these languages are shown in Figure 9.

Figure 9 - The stack of ontology mark-up languages

OIL ||DAML+OIL ||OWL

RDFS
SHOE SHOE

(HTML) xmy || XOU RDE
HTML XML

Source: adapted from Corcho, Fernandez-Lépez amie@dérez, 2003.

The first mark-up language developed was SHOE (BitdpML Ontology Extension).
Combining frames and rules, SHOE was first develggean HTML extension, with the aim
of incorporating machine-readable semantic knowgeidgHTML compliant or other WWW
documents (CORCHO and GOMEZ-PEREZ, 2000). Afteratieption of XML as a standard
language for exchanging information on the WEB, $#Hyntax was modified to use XML
and other ontology languages were built on the X8jintax (CORCHO, FERNANDEZ-
LOPEZ and GOMEZ-PEREZ, 2003).
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XOL (XML-Based Ontology Exchange Language) was glesil to be used as an
intermediate language for transferring ontologm®ag different database systems, ontology-
development tools, or application programs (KARRAUDHRI and THOMERE, 1999).

RDF (Resource Description Framework) is the stathdémguage for the creation of
metadata describing Web resources. RDF is a folomd#dr processing metadata, it provides
interoperability between applications that exchangeehine-understandable information on
the Web (W3C, 2004). However, RDF data model da¢provide mechanisms for defining
the relationships between properties (attributesl) r@sources, thus the Resource Description
Framework Schema (RDFS) was developed (GOMEZ-PEREZCORCHO, 2002). RDFS
provides the capabilities of vocabularies, taxoresmand ontologies. Its allow describing
taxonomies of classes and properties. It defineslttimain and range of the RDF classes and
its properties (KHAN and KUMAR, 2014).

Based on the advent of RDF, a few more languages heen developed, including:
Ontology Interchange Language (OIL), DARPA Agent rkMap Language + OIL
(DAML+OIL) and Web Ontology Language (OWL) (SONGAZHAREWICZ and CHEN,
2013).

OIL was proposed for describing and exchanginglogtes. Its syntax and semantics
are based on existing proposals (OKBC, XOL, and P)HGOMEZ-PEREZ and CORCHO,
2002). OIL has a precise semantics that forms assacy foundation for effective reasoning
support. However, this language does not enablietme the default-value, to provide the
meta-class, and to support the concrete domaind&gghe translation between OIL and RDF
is no longer guaranteed (KALIBATIENE and VASILECA&)15).

DAML+OIL is an ontology language aiming to exteme tsyntactic interoperability to
the semantic interoperability. It is specificallgsigned for use on the Web. DAML+OIL
provides a set of constructs to create machineatdadnd understandable ontologies and to
mark-up information (HORROCKS, 2002).

OWL is now a standard semantic web ontology languaecommended by W3C for
the modelling ontologies. OWL is derived from th&NAL and built upon the RDF (SONG,
ZACHAREWICZ and CHEN, 2013).

Employing a rich set of operators, such as, intise, union and negation, OWL is
based on a logical model which allows the use dasoner. A reasoner can whether all the
statements and definitions in the ontology are @iitwonsistent, and can also recognize which
concepts fit under which definitions. OWL can bediso carry out logical inferences, derive

knowledge and import and reuse other ontologies INEEE and PELEG, 2011;
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MENARGUEZ-TORTOSA and FERNANDEZ-BREIS, 2013; KALIBAENE and
VASILECAS, 2015).

2004):

OWL has three increasingly expressive sublangugdeSUINESS and HARMELEN,

OWL Lite: can be used to express taxonomy and simple eamistrFor example, while

it supports cardinality constraints, it only persntardinality values of O or 1.

OWL DL (Description Logic): supports maximum expressiveness while retaining
computational completeness (all conclusions areagiieed to be computable) and
decidability (all computations will finish in firettime). OWL DL includes all OWL
language constructs, but they can be used onlyrwsdtin restrictions (for example,
while a class may be a subclass of many classtgs&cannot be an instance of another
class).

OWL Full: supports maximum expressiveness and the synfaestidom of RDF with

no computational guarantees. OWL Full allows amlmgty to augment the meaning of
the pre-defined (RDF or OWL) vocabulary. It is kely that any reasoning software
will be able to support complete reasoning for g\eature of OWL Full.

2.4.4. Techniques for reusing ontologies

After its development many ontologies have beemteck for the same domain by

different experts with different points of view,ing different tools and with different levels of

details, granularity, completeness and their owou$o Thus, to enable the reuse of the

ontologies some techniques were developed in aodavercome these differences:

Integration: is required when building a new ontology by reusingeotontologies
already availables@ORCHO, FERNANDEZ-LOPEZ and GOMEZ-PEREZ, 200ihe
domain of the integrated ontology is different frime domain of the resulting ontology,
but there may be a relation between both domairtseniAthe integrated ontology is
reused by the resulting ontology, the integratettepts can be (1) used as they are, (2)
adapted or modified, (3) specialized or (4) augmeity new concepts, among others
(PINTO, GOMEZ-PEREZ and MARTINS, 1999).

Merging: is related to building an ontology unifying knowtgdlof several ontologies
into a single one. Thus, the subject of the megedlogies is the same, although the
level of generality may not be the san®NTO, GOMEZ-PEREZ and MARTINS,

1999. Here, correspondences are stablished amongrtwdogies, and it must be
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determined the set of overlapping concepts, cosciatt are similar in meaning but
have different names or structure and conceptsattgatinique to each of the sources
(NOY and MUSEN, 2000).

» Alignment: establishes links between ontologies, however,attiginal ontologies are
kept separately, i.e., they are not merged (CORCRERNANDEZ-LOPEZ and
GOMEZ-PEREZ, 2007). Alignment usually is performstlen the ontologies cover
domains that are complementary to each other (N@¥YNUSEN, 1999).

The ontology merging and alignment are supportedoiplogy mappings, which
support several other operations such as transjageonciliation, coordination, articulation,
etc. Mapping could provide a common layer from wahseveral ontologies could be accessed
and hence could exchange information in semanyicdlund manners (KALFOGLOU and
SCHORLEMMER, 2003). Thus, AMROUCH and MOSTEFAI (2)1define ontology
mapping as formal expressions describing a semagl@tionship between two (or more)

concepts belonging to two (or more) different ocogiés.

2.5.SYNTHESIS

This chapter addressed issues related with theegsomodel customization, process
mining and ontologies. The first section discuss&nly the approaches for dealing with
business process variability. The literature shdveg a process model can be classified by
restricting the process model behaviour or by ektenthe process model behaviour. In the
customization by restriction, the process modalgsgnts the process family in a single-model.
On the other side, in the customization by extensibe process model represents the most
common behaviour of the process family.

In both approaches, three aspects are essenti@istomize a process model: the
variation points, the alternatives available fa Hariation point and the rules for choosing the
alternatives. These aspects can be identified ¢irquocess mining technique, which is
addressed in Section 2.2. Process mining is appiiediscover, monitor and improve the
process behaviour. The heuristic miner can be eghpti discover the decision points, i.e., the
variation points. However, this technique cannatvite any knowledge about the rules for
select the alternatives available for the variapomts. Thus, the decision miner can be applied
for discover these rules. The decision miner alsabkes to understand the dependencies

between the variation points.
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Section 3 discusses some aspects related to optadogh its elements, classifications
and the languages for building them. The clasgitioaof an ontology relies on different aspects
such as expressiveness, generality, formality, gnuthers. The selection of a language for
building an ontology relies on the purpose of théotogy. Finally, some activities to enable

the reuse of ontologies are discussed.
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3. RELATED WORKS

The previous chapter discussed the process modgbroization focusing on the
approaches and the aspects that need to be catsiderbtain a process variant that correctly
represent a business context. The chapter alsess#dt the challenges for customizing a
process model. Process mining techniques and gmsldave also been addressed in the
previous chapter. The study of these topics dematesivhich process mining techniques can
be applied to build a customizable process moddl that ontologies can be applied for
decision-making support by providing recommendaioduring the process model
customization.

Based on the finds provided by the previous chafitex necessary to understand how
process model customization has been addressataiion with the aspects and challenges
related with process model customization, whichbén#o identify the existing drawbacks.
Thus, this chapter discusses some approachesimegs model customization. In addition, this
chapter also analyses how process mining and asidave been applied in relation with the
customization of process models.

Thus, the first section delimits the methods fargess model customization analysed
in this research. An illustrative process modelc{lda 3.2) is presented to demonstrate the
applicability of each approach. Then, each metbog@rhocess model customization is presented
(Section 3.3). Some methods provide decision supjuwsing process model customization by
applying different techniques. Thus, section 3gtdssed these techniques. The relationships
between process mining technigques and customipabtess model are discussed in Section
3.5 and Section 3.6 shows how ontologies have bppled in customizable process models.
Finally, a discussion about the discovered gaps tAedcontributions of this research is

presented in Section 3.7.

3.1.PROCESS MODEL CUSTOMIZATION

Several approaches have been developed for praweds| customization. These
approaches customize process model in differenswahese differences are mainly related to
the configuration mechanisms applied to deriveagss variant, which can be classified as
(LA ROSA et al., 2017; REICHERT and WEBER, 2012):

* Node Configuration: are points in the process subject to variationyhich options are

assigned. Thus, the process model is customizedsdbgcting one option per
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configurable node. A configurable node can be @efias activities, events, gateways,
resources and objects associated with activitieigurable activity, event, resource
and object can be customized by keeping the elease®N (the element remains in the
customized process model) or they are switched @feFelement is removed or hidden,
thus not appearing in the customized process moddle customization of a
configurable node can be realized to an equal semestrictive gateway, in such a way
that the customized process model produces the gafe@er execution traces than the
customizable process model.

» Element Annotation: graphically annotate a model element (activiteegnts, gateways,
sequence flows, resources and objects) with priegeot the application domain. The
annotate element is a variation point. Domain ciionaé assign the domain properties
to model elements. Thus, customization is perforimgdelecting domain properties.
When a domain condition is set as false, the re@latedel element is removed from the
process model.

» Activity specialization: the variation points are activities defined astedrt and
optional. The process model customization is peréat by selecting one or more
variants that have been assigned to the activlBésed as variation points. An optional
activity is a variation point that can be specidizo an empty activity, i.e., it can be
switched off. Variants can also be assigned twvictttributes such as objects and
resources, which become variation points.

* Fragment customization: the process model is customized through changeatpes,
which enable to delete, insert, move or modify @cpss fragment. For customizing a
process model, the base process model containstiendjnt points, whickerve as stable

reference points for prespecified changes.

The configuration mechanisms presented previoudd§ine the variation points as
different elements of the process model such aswgats and activities. The use of a
configuration mechanism defines the type of custation, how the process model
customization is performed and how it is preseffvedhe user. For example, the configurable
node shows to the user all choices existent fon @aciation point and, the customization is
performed by restricting the process model behayvibe fragment customization shows the
options for each variation point separately ang,titechanism enables to customize the process

model by extending or restricting the process mbeekaviour.
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Due the characteristics of the configurable nodeharism (also called variation
point), this chapter focuses on approaches thabmise the process model through this
mechanism. Configurable nodes are the points obtiseness process model where a process
fragmented is selected, i.e., they are the poirtssgprocess model that are subject to variation.
Business rules related to these points definedleeison of an option instead another.

The approach envisaged in this research aims &imusng the process model through
configurable nodes. Thus, the aim here is to iflerthe main characteristics of these
approaches and the gaps that may exist. The ap@m®ace analysed considering the following
aspects: structural and behavioural correctnesbeofesulting process model, guidance and
recommendations during customization, the relahigrsbetween the variation points, which
enable toevaluate the impact of the configuration decisionsthe model To discuss the

approaches, an illustrative process model is pteden

3.2. ILLUSTRATIVE PROCESS FOR HANDLING MEDICAL EXAMINATONS

Let us consider the process variants for handlirglioal examinations depicted in
Figure 10. The process variants contain two comaubivities in grey-shaded (e.g., Reception
and Release Patient). However, some activitiesonayay not be performed according to some
rules, which means that these activities are stdgeo variation.

When the patient has an appointment, the medieath@aation is requested. Otherwise,
an appointment is requested for another day. latept has an appointment, the medical
examination is performed. The physician may reqaesadditional exam for the patient, in
which case a new appointment need to be scheddDtbdrwise, the patient is informed about
the next proceedings (which can be related to iideog the treatment or information about the

next steps). In this case, the proceeding mustdistered.
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Figure 10 - Process variants for handling medigahg@nations

Process Variant 1 Process Variant 2 Process Variant 3
Reception Reception Reception
Request Request :R::
t
Medical Medical eca;:lxes
Examination Examination -

p— i e
Perform Perform L 2
Medical Medical

Examination Examination Relgase
::: Patient
Inform Next 6
Proceedings
Schedule an Register next
appointment Proceedings
R
Release Release
Patient Patient

3.3. CONFIGURABLE NODES APPROACHES

This section discusses the approaches for custagné&process model by applying rules into
the configurable nodes. The approaches have bedysad regarding five criteria: structural
and behavioural correctness, guidance, recommemdatand the relation between variation
points. The results were evaluate consideringtiatvextent the approach in question covers
each evaluation criterion. Thus, a “+” indicate réecion that is fulfilled, a “-” indicate a
criterion that is not fulfilled and a “+/-” to indate partial fulfilment. points. The results are
presented at the end of this chapter.

3.3.1. Configurable Event-driven Process Chains (C-EPC)

Configurable EPC (ROSEMANN and VAN DER AALST, 200i8)an extension of
EPC, aiming at capturing the variations in the pescmodel. It consists of events, activities

and connectors, such that connectors and activitie@s be configurable. To allow
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customization, variation points are identified amhfiguration requirements are assigned to
them to restrict the model behaviour.

Activities can be included (ON), excluded (OFF)aanditionally skipped (OPT).
Regarding the first two alternatives, the decisibout keeping or discarding the activity in the
resulting process variant may be made at configuraime. The last alternative allows
deferring this decision to the run-time.

Three types of connectors (AND, Exclusive OR, O&) be used to model splits and
joins. The configurable connectors may be resttieebuilt-time. Connectors may only be
configured to a connector being equally restrictiMeis means that the derived process model
should have the same or less execution traceghkasriginal model (LA ROSA, 2009)able
2 summarizes the configuration alternatives of iguméble connectors.

Table 2 - Constraints for the configuration of cectors

Connector

Type
Configurable OR | XOR | AND | SEQ

Connector

Configurable Ol X X X X
Configurable XOF X X
Configurable ANL X

Source: Rosemann and van der Aalst (2007).

According to Table 2, a configurable connector @R loe configured (i.e., its behaviour
can be changed) to all types of connectors: OR, X&AND, SEQ. The configurable connector
XOR is configured to a XOR or a SEQ connector. AQSf6nnector is an outgoing or incoming
branch. A configurable connector AND is only configd to another AND or a OR connector,
meaning that no particular configuration is avd#aiROSEMANN and VAN DER AALST,
2007). Figure 11 depicts an example of the comndijon alternatives of a configurable OR

connector.
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Figure 11 - Configuration alternatives of a Confighle OR connector

(a) Configurable Process Model (b) Configurable Process Model

configurable
control connector
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Source: Reichert and Weber, 2012.

Figure 11(a) shows two configurable connectors @®jch according to the
configuration choices can be configured to fourcess variants (Figure 11(b)). Configuration
requirements define constraints that are expresse@ shape of the configurable connectors.
Those connectors will define local configuratioroides. Guidelines can also be enclosed to
the configurable nodes, however while the requirgsiare mandatory, the guidelines only
provide recommendations for the process custoroizaBoth, configuration requirements and
guidelines are expressed through the logical pateksc

The Figure 12 depicts an example of the EPC mantethfe illustrative process for
handling medical examination. Configurable connextare denoted as thick circles.
Configurable activities are denoted as thick regies Configuration requirements and
guidelines are denoted by dotted lines connectiegcbnfigurable nodes through the logical
expressionThe EPC model has four requirements.

* In the first requirement, a choice need to be maateeen the activities ‘Request an
Appointment’ and ‘Request Medical Examination’. tie activity ‘Request an
Appointment’ is set as ON, the activities relatathihe SEQ_1A are set as OFF, thus
an appointment is scheduled and the patient issete Otherwise, SEQ_1A is set as
ON and the activity ‘Request Medical Requiremesseélected.

* In Requirement 2, a choice need to be made bettheeactivities ‘Request Additional
Exams’ and ‘Inform Next Proceedings’. If the adiyviRequest Additional Exams’ is
set as ON, the activity ‘Schedule an Appointmesitaiso set as ON. However, if the
activity ‘Inform Next Proceedings’ is set as ONgiththe activity ‘Register Next

Proceedings’ is also set as ON.
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After assigning each configurable node with a varian algorithm is applied to derive
an EPC from the configured EPC. The algorithm ressoarcs not involved in the selected
sequence. Also, all nodes without input and oufgmals are removed, thus ensuring the
structural correctness of the process variantbBEimavioural correctness of the process variants
is guarantee by the requirements attached with gadhation point. C-EPC model is not
executable. Besides, the guidelines provided degek with the behaviour of the variation
points, not in terms of business choices. It iseady to identify the relationships among all the
variation points, making difficult to evaluate timepact of the configuration decisions on the

model.
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Figure 12 EPC model for the illustrative process for handingdical examination
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3.3.2. Configurable YAWL (C-YAWL)

Configurable workflows (VAN DER AALST et al., 2006O0TTSCHALK et al.2008)
aim at customizing workflows by enabling or disafliactions in such models. It focuses on
executable business process models, although coalilp workflows can also be applicable
to non-executable modelling languages as well.pfyethe configurable workflow approach,
the Configurable YAWL (C-YAWL) was developed.

Triggering an activity enables its execution. Ty, triggers are represented by arcs
pointing into an activity. These arcs can haveedéht meanings due the different joining
patterns (AND-join and XOR-join) for the precedipaths leading into the activity. The
combination of incoming paths through which an\aigtican be triggered is called an inflow
port. When the action is completed, it releasex#s® via the arcs leaving the action through
one distinct outflow port, which triggers all patbsnnected to this outflow port. Figure 13

shows an example of an inflow and outflow ports.

Figure 13 - Ports in a C-YAWL

enabled /‘ -—‘»'

= s
b Action —_J> /s> %zsnﬁ -
outﬂo(z ports %b / ﬁ

\ locked

\,
]

C:\\J
—

/

inflow ports

enabled

(a) Inflow and Outflow ports (b) Actions available for the outflow and inflow ports

Source: Gottschalk et al., 2008.

Ports are the configurable elements in C-YAWL. Evaort can be enabled or blocked,
while inflow ports can also be hidden. If an inflgert is enabled, it allows the triggering of
the action through this port. In a blocked infloarfpno case can flow into the action through

this port. If an action is triggered via a hiddeflaw port, the action itself is skipped and the
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case is directly forwarded to one of the outflowtpqusually but not necessarily a default
output port) (GOTTSCHALK et al., 2008).

An outflow port can be enabled or blocked. If arflow port is enabled, it can be
selected to release the case. A blocked outflowvgasmot be selected as the used outflow port.
However, at least one outflow port must always mebéed, thus allowing the cases to leave a
triggered action. Figure 14(a) depicts an examptaeC-YAWL.

The first activity (‘Reception’) of the process nebas used to route the process flow.
This task has only one incoming arc from the ingartdition. Therefore, its join has only one
input port which always needs to be enabled. Thigiats XOR-split has two output ports:
one to trigger the path to condition Oa, which gtmlactivity ‘Request an Appointment’, and
one that trigger the path to condition Ob, leadim@ctivity ‘Request Medical Examination’.
The XOR-join of the activity ‘Reception’ is the adty ‘Release Patient’, which is always
enabled because it is triggered by choosing batklitons (0Oa and Ob).

As the port Ob is enabled, this path is triggehedhis path, another activity (‘Perform
Medical Examination’) is used as XOR-split with twatput ports: one to trigger the path to
condition 2a, and one to trigger the path to camadi2b. The OR-joinl), which is a silent
activity, is enabled as these tasks are alwayopeed when path Ob is triggered. The silent
activity does not include any “action”, howevehd#s the same behaviour as the original task.

The process model in C-YAWL represents all the ipbs®ehaviours of the application
context. Thus, the process model is restrictedidiyndp or blocking activities through the ports.
To obtain the process variant, the blocked elemammdgtheir dead successors must be removed
from the model and the hidden elements must baceglby shortcuts.

Based on the configuration of a port, C-YAWL allows define configuration
requirements to restrict the values of other pdit&se requirements are expressed as Boolean
conditions over the ports configuration. For exaenfiie expression (output), (Perform Medical
Examination), {3a}, (Enablea;p (output), (Recepii, {Ob}, (Enabled), binds the outgoing
ports of the activities ‘Perform Medical Examinati@and ‘Reception’ ensuring the execution
of the activity ‘Inform Next Proceedings’.

The hiding and blocking operators can also be egb the configuration of elements
specific to the YAWL language, such as cancellategions and composite tasks. Gottschalk
et al. (2008) also defined an algorithm for custong the C-YAWL. The nodes that are
blocked or hidden are removed from the input to dogput condition, thus ensuring the

structural correctness of the model. Figure 14@pjcts the resulting YAWL model.
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Figure 14 - Configurable YAWL fothe illustrative process for handling medical ekzation
(a) Configurable YAWL with a sample customization
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To ensure behavioural correctness of the custommedels, two alternatives are
available, one based on constraints inference lamather on partner synthesis. The authors
also implemented the C-YAWL in the YAWL Editor, vehi allows one to create, customize
and transform C-YAWL models into YAWL models. Tlggiestionnaire-model approach
(Section 3.4.1) can be applied for decision supp®dhe Synergia toolset supports the
customization via questionnaire models. The rubeshibose a path are not obviously, besides

no recommendation about the context of applicas@rovided to the user.

3.3.3. Configurable Integrated EPC (C-IEPC)

Configurable IEPC (LA ROSA et al., 2008; LA ROSAatt 2011) extended the C-EPC
to include the representation of roles and objgcthe process model. A role, which can be

human or not human, aims to capture a class oharg@onal resources that is able to perform

59



that task. An object captures an information adieéa a physical artefact of an enterprise that
Is used or produced by a function.

As in the C-EPC, the main elements in the C-IEP@s axtivities, control-flow
connectors, and arcs linking these elements. Carafile activities and connectors are
represented by thicker border. Besides, configerghteways can be customized to an equal
or more restrictive gatewalRoles and objects are associated directly witlvidiets or through
a connector, which specifies a logical conditidioala set of roles or objects. Figure 15 depicts
an example of the C-iIEPC model.

The process for handling medical examination costaihree roles: physician,
receptionist, and nurse. The receptionist is resiptenfor schedule appointments and register
the next proceedings. The activity ‘Request medsamination’ can be performed by the
nurse or the receptionist. The physician perfornesnhedical examination, request additional
exams and inform the patient about the next prangedA nurse can help the physician in the
execution of these activities.

For simplicity, not all roles and objects are shaw the model. According to Figure
15, roles are shown in the left side of the funttiwhile objects are shown in the right side of
the function. In the example, each role is humaoweéler, it also can be a machine or a
software system. The activity ‘Request Medical Exation’ is performed by the receptionist
or by the nurse and the activity uses the patiegnfamation to obtain the patient’s medical
record. Each object in the process model is sthtibaund to a concrete artefact. Therefore, if
two objects in a model have the same label, theyraated as being the same artefact.

The activity ‘Perform Medical Examination’ can beeeuted by the physician, the
nurse, and the medical resident. These rolesrdeeditogether by a range connector. The range
connector (k:2) means that the activity must bégpered by at least two of the roles. Thus, the
connector indicates the lower bound and upper bdanthe number of elements (roles or
objects) that are required. Range gateways casdzkwith the three logical types of OR, XOR,
and AND, and it allow any combination of the asatexl objects or roles. They can be optional,
which means that all connected elements are alsonab.

Thus, roles and objects can be optional (a dastt@damandatory (full arc). However,
to ensure the activity’s execution at least onedatory role must be assigned to the activity.
According to Figure 15 the role ‘Nurse’ associatedh the activity ‘Request Medical

Examination’ is optional and the role ‘Receptionistmandatory.

Figure 15 - C-iIEPC model for handling medical exaeations
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An C-iIEPC model can have configurable activitiesnmectors, roles, and objects.
Configurable activities can be kept on, switchetofoptional. If an activity is switched OFF,
it is hidden in the customized model. An optionatiaty can wait until run-time to be
customized. If a resource, object or range gateisagptional, it can be customized to
mandatory so that is kept in the customized maateswitched off. If it is mandatory, it can
only be switched off. Further, resources and objeah be specialized to a sub-type according
to a hierarchy model which complements the C-iER&leh Configurable input objects that
are consumed can be restricted to use, so thatatieegot destroyed by the activity after use
(LA ROSA et al., 2017).

La Rosa et al. (2011) developed an algorithm torantae that if the C-IEPC is
structurally correct, the customized IEPC is alsgext. For the customization, all nodes that
are no longer connected to the initial and finarés via a path are removed, and the remaining
nodes are reconnected. Behavioural correctnessiged via constraints inference.

C-IEPCs do not provide any execution support. Adaston and guidance during
customization are achieved by means of a questianhiaked to the configurable nodes of a
C-IEPC. The model also does not provide any recomdawgons for the user and the

relationships between variation points are not obsi

3.3.4. Application-Based Domain Modelling (ADOM)

ADOM-EPC was developed aiming to increase the leffadaptability of EPC models
(REINHARTZ-BERGER, SOFFER and STURM, 2010). ADOMshaso been applied on
UML Activity Diagrams (REINHARTZ-BERGER, SOFFER a®TURM, 2008) and BPMN
(REINHARTZ-BERGER, SOFFER and STURM, 2009).

In ADOM two types of classifiers, called multipligiindicators and reference model
classifiers are added to all EPC elements (a@wjittonnectors, events, and arcs). Multiplicity
indicators, denoted as <min, max>, are attachel midel elements. They define the lowest
and uppermost numbers of variants that these elsmeay have in a business process model.
The multiplicity indicators capture commonalitiesdathe variability that may exist in the
process model.

Common elements are considered mandatory with dipticity indicator <1, n>.
Optional elements have a multiplicity indicator ¥8;, an activity with a multiplicity indicator
<1,1> must be instantiated exactly once, i.e.keist as is in the customized model. The default
multiplicity, denoted as <0, n> implies no consitai(LA ROSA et al., 2017).
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Gateways with cardinality <0,0> are removed frore ttustomized process model.
Gateways with cardinality <0,1> are optional. Ae i+EPC and C-iEPC, an OR gateway can
be restricted to become an AND or XOR. Cardinalday also be assigned to sequence flows,
although the customization of an arc need to reaghecustomization of the configurable nodes
connected to the respective arc. For example, anwdh cardinality <0,1> connected with
configurable nodes with cardinality <1,1> may dera/ process model with two configurable
nodes without a sequence flow between them.

The second type of classifier is the reference rnaethessifiers, which represent
associations between model elements of the praneds! with a process variant. The model
elements that are related with a process variantdanoted by < > near the specific model
element names. Model elements assigned with < >bmarspecialized, providing more
information about the specific situation. For exéamfhe activity ‘Request Additional Exams’
can be specialized according to the type of thenepemjuested as shown on Figure 16.

Common activities (‘Reception’ and Release Pat)dmvve a cardinality <1, n>. The
two gateways have a cardinality <0, 0>, which metlyad they can be removed from the
customized process model, as well the other optextavities and sequence flows (cardinality
<0,1>). ADOM also enables to add model elementide@@application-specific elements) that
are not present in the customizable process mbodEigure 16, the activity in grey-shaded is
added to the customized process model.

The alternation between events and activities aseired by specific rules that have
been defined to bind the customization of an et@mhat of an activity, though disconnected
nodes cannot be avoided (LA ROSA et al.,, 2017). &pproach does not guarantee the
behavioural correctness of the customized modelsddhce is not provided. Besides, the
ADOM-EPC model has a higher level of abstractiomciitan raise ambiguities. Also, it is not

allowed to constraint the behaviour of the resglfmocess variant.
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Figure 16 - ADOM for handling medical examination
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3.4. CONFIGURATION MECHANISMS FOR CUSTOMIZING PROCESS NDEL

As previously mentioned, an approach for procesdaicustomization can also be classified
as Element Annotation, Activity specialization afichgment customization. Therefore, this
section presents the most relevant approach refateach classification.

3.4.1. Element annotation

Approaches classified as element annotation, cuséorthe process model by
annotating a model element with properties of g@ieation domain. In these approaches, the
annotate element is the variation point. Thus, dlgding the domain properties the process
model is customized. The Configurative Process Miodeis one of the most relevant
approaches in this group (LA ROSA et al., 2017).

Configurative Process Modelling (BECKER et al., 20BECKER, DELFMANN and
KNACKSTEDT, 2007) refers to the use of integrateformation models containing all
relevant and specific variations from a domaindestomize a process model. This approach
is based on the idea of meta model projection,a.projection of the process model is created
for a specific scenario by fading out the undesliemhches. If all models are instances of a
formalized meta model, the integrated informatioodels can be automatically transformed
into perspective-specific models.

Each application context is represented througptatians in the process model. There
are two types of adaptations: business charagtsriahd values and perspectives. Business
characteristics and values refers to a set of domperties used to determine the available
contexts and drive the customization (LA ROSA ef a017). Perspectives represent the
requirements of different users applying the infation model.

To specify the adaptations concepts, three meteelaate used: model layer, meta-
model layer and meta-meta-model layer, which aethaon EPCs (Event-Driven Process
Chain). EPC consists of interrelated instancesi@ffollowing process object types: function,
event, connector, and several resource t{ggs document, employee, application).

Both types of adaptations are linked with the psscelements by means of
configuration parameters defined in the form of @enattributes or logical terms over
characteristics (LA ROSA et al., 2017). Regardimg business characteristics, if a parameter
evaluates as false, the element is marked as hidldéinis way, the projection of the process

model is obtained by removing the hidden elements reconnecting the remaining nodes.
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Configuration parameters also can be applied tmvenprocess modelling perspectives that
are not relevant to a specific scenario.

Considering the illustrative process model for Hemgdmedical examinations, two
business characteristics are identified as showsigare 17: the ‘Medical examination’ with
values ‘Appointment’ and ‘Without appointment’, atite business characteristic ‘Perform
exam’ with values ‘Requested’ and ‘Not request@&tie configuration parameters are defined
and linked with the respective elements. For exanganfiguring the parameter A(WA) as true

and the others as false, the process variant &naat by removing the undesired elements.

Figure 17 — Configurative Process Modelling apphofac handling medical examinations
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As limitation, this method applies an algorithmstgoport the individualization, which
can fix simple syntactic issues, but cannot enshat the resulting model is correct in a
behavioural and structural way. Besides, the amprsaffers a lack of expressiveness since the
routing behaviour cannot be restricted (LA ROSAlet2017).

No guidance is provided during the evaluation ef¢bnfiguration parameters. Besides,

it is not possible to identify activity subject ¥ariation from the ones that are common to all
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variants. Also, the approach does not allow totifethe relationships between the variation

points.

3.4.2. Activity Specialization

Approaches classified as activity specializatiorstomize the process model by
defining some activities as variation points. Iisthroup, one of the most relevant approaches
is the Process Family Engineering in Service-Oeéripplications (PESOA). Developed by
Puhlmann et al. (2005), this approach aiming theld@ment and the customization of families
of process-oriented software. In this approachyiéies that are subject to variation are marked
with stereotypes. Variants are represented bytdreaype <<Variant>> and variation points
are represented by the stereotype called <<VarPainthich can be further specialized.

Feature diagrams (discussed in section 3.5.2)s@é 1o configure the process variant.
Thus, a mapping is stablished linking the procesgmnts with the respective features. In this
way, when a feature is disabled, the correspondanignt is removed from the process model.
Feature diagram also enable defining domain canstta restrict the possible combinations of
process variants.

Figure 18 depicts an example of the PESOA approeleked to the process model for
handling medical examinations. The variation pé8theduling Type’ is assigned with the
stereotype <<Abstract>> since only one activity banassigned to the variation point (i.e.,
Request Appointment or Request Medical Examinationyo activities are tagged as
<<Optional>> which are modelled as extension p@rg., activity Schedule New Appointment
is only available if additional exams have beeruested). Process variants can be derived by
selecting features in the associated features mdéael example, through the highlighted
features, one process variant can be obtained.

PESOA approach applies customization by restrictien process variants are obtained
by removing the undesired variants to obtain a ifipgerocess variant. The control flow is
partially provided by means of the feature diagréihe approach does not support the structural
or behavioural correctness of the related processams. It also does not consider the
relationships that might exist between the diffénegriation points and it is not possible to

distinguish whether a variation point is resolvedesign or enactment time.
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Figure 18 - PESOA approach for handling medicah@rations
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3.4.3. Fragment Customization

Approaches in this group, customize the processiimdapplying change operations,
which enable to insert, move, replace or deletegs® fragments. In this group, the Process

Variant by Options (Provop) is one of the most vale approaches for process model

customization (LA ROSA et al., 2017).

Developed by Hallerbach, Bauer and Reichert (2008)Provop approach proposes to
derive a process variant from a base process naodielhen adjusting the process variant to a

given context. The base process model containsnitb& common behaviour from which,

through adjustments according a specific contegtpaess variant can be derived.




The adjustments that can be applied to derive eggsovariant of the base model are
expressed in terms of high-level change operatsueh as INSERT, DELETE, and MOVE
process fragments. Furthermore, a MODIFY operafmnchanging attributes (e.g., actor
assignment, activity durations) is provided. Chaogerations can be grouped into reusable
sets, denoted as options, which allows their rears® enable to configure more complex
process. Figure 19 shows an example of the basegganodel with the adjustment points (a),
the change options (b) and the derived procesana(t).

Figure 19 - Provop approach for handling medicalneixations
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Adjustment points correspond to entries or exitsadiivities and connector nodes
respectively. They also can restrict the partdefgrocess model that are subject to variation.
For example, the option 1 is related to changeisddwa happen only between the adjustment
point A and B. The selection of this option relm@s the context rule, which state that if the
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patient does not have an appointment, the act{atyactivities) between these adjustment
points must be deleted and the activity RequesoApment must be inserted.

Provop approach customize a process model byatstyior by extending the process
model behaviour. Behavioural and structural comes$ are not supported by this approach.
The correctness must to be ensured after the cusbam by applying different techniques.
Guidance and recommendations during the custoraizaire not provided by the Provop

approach.

3.5.DECISION SUPPORT TECHNIQUE

Some approaches for process model customizatioheapechniques for decision support
during customization. The C-IEPC and C-YAWL appitwex applies the questionnaire-model
approach to provide guidance to the user. Provppespthe feature diagram to customize the
process model. Thus, these techniques are exploradre detail in this section.

3.5.1. Questionnaire-Model approach

The questionnaire-model approach (LA ROSA et al., 2088ws a configurable
process model to be individualized by applying arswto questions about the respective
deployment context. Thus, each question refers waration point and eacdomain fact
corresponds to a Boolean variable representingtarfeof the domain. Such a feature, in its
turn, may either be enabled disabled depending on the given applicationednThus, the
link between configurable process models and quasdire models is achieved by mapping
each process variant to a condition over the validemain facts, such that when the condition
holds, the specific variant is selected (HALLERBAMAUER and REICHERT, 2010).

In the questionnaire-model approach some factdefreed as mandatory, which means
they must be explicitly set by the user when answethe questionnaire. If a non-mandatory
domain fact is left unset, its default value wik msed (HALLERBACH. BAUER and
REICHERT, 2010).

This approach also allows to specify the orderegahdence on facts and questions.
Dependence on facts is expressed by associatieigod alternative preconditions with a given
fact x, where a precondition is a group of factattmust all be set before x. Only one
precondition needs to be satisfied for a dependémdye fulfilled. There are two types of
dependencies, a fact partially dependent on anddleeif the latter belongs to at least one of

its preconditions. On the other hand, a fact fdipends on another one if the latter belongs to
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all its preconditions. A full dependency subsumgsadial dependency. Figure 20 shows an
example of a questionnaire-model. In this exampmpdsy information (related to questions Q4,
Q5, and Q6) is added in order to explain the medlomyy.

Figure 20 - Questionnaire-model related with thecpss for handling medical examination
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In Figure 20, default values have been assignduketéacts as true. For example, in the
illustrative process model, only patients with gp@ntment have a medical examination.
Thus, this fact is set with a default value. Faxti68 and F4 are fully dependent of F1, since
they have one precondition containing only F1. Deleacies of facts affect the order in which
guestions are posed to users, since questionsritihtiee dependencies defined by their facts
(DE MEDEIROS and GUNTHER, 2005). In the examplag¢siF3 and F4 depend on F1 in Q1,
then Q2 automatically depends on Q1.

The dependencies in questions define the orderthleatjuestions are posed to users.
This is allowed so long as the dependencies defepliestion level do not contradict those
defined at fact level. Full dependency means tlrpatestion must be asked before another one.
For example, before asking question Q5, questionm@Qgt be answeredince answering Q5
depends on the settings of the domain facts pradlbbgeQ4 On the other hand, partial

dependency means that there is no mandatory ontengthe questions.

71



By posing relevant questions for the user, in asistaent order with clearly established
dependencies between question answers and fastgpbroach can select process variants
without violating any domain constraints. Howewdpendencies do not affect fact values. For
example, with a dependency, we cannot captureetaation on the blood sugar level values,
which implies that only one fact among F10, F11 &A@ need to be asserted in Q5. Besides,
answer to one question may limit the answers aklbfee subsequent questions, and not all
combinations of answers may lead to valid fact atuns. For example, if F8 is asserted in Q4,
there is no need to know the type of access fotrédament since this information is important
only if F7 is asserted in Q4, thus F13 and F14 ningsinegated in Q6. In this way, the
dependencies between facts constitute constrauaistbe elements and can be modelled as
logical expressions (HALLERBACH, BAUER and REICHERZD10; LA ROSA, 2009):

Cl:F1v F2

C2: (F3VF4)& F1
C3:-m(F3VF4)&<= - F1

C4: F5v F6

C5: (F10v F11Vv F12)&= F7
C6: - (F10V F11V F12)¢= - F7
C7: (F13v F14)= F10

The first constraint, C1 ensures that at leastfaoemust be chosen in Q1. C2 and C3
states that only one value in connection with pdBeregister must be chosen, if and only if,
F1 is stated as true in question Q1. In the comt@4, either fact F5 (Request additional
exams) or F6 (Inform next proceedings) may be toué not bothC5 and C6 states that only
one value in connection with blood sugar level mhesthosen, if and only if, F7 is stated as
true in question Q4. In C7, the information abautieeal access (F13) or venous access (F14)
is selected if the patient displays a blood sugeaellbelow than 70mg (F10).

In the next step, the link between the questioenaiodel and the variation points is
established by associating each variation poirt wiBoolean expression over the domain facts
of its corresponding questionnaire-model as shawthe Table 3:
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Table 3 - Link between domain facts and configuraitivities

. o Configuration Boolean Expression
Configurable Activity Alternative Over Facts
Patient’s blood sugar lev | On F7
Enteral acce: On F1CA F13
Venous acce: On F1CA Fl14

Table 3 shows that a configurable activity is seON if the Boolean expressions for
facts is evaluates as true; e.g., verify blood sigeel is configured to ON if fact F7 is true. In

this way, a reference process model can be autcatigtand correctly configured.

3.5.2. Feature Diagram

The feature diagram was initially proposed by Kaetgal. (1990), during the
development of their proposal Feature-Oriented DorAaalysis (FODA) aiming to discover
and represent commonalities of software systenter]ihe feature diagram was also proposed
for process model customization.

The feature diagram is a tree, whose roots reprakendifferent features and sub-
features related to the properties of a specifinaia (LA ROSA et al, 2017). A feature can be
defined as optional and mandatory. An optionaluieatan be selected or not, but a mandatory
feature is always selected. In addition, a featame be a parent of alternative features. The
selection of an alternative feature requires tlectien of the parent feature (KANG et al.,
1990).

The relations between the features can be defimnemigh constraints, expressed as
propositional logical expression and can definerthmber of sub-features that a feature can
have. Thus, if the sub-features are linked by arDAjperator, they are all selected. If a XOR
operator is the link between sub-features, onlysautefeature is selected. On the other side, if
the sub-features are linked by an OR operator,aomaore sub-features can be selected (LA

ROSA et al., 2017). An example of a feature diagimpresented in Figure 21.
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Figure 21 - Example of the feature diagram
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The feature diagram illustrates in Figure 21 is posed of three optional features:
‘Scheduling type’, ‘Appointment’ and ‘New appointnte Each feature contains mandatory
sub-features linked by an XOR operation. Thushia situation a mandatory sub-feature can
be excluded when not selected.

3.6.PROCESS MINING AND CUSTOMIZABLE PROCESS MODEL

Li, Reichert and Wombacher (2008a) developed aisteusearch algorithm for mining
a collection of variants aiming to discover a baseess model that covers the existing variants
best. To derive the merged process model, changaiogns (e.g., to insert, delete or move
activities) are performed such that the averagaice between the new process model and the
process variants become minimal. The distance legtwiee process model and the variants is
measured by the number of change operations.

The results obtained with the mining algorithm @separed with results obtained from
traditional process mining such as Alpha and Alphatgorithm, Heuristic mining and Genetic
mining (LI, REICHERT and WOMBACHER, 2008b). The @ffs measured for respective

process configurations are the numbers of hightehange operations needed to transform the
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generic model into the respective model variantet,aLi, Reichert and Wombacher (2010)
developed a clustering algorithm to merge the @®e@riants into a generic process model.

Rozinat, Mans and van der Aalst (2006) analysedntthiéence of data attributes to the
choices made in process models based on past pra@cesutions. Process mining is applied to
discover the decision points, i.e., the parts efrtftodel that may change. The next step is then
to apply decision point analysis to identify themperties followed by cases that followed the
same route. The decision point analysis conver&yedecision point into a classification
problem, whereas the classes are the differensidesi that can be made. The classification
problem is solved by means of decision trees, whkitlble to infer logical expressions that
form the decision rules that restrict the procesdsaiour.

Buijs, Van Dongen and Van der Aalst (2013) propdeen approaches to discover a
configurable process model from a collection ofreévegs. The first approach applies process
discovery on each input event log to obtain thep@esve process model, then the process
models are merged. The second approach proposiesctiver a process model that describes
the behaviour of all event logs. Then, each eveqid individualized from the single process
model. In the third approach, a single process iiedbkscovered that describes the behaviour
of all event logs. Then, using each individual éveg, configurations are discovered for this
single process model. In the fourth approach, tiseogtery of the process model and the
configuration is combined.

Buijs and Reijers (2014) proposes an approachheks to compare how different
organizations carry out essentially the same psssesThe approach allows to compare the
intended and the actual execution of a businessepsoand supporting the comparison of the
execution of process variants. Four processes fdiffierent companies are analysed
considering its commonalities and differences. Tbmparisons are visualized through a so-
called alignment matrix, which provide the connectbetween the modelled behaviour of a
process to its observed behaviour as recordeckipvant log. A framework, implemented as a
plug-in in the ProM framework, is proposed to faate the comparison between the different
process models. The framework compares the pracessgels by analysing the process model
and its behaviour by means of three metrics: pgoesdel metrics, event log metrics, and

comparison metrics.
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3.7.ONTOLOGIES AND CUSTOMIZABLE PROCESS MODEL

Huang et al., (2013) proposes a framework to conéiga process model by means of
SWRL based on business rules. An ontology formalitbe knowledge about the variation
points, in which the guidelines of variable poiri® presented by SWRL rules. Another
ontology formalizes a set of domain-specific rules get the specific rules needed to
individualize the process variant according toukers’ requirements.

The process is modelled in C-EPC. In the first stigphe framework, the domain experts
set the business rule ontology regarding a speddivain business context. Then, business
programmers set domain variation points ontologychmose business rule ontology. Some
useful intermediate domain-specific fact can beawlgid by combining the requirements
proposed by users or business context and SWRIdlakseain-specific business rules, which
can be used as the input of the domain variatiant pmtology. After the reasoning step,
performed by a reasoner engine on the ontology ledye, the output of the domain variable
point ontology is the configured C-EPC. For configg a process variant, an algorithm is
proposed, in which the input is a set of rules asgpecific configurable business process. The
output is the configured business process.

El Faquih, Sbai and Fredj (2014) proposed a framewo semantically enrich
customizable process models. The framework is ceeghdy three components: CPM
(configurable process model) component, which dgoatan e-health care process which is
modelled using Variant Rich BPMN notation; CPM dagy component is used to capitalize
the variability concepts of the configurable pracesodel. The ontology is expressed using
OWL 2 Web Ontology Language; and Domain ontologmponent is the ontology related to
e-healthcare domain, called E-hospital ontologye TWwo ontologies are linked via a set of
semantic rules which identifies the semantic cemsts between the two ontologies. El Faquih,
Sbai and Fredj (2015) focused on the semantic atadial of configurable process models by
using the CPM ontology. The idea is developing applying an ontology that capitalizes the
CPM variability constraints.

3.8.SYNTHESIS

This chapter discussed some approaches to customipeocess model through
configuration nodes (or variation points). Seveprapches have been discussed: C-EPC, C-
IEPC, C-YAWL, ADOM, Configurative Process ModellinESOA and Provop. These

approaches have been analysed regarding fiveiaristructural and behavioural correctness,
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guidance, recommendations, and the relation betwaestion points. Table 4 summarizes the
evaluation results indicating to what extent therapch in question covers each evaluation
criterion. We used “+” indicate a criterion thatfudfilled, a “-” indicate a criterion that is not

fulfilled and a “+/-" to indicate partial fulfilmetn

Table 4 - Evaluation results

2 |7 £ 8 o

Evaluation | 8 S| & S I % 755 ﬁ 9| B 25

Crteria | §8| 82| 38| 28| 5| ¢ 22

ERIES| S| BE|S| E | 8%

Approaches % ha % a3 880 § % §
&) o x o

C-EPC + - + + +/- +-
C-iEPC + - T |+ ) -
C-YAWL + - + + + - -
ADOM * S el I N -
Configgrative Process + + - i i i i

Modelling

PESOA + - - - - - -
Provop + + - - - - -

C-EPC (ROSEMANN and VAN DER AALST, 2007) was onetloé¢ first approaches
developed. The process model is customized by aqgpbpnstraints to the configurable nodes,
thus restricting the process behaviour and ensusettavioural and structural correctness.
Guidance can also be provided, but they are relatezhch variation point and not with the
business contexts. Besides, requirements and quededre expressed as logical predicates and
in big and complex process models can be complithée comprehension about the
relationships between the many variation points ity exist.

Process models customized by means of C-EPC appdmaoot represent variability
related to the roles and objects. To fulfil thipga was developed the C-IEPC approach. The
methodology is basically the same of the one pevidy C-EPC. Configurable workflows
were the third approach discussed, which focusesxeoutable business process model. To
apply the configurable workflow approach, the Cgufable YAWL (C-YAWL) was
developed. This approach customizes the proceselrhgdhiding or blocking the configurable
activities. The rules to select the activities ao¢ expressed in the process model, thus is not
clear the relationship between the nodes.

Structural and behavioural correctness are ensnr€dEPC and C-YAWL by means
of algorithm. Both approaches enable to apply thestjonnaire-model approach in order to
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provide guidance to the user during customizatibime questionnaire-model approach is
composed by questions and facts. Each questioaspmnds to a variation point and each fact
corresponds to the alternatives available for @i@ation point in question. Thus, by selecting
a fact, a process variant is selected.

In turn, ADOM was developed to increase the adalitabf the process model. This
approach is the only one among the approaches sathijpat enable the customization by
restriction and by extension. The other three aggites enable only the customization by
restriction. ADOM cannot ensure the behavioural atrdctural correctness. Guidance and
recommendations are not provided. The relationsaipseng the variation points cannot be
identified. Besides, the ADOM-EPC model has a higaeel of abstraction which can raise
ambiguities (REINHARTZ-BERGER, SOFFER and STURM1@pD

Beside the configurable nodes, the mechanismsustiomize process model can also
be classified as element annotation, activity speition and fragment customization. Thus,
for each classification, an approach is presenieharding the element annotation, the
Configurative Process Modelling approach is presskrthis approach is considered one of the
most relevant approaches in this group. The Cordigte Process Modelling approach
customize the process model by means of the cawntign parameters which are attached with
the variable parts of the process model (BECKERI.e2004; BECKER, DELFMANN and
KNACKSTEDT, 2007).

PESOA is the approach classified as activity sfieatdon. This approach is
characterized by the existence of stereotypes mgr#tie variable activities. The features
related with the alternatives for customize thecpss model. These features are described in a
feature diagram, which stablish the link betweengiocess variants and the respective features
(PUHLMANN et al., 2005).

The last approach refers to the Provop approaclichwis classified as fragment
customization. For the customization, adjustmemttgare defined in the points of the process
model that are subject to variation. Thus, in eadjustment point, a change operation is
applied, which enable to insert, replace, moveeadetd process fragments (HALLERBACH,
BAUER and REICHERT, 2008).

This chapter also discussed the application of gs®cmining regarding the
customization of process models. Process mining baen applied to merge process variants
into a single model. However, the studies analyd®sulit the application of process mining in

configurable process model show that process misingt applied to identify process variants.
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Thus, this research aims to identify from an eVegthe process variants and the requirements
to select each one of them by means of the disgmfehe variation points.

By identifying the process variants through processing techniques enable to
discover deviations or problems that may exist emdect them. The analysis of the process
behaviour also enables to capture knowledge alh®uptocess that are not explicit, as for
example, a relation between two or more activitie$ need to be considered when configuring
the process variants.

Regarding the use of ontologies on customizablega® models, Huang et al., (2013)
developed an approach to customize a process nhgdedasoning on two ontologies: one
related to the variation points and other relatedhte rules of the business context. For
configuring a process variant an algorithm is psgsh which input is a number of rules and a
specific configurable business process. The ouspilite configurable business process. In this
approach, all the requirements to obtain a progesisnt are provided before to start the
customization. Besides, recommendations are notiggd and the approach is not user
friendly. The user must provide the requirementsafbusiness programmer engineer to obtain
a process variant. In addition, external regulatiare not considered for customize the process
model.

The approaches for process model customizatiorysedlin this chapter shows that
behavioural and structural correctness can be gedviby means of algorithms. Guidance can
be provided by applying the questionnaire-modelaggh. However, these approaches cannot
provide recommendations during the customizatidve dpproaches also cannot provide a view
about the relationships among the variation pokds.example, by selecting a fact related to a
variation point, the user cannot evaluate the irhgdche decision in the process model
customization.

These issues are essential for process model czstiton (LA ROSA et al., 2017;
AYORA BUHNE, HALMANS and POHL, 2003, VALENCA et al2013). The approach
proposed in this research fulfils the gaps mentidmefore. By customizing the process model
through ontologies, recommendations related wighctioices made during customization can
be provided for the user. Since rules define thatiomship between the variation points, the
impact of the decision about a variation point banevaluated by the user. By applying the
guestionnaire model, the customization can respeetuser’s requirements and provide

guidance. Besides, the customization by meanseofjtiestionnaire model is user-friendly.
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4. FRAMEWORK FOR CUSTOMIZING PROCESS VARIANTS THROUGH
PROCESS MINING AND SEMANTIC REASONING

The previous chapters discussed the needs formir@ process model in a way that
the resulting process variamteets the user’s goals best. The main requirenterdsvelop a
customizable process model is to identify the pafrtae model that are common to all process
variants, the parts that can change (i.e., thes plaat are subject to variation), how they change,
and the reasons for changing.

These aspects can be identified through processmgmvhich can provid&nowledge
about how the process is performed, thus helpingnaking appropriate decisions to improve
it. However, despite the benefits that the evegtdoalysis can provide, many enterprises do
not appropriately use such data.

Obtaining the configurable process model by meéatiseoevent log enables to improve
the process variants by correcting deviationdief/texist, anticipating problems, discovering
if the requirements have been followed, etc. Besitiee implicit knowledge can be captured
and made explicit, thus enabling to enrich the gssovariants.

In each variation point, a decision need to be madeder to obtain a process variant.
Thus, providing guidance and recommendations feruer during the customization ensure
that the resulting process variant is correctlyamszed. The process variants also need to be
correctly in a behavioural and structural way.

The need for recommendations is demonstrate byanléysis previously carried out
(Chapter 2). The recommendations provided by thistiag approaches are limited to
recommendations about the variation points (VALENEAal., 2013; LA ROSA et al., 2017;
REICHERT and WEBER, 2012). However, recommendaticans also be related with the
application business context, which can improvectigomization. Thus, the recommendations
may include the information about the variation np®i (alternatives and rules) and the
information about the business context, includimigrinal and external regulations. Considering
this need, ontologies can be applied to supporisaec making during the process model
customization.

The framework proposed in this research, intengisdwvide a decision-making support
during the process model customization. The framkvaruses in the aspects such as internal
and/or external regulations and expert knowledgertwvide recommendations about the

business context during the process model indivizizon. Besides, the knowledge about the
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actual business process executions is capturedder to improve the process model. Figure
22 depicts the proposed framework.

Figure 22 - Framework for customize process vasiant
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The framework presented in Figure 22 contains tkteps. In the first step, process
mining techniques are applied to discover the m®eeodel from an event log. The event log
contains all information about a business procEsss, by analysing the event log through the
process mining techniques, all instances of aligare obtained. Then the properties of those
instances are identified to build a generic modemf which all instances may have from
(DETRO, et al., 2017).
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As an event log can be incomplete or contain naseapproach to deal with these
issues is proposed, resulting in the developmeanadnriched process model. Thus, an event
log is generated in order to analyse the scenasisting in the developed process model and
to discover the relations between the elementsarptocess model.

For customizing the process model, three aspeds teebe identified: the variation
points, i.e., the points where the process is $pld alternatives branches (OR-split), the
alternatives for them, and the rules for choodivegavailable alternatives. The rules ensure that
the configuration of a process variant respectsesttspecific requirements. Thus, step 1 also
aims to discover the rules related to each path@oldeck its compliance according to the rules
of the business application context in order toiheonfiguring incorrect process variants. In
this step, a decision tree is used to carry owastn mining analysis, i.e., to find out which
properties of a case might lead to taking certaithgin the process.

The process model customization is performed whenuser selects an alternative
related with each variation point. Thus, in stept2s proposed to apply the questionnaire-
model approach (LA ROSA et al., 2009) for procemsants configuration. The questionnaire-
model approach guides the configuration procegsdsing questions to users whose answers
define the process variant selection. The questioarns developed based on the knowledge
related with the variation points and the rulessielecting each path captured in step 1.

A process variant should be configured respectimgguser requirements, but also it
should respect the internal and external regulatiBesides, choices in one point of the process
model can influence the choices in other pointssTistep 3 refers to the use of ontologies to
formalize all the involved aspects for process nhadstomization and the relations among
them in order to individualize the process modebading to the user’s requirements.

For developing the step related with the knowleflgenalization, two sources of
knowledge are necessary. Thus, the framework pegpimsuse two ontologies which are then
merged into a new ontology. In this way, one orggloefers to the variation points, the
alternative for them and the rules for selectiregdahernatives. The second ontology formalizes
the knowledge related to the internal and/or exeragulations, which is enriched with the
expert knowledge.

Thus, by answering the questionnaire and by reagoom the merged ontology, the
process variant is selected according to the régnaand recommendations provided by the
user during the customization. The steps relatetiéqproposed framework are discussed in

more detail in the next sections.
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4.1. DISCOVERING THE PROCESS MODEL

The first step from the proposed approach refethegaliscovery of the process model
from an event log. As mentioned previously, an évefers to an activity (i.e., a well-defined
step in the process) on a particular case (igrg@ess instance). Event logs may store additional
information such as the resource (i.e., persorewicé) executing or initiating an activity, the
event’s timestamp or data information associatett sich event (e.g., the size of an order)
(VAN DER AALST, 2012, VAN DER AALST and DUSTDAR, 22).

However, as mentioned in Section 2.2.2 an eventémgbe incomplete or may contain
noise. Basically, the event log contains noisé dointains rare and infrequent behaviour not
representative for the typical behaviour. An evegtis incomplete if it contains too few events
to be able to discover some of the underlying aditow structures (VAN DER AALST,
2011).

As a result, the event log may not contain allabivities performed during the process
execution, all the sequences and some attributgsbmanissing. Thus, the event log cannot
reflect the correct process model behaviour. I way, it is proposed to build a process model
that can be considered as a reference process ipdepresenting all process variants. This
process model can be based on the event log, tdx@ah and/or external regulations, and the
expert knowledge.

Building the process model through the event Idw tnternal and/or external
regulations and the expert's knowledge enabledbtaim a prescriptive process model, which
addresses all relevant issues related to the lassicentext. When the process model is
developed, it is necessary to analyse all the smenthat can be extracted from this process
model, what parts are common to the process variant the relations between the elements
of the process model. Thus, an event log shoulobib@ined in order to simulate these various

scenarios.

4.2.OBTAINING AN EVENT LOG

Since the process model was developed considdrengegulations, the event log and
the expert knowledge, it is necessary to obtaievemt log related to this process model, which
enable to apply the process mining techniques. @plyang the process mining techniques,
implicit relations between the elements of the pescmodel can be identified. It also enables

to identify the process variants and the rulestect them.
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Thus, next step refers to applying process mirgghniques in an event log related with
the developed process model. Thus, an artificiahelog was developed through Coloured
Petri Nets (CP-net or CPNs), which are a graphi@aguage for constructing models of
concurrent systems and analysing their properiENSEN, KRISTENSEN and WELLS,
2007).

An artificial event log can be used when a reda-ldg is incomplete and/or contain
noise (DE MEDEIROS and GUNTHER, 2005). This apphoagables to investigate different
scenarios in detail and check whether the expeesdlts are achieved (BARUWA, PIERA
and GUASCH, 2016; AIZED, 2009).

According to De Medeiros and Giinther (2005), thendea for obtaining an artificial
event log is to create random MXML logs by simuigtCP-nets in CPN Tools. Basically, two
steps are necessary to create MXML logs using CB®IsT (1) Modify a CP-net to invoke
functions that will create logs for every case exed by the CP-net, (2) Use ProM Import
framework (2017) to group the logs for the indivatinases into a single MXML log, as shown

in the Figure 23.

Figure 23 - Generating logs using CPN Tools
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According to Figure 23, activities 1 and 2 are mefé to generate records of events logs
using CPN Tools. Activity 3 applies tools to grolgys for individual cases into a single
MXML file. Activity 5 represents the loading of MXMffile into ProM (2017) to run the
discovery algorithms. The result is the discovdre process model, which enables extracting

of process variants.
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4.2.1. Coloured Petri Net

The CPN is composed by places (drawn as ellipsesrdes), transitions (drawn as
rectangular boxes), arcs and finally some texicfipions). Places and transitions are called
nodes. Attached to the transitions, there are thee csegments consisting of a piece of
sequential CPN ML that is executed whenever theesponding transition occurs in the
simulation of the CPN model enabling the generatibthe event log (AIZED, 2009; CPN
Tools, 2017). A Coloured Petri Net was developesedaon the illustrative case for handling

medical examinations (Section 3.2), which excesptapicted in Figure 24.

Figure 24 - Example of a Coloured Petri Net

Patients
arrival

(ID+1)

[ID < 50] @+NextArrival()
Medical
Clinic
input (ID);
1D output ();
action

(createCaseFile(ID));

Reception
input (ID, Re); ) e | !
if Status = "Appointment” output (); if Status = Wwithout appointment’
then 1°(ID, PH) action then 1°(ID, PH)
else empty (addATE(ID, "Reception”, ["complete"] else empty

calculateTimeStamp(), " ", ["Receptioni'st", Rel, [1));

PAXPHYSICIAN
PAXPHYSICIAN
(ID,PH) (ID, PH)
Request
Request
’Medlca! . appointment |
Examination | jnput (1D, PH); input (ID, PH);
output (); output ();
action action

(addATE(ID, "Request appointment”, ["complete"],

(addATE(ID, "Request Medical Examination”, ["complete"],
calculateTimeStamp(), ", [1, ["Physician", PH]));

calculateTimeStamp(), " *, [1, ["Physician”, PH]));

The CPN is composed by four transitions, four aead a number of arcs. As shown
in the example, the CPN only allow an arc to cohmetransition to a place or a place to a
transition. Transitions and places also can be ected by double-headed arcs, such as the
place ‘Patient arrival’. A double-headed arc imglibat the place is an input place (i.e., places
with an arc leading to the transition) and an ouface (i.e., arcs coming from the transitions).

Places represent the state of the modelled sy&aoh place can be marked with one
or more tokens, and each token has a data vallkeg ¢aken colour, attached to it. Thus, the
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state of the system is represented by the numbé¢okains and the token colours on the
individual places (JENSEN, KRISTENSEN and WELLSQ?2) For example, the state of the

transition ‘Medical clinic’ is defined by the pladeatient arrival’ and the places Al, A2, and

A3 define the state of the transitions ‘ReceptidRequest medical examination’ and ‘Request
appointment’, respectively.

The set of possible token colours is specified l®ans of a type, and it is called the
colour set of the place. In the CPN Tools, colais sire defined using the CPN ML keyword
colset. The colour sets, variables and functiorsd #re used in the CPN are defined as

Declarations for the model. Figure 25 shows theadlattons for the CPN model.

Figure 25 - Declarations for the CPN model

Declarations

*Standard declarations
colset Unit = unit;
colset BOOL = bool:
colset INT = int;
*Declarations of the model
colset PA = INT timed;
colset AGE = int with 17 ..90;
colset ID_PATIENT = int with 100 ..150;
colset RE = subset STRING with ["Receptionist"];
colset STATUS = subset STRING with ["Appointment”, " Without appointment”];
colset PHYSICIAN = subset STRING with ["1015", "1859"];
colset PAXPHYSICIAN = product PA * PHYSICIAN;
*Variables
var ID:PA:
var Status: STATUS;
var PH:PHYSICIAN:
var ID_Patient: ID PATIENT;
var Re:RE;
var age:AGE;
*Functions
fun NextArrival() = discrete(5,60);
fun OK(ID) =
if ID<50 then true
else false;
*Log declarations
v val FILE =" /logs/logsCPN"
val FILE_EXTENSION =".cpnxml"
¥ use "loggingFunctionsMultipleFiles sml;
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44

86



The colour set of the place ‘Patient Arrival’ is R#hich is defined as integer type ‘int’
and is used to model the sequence of patients.r&maining places has the colour set
‘PAXPHYSICIAN'. ‘PHYSICIAN'’ is defined as text stnig and is used to model the id of the
physician responsible for the patient’s treatm@ihius, the colour set ‘PAXPHYSICIAN’ is
defined to be the product of the types ‘PA’ and YSHCIAN’. This means that the colour set
‘PAXPHYSICIAN’ is used to model the data packetsichhcontain a sequence number and
some data.

Places also contain an inscription, written abdwant, which determines the initial
marking of the place. For example, the inscripabthe upper right side of the place ‘Patient’s
Arrival’ specifies that the initial marking of thiglace consists of one token with the colour
value 1. This indicates the order that the patianise in the medical clinic.

Next to the arcs is positioned a textual inscripticalled arc expression. When a
transition occurs, the arc expressions determiniehmtolour of tokens need to be removed
from input places and added to output places. Thexpressions are built from typed variables,
constants, operators, and functions. For exanmpeydriable ID is bound to a value of type PA
and the variable PH is bound to a value of typesiRign.

According to Figure 24, the transition ‘Medicalrgtd’ is the only transition with a thick
green border line, which means that it has an eddlihding. When this transition occurs, the
transition ‘Reception’ is enabled. Attached to thansition ‘Medical clinic’, the function
‘@NextArrival() defines the time among the arriedlthe patients. According to this function,
the time that a patient may arrive vary betweend@0 units of time. Another function OK(ID)
defines that the event log is composed of 50 casespatients).

Two ML functions enable the generation of the data createCaseFile and addATE.
The function createCaseFile receives an integewpas and it opens the log file for a case. This
function should be invoked only once per case afidrb the function addATE be invoked for
this same case. In the example, this functiontechéd with the transition ‘Medical Clinic’.
The function addATE logs the execution of a traasito the log of a case. The parameters of
the function addATE are (DE MEDEIROS and GUNTHERQ?3):

» caselD- integer that identifies a case.

« transitionName — string that has the name of the transition ¢p lo

» eventType- list of strings. If the event type is supporti list should contain a single
element and have the format [name], where nam&ss{gn”, “withdraw”, “reassign”,

“start”, “suspend”, “resume”, “complete”, “autoskjp“manualskip”, “pi abort”,
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“ate_abort”}. If the event type is unknown, thistlshould have two elements and the
format [‘unknown", “name”], where name is the unlamevent type name.

* Timestamp — string that represents the date and time in hwthe task was executed.
The function calculateTimeStamp() is provided totoaatically calculate the
timestamp field based on the current time (in nesubf a CP-net.

» Originator — string that has the name of the originator (@er® system) that executed
the transition.

» Data - list of strings containing the additional datlds that may be associated to a

task.

The parameters timestamp, originator and data pt®rmal. The code segments
attached to the transitions ‘Reception’, ‘Requestdival examination’ and ‘Request
appointment’ are composed by the caselD, trandiidone, eventType, calculateTimeStamp()
and the resources (i.e., the receptionist andhlgsipian’s code).

The declarations of a CP-net need to be modifieinfmort the ML functions to log
transitions. These functions are in the file loggiFunctionsMultipleFiles.sml. The ML
functions in this file use two constants: ‘FILE’ cafFILE_ EXTENSION'. The declaration
FILE sets the location and the name prefix of tHe>@VIL files that the CPN will create for
every executed case. The FILE_EXTENSION set therestdon that these created files have.
For each execution, a new data-log file will beayated in the format ‘.cpnxml’, which after
simulation should be joined together in a sindketfirough the use of the software ProM Import
Framework (DE MEDEIROS and GUNTHER, 2005).

ProM Import Framework has been developed by De Mesl@nd Gunther, (2005) to
serve as a common environment for converting aqebiting logs from all kinds of information
systems, and subsequently creating MXML compliaog Ffiles from them (JENSEN,
KRISTENSEN and WELLS, 2007; ProM Import, 2007). Whine event log is obtained,
process mining techniques can be applied to olaraihanalyse the process model.

4.2.2. Extracting process variants

The next step refers with the definition of theethraspects needed to build a
customizable process model: the variation poirdgs ablled decision points, i.e., the points
where the process is split into alternatives brasc{OR-split); the alternatives for each
variation point; and the rules for the selectiotha& available alternatives.

88



The decision mining analysis is a process miniogreue, which aims at the detection
of data dependencies that affect the routing ofase (PROCESS MINING, 2017). This
technique enables to identify the variation poarid based on data attributes associated to the

cases in the event log, enable to discover the folefollowing one route or the other. Figure

26 shows the decision mining technique.

Figure 26 - Decision mining analysis

/ Event log \
Case ID Activity Resource Timestamp Status
FE_1_00759*17085 Request Medical Examination P10960 2012-10-21 Appointment
FE_2 77596*23766 Request Medical Examination P17469 2012-10-16 Appointment )
FE_4_82511*22241 Request Appointment R17069 2012-10-10 Without Appointment
FE_5_41163*20675 Request Medical Examination P10960 2012-09-23 Appointmet
FE_3_43266*21826 Request Appointment R17069 2012-09-15 WithQUt Appointment
FE_7_71096*20448 Request Medical Examination P17469 2012-09-01 Appointment
FE_6_75740%21922 Request Medical Examination ~P18350 2012-08-24 Appointment
@_9_99402 *21693 Request Appointment R17069 2012-08-18 Without Appointment
I LN ]
I (a)
Process
Miner
f Process Model \ K s;atus = “’itl;oxli\t\ \
. Appointment
e
Decision | A PP
Miner -

C 'Status = Appointme;ff“:- /

(©

Task
A - Reception
B - Request appointment
C - Request Medical Examination
D - Perform Medical Examination
E - Inform next proceedings
F - Request additional exams
G - Register next proceedings
H - Schedule an appointment
I - Finalize appointment
J - Release patient

Source: Adapted from Rozinat and Van der Aalst,6200

According to Figure 26(a), the event log containe tase (i.e., each patient), the
activities, the information about the people exequthe activities (e.g., physicians and the
receptionist), the timestamp (i.e., date that ittesidy was performed) and the data involved.

By applying process mining techniques, such as dfagorithm, the process model is
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discovered (Figure 26b). Classical process mireegniques discover the process model based
only in the data related to the case and the &esvexecuted. As Figure 26(b), the process
mining identifies the decision points, but no imf@tion is provided for the choices. Thus, the
decision mining aim to discover the rules for chog®ach alternative (Figure 26(c)).

Once the decision points are discovered, it is sg® to investigate if the cases
following each route are influenced by case daga, if the groups following the same route
share the same properties. Thus, machine learastmniques can be applied to discover the
structural patterns in a data base (ROZINAT and ABR AALST, 2006b).

In a broadly way, machine learning can be defined@mputational methods using
experience to improve performance or to make ateurpredictions (MOHRI,
ROSTAMIZADEH and TALWALKAR, 2012). According to Mahell (2006) a machine learns
with respect to a particular task T, performancé&im®, and type of experience E, if the system
reliably improves its performance P at task T,daihg experience E. Depending on how we
specify T, P, and E, the learning task might alsochlled by names such as data mining,
autonomous discovery, database updating, prograghbyiexample, etc.

Data mining provides techniques for finding andodigéng structural patterns in data
as a tool for helping to explain that data and mpkedictions from it. In data mining
applications, there are four basically differegtest of learning (WITTEN and FRANK, 2005):

» Classification learning: the learning scheme is presented with a set dcfsifiad
examples from which it is expected to learn a wiaglassifying unseen examples.

» Association learning: any association among features is sought, notgost that
predict a particular class value.

e Clustering: groups of examples that belong together are sought

* Numeric prediction: the outcome to be predicted is not a discretesddas a numeric

quantity.

Regardless of the type of learning involved, thiegho be learned is called concept and
the output produced by a learning scheme is caltadept description. Depending of the
algorithm applied, a conceptual description maydpeesented in terms of rules or a decision
tree (WITTEN and FRANK, 2005).

The decision mining applies the decision tree atlgor J48 provided by the WEKA
software library. This algorithm is part of a sdta@mputer programs, called C4.5, that
construct classification models by discovering andlysing patterns found in such records
(QUINLAN, 2014).
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A decision tree is a flowchart - like tree struetuwhere each internal node (non-leaf
node) denotes a test on an attribute, each bramlsents an outcome of the test, and each
leaf node holds a class label. The topmost node tiree is the root node. Thus, each rule
represents a unique path from the root to each(lB@GRAWAL and GUPTA, 2013). An

example of a decision tree is depicted in Figure 27

Figure 27 - Example of a decision tree

Glucose level
= Above_140_mg =Below_70_mg =Between 70 and 140 mg
Start insulin with enteral diet At Monitor glucose
= Enteral type = Venous type
e
22 S
Dispense 15g of glucose Dispense G 50% 40 ml EV or Glucagon 1 mg IM

*Glucose level < 70 mg AND Access = Enteral Type =) Dispense 15 g of glucose

*Glucose level < 70 mg AND Access = Venous Type ——) Dispense G 50% 40 ml EV or Glucagon 1 mg IM
*Glucose level = 140 mg c—) Start insulin with enteral diet

*Glucose level = 70 mg and Glucose level < 140 mg —)> Monitor glucose

As shown in Figure 27, the decision tree analysabkes to infer logical expressions
which form the decision rules. If an instance iome of the leaf nodes of a decision tree, it
fulfils all the predicates on the way from the raotthe leaf, i.e., they are connected by a
Boolean AND operator. When a decision class isesgmted by multiple leaf nodes in the
decision tree the leaf expressions are combined \B@olean OR operator (ROZINAT and
VAN DER AALST, 2006b).

The decision mining analysis was applied in thenel®g related with the process for
handling medical examinations. Figure 28(a) showexaerpt of the process model, in which

two decision points were identified (Choice 73 &fwice 74).
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Figure 28 - Decision mining analysis

5] Analysis - Decision Point Analysis (41) ;
[ Model I Attributes [ Log J Algorithm ] Decision Tree / Rules ] Evaluation [ Result ]

Decision points
Choice 73 "0}, [6, 1]I"
Choice 74 7[[2], [7, 3II"

Request Medical Examination Perform Medical Examination|
complete 3 O . complete

Reception
O - complete

Request appointment
complete
@
Patient’s_Status
/&ncm = Witthout_appointment
Branch 71.2 { Request Medical Examination/complete } (244.0) Branch 71.1 { Request appointment/complete } (255.0)
(b)

In Figure 28(a), the first decision point is higfilted (Choice 73). This decision point
has two alternatives available: request medicain@xation and request an appointment. Figure
28(b) shows the decision tree related with thisat@mn point. The decision tree enables to
identify the rules for choosing the available altgives. Decision mining also enable to
visualize the rules and the attributes in the cdraéthe process model, as show in the Figure
29.

Figure 29 - Example of the rules in the processehod

| 5 Analysis - Decision Point Analysis (3)
[‘Model | Attributes | Log | Algorithm

| Decision Tree /Rules | Evaluation | Resuit |

Reception N Patient's status = Without appointment Request appointment
EOMmpINS Patient's status = Appointment cameldis

~~~~~ ~——— >
Request Medical Examination ==~~~ Receptionist
Patient's_status complete
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In Figure 29, itis possible to identify that tieeeptionist is responsible for the activities:
‘Reception’, ‘Request appointment’ and ‘Request iwedexamination’. This option of the
decision mining enables to visualize all attributelted with the execution of a particular
activity. The information about the attributes tethwith the activities can also be applied to
enrich the ontologies developed in the step 3.

According to Rozinat and van der Aalst (2006), ¢heme two challenges that need to be
considered when applying the decision mining anslyshe first is related with the quality of
the event log (e.g., the existence of noise) aadtirect interpretation of their semantics (i.e.,
the interpretation of the data considering aspaath as the purpose of each activity, whether
is relevant, in what quantities it is measured,) elthe second challenge is related to the correct
interpretation of the control-flow semantics ofragess model when it comes to classifying the

decisions that have been made. This challenge puaddems related with:

Invisible activities: activities that have no correspondence in thgdog. they can be added for
routing purposes only). Figure 30 shows a fragméatprocess model. This fragment contains
one variation point with two alternatives, whiclars$ with invisible activities. As these
activities have no correspondence in the log, fitospossible to classify the choices (or rules)

related with the decision point in question.

Figure 30 - Example of invisible activities

B
Cc O~ G
A—QO o
pl D Ij
Invisible E }
activity

One way to solve this problem, is to verify the tnggible activities that were performed
after the invisible activity until the next join @struct is encountered. The analysis of these

activities can indicate the rules for selectinghealternative.
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Duplicate activities: multiple activities that have the same log evessbaiated, which means
that their occurrences cannot be distinguishedhénloég. Duplicate activities (highlighted in
grey colour in Figure 31) have an associated l@ng\nowever its occurrence cannot be used
to classify the possible choices related to a datipoint as it could also stem from another

activity.

Figure 31 - Example of duplicate activities

=0
B>+ A >0 C

pl

The solution for duplicate activities is the sanig¢he invisible activities, i.e., to trace
the activities performed after the duplicate attg until an unambiguous activity or a join

constructor.
Loops: need to be correctly interpreted. Might be neagstaanalyse different event log to
understand the occurrence and non-occurrence igit@st related with loops. Decision points

can be involved with loops in three different wagsshown in Figure 32:

Figure 32 - Example of loops in a process model

» Decision points contained in a loop (vp2): multiple occurrences of a decision related to

a decision point may occur per process instance;
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» Decision points containing a loop (vpl): although a process instance may contain
multiple occurrences of activity B and C, only timst occurrence of either of them
indicates a choice related to this decision point;

» Decision points that are loops (vp3): each occurrence of either B or C except the first
occurrence must be related to this decision point.

The analysis of the process model, shows two tgpegcision points: mandatory and
optional. According to Buihne, Halmans and Pohl @0@ variation point is mandatory if
minimum one of the related variants is selected. oftional variation point enables the
execution of some activities. However, in this ¢case process variant is selected in the
variation point. Mandatory variation points inhesfitional variation points. Thus, a selection
in a mandatory variation point enables the selactibthe related optional variation points.

Figure 33 shows an example of a mandatory and &onap variation point.

Figure 33 - Example of a mandatory and an optigaghtion point

O
X
S

Request
Medical

Examination A 4

Request
an
Appointment

Perform
Medical
Examination

Schedule new
appointment

Legend
® Configurable XOR
(] Activity

Activity with no
variation
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Figure 33 shows that the first variation point (\pdefine the selection of a process
variant. However, the second variation point defthe execution or not of the activity
‘Scheduling new appointment’. The selection on #seeond variation point relies on the
selection of the first variation point. The infortid about the dependency between the
variation points is useful for the development lo¢ hext step, which refers to configuring
process variants to meet specific end-user reqeinésn The questionnaire-model approach is

applied to support process variant configuration.

4.3.DEVELOPING THE QUESTIONNAIRE-MODEL APPROACH

The decision mining enables to discover the vamagioints, the alternatives for them
and the rules for selecting the process variartte. rlles for selecting a process variant are
related to the requirements related with the bissim®ntext and, thus, these requirements can
be provided by the user.

The questionnaire-model approach discussed in@e8it#.1, proposes to individualize
a process model according to the answegiestions about the respective deployment cantex
As mentionedpreviously, in this approach, each question reti@is variation point, and each
fact corresponds to a Boolean variable represergtifgatureof the domain. Thus, when a
feature is selected, i.e., it is enabled, the adlternatives related with the same variation point
are disabled.

In this way, the variation points, the alternasiver them, as well the respective rules,
are necessary to develop the questionnaire. Thesgesults obtained through decision mining

analysis guide the development of the questionpagshown in the Figure 34.
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Figure 34 - Development of the questionnaire basethe decision tree

Question

| \—Patient's Stats

= Witthout_appointment

Branch 71.2 { Request Medical Examination/complete } (244.0) Branch 71.1 { Request appointment/complete } (255.0)

U

Q1:What 1s the patient's status?

F1: Appointment

F2: Without appointment

Figure 34 shows that the root from a decision tseeelated with a question in the
questionnaire and the branches of the decisionanmeeelated with the domain facts. Besides,
the decision tree also shows the activity that roagierformed according to each branch. Thus,
the decision tree also can be used to developekiestep of the proposed framework, which is

related with the development of the ontologies.

4.4.USING ONTOLOGIES FOR PROCESS MODEL CUSTOMIZATION

It is worth mentioning that building ontologiesneeded but is not the focus of this
research. The focus is using ontologies, whose maiteby experts in ontology engineering.
According to the framework proposed in Section drfe ontology is based on the internal and
external regulations and the expert knowledge atheubusiness context. Another ontology is
related to the variation points of the process rhoflee ontologies are merged into one
ontology.

Based on the questionnaire developed in step 2usbe selects a choice in the first
variation point, then by reasoning on the ontoltiggy next alternative is selected. Besides,
based on the information provided by the user,menendations about the process model and
recommendations about the business context camoveded for the user. Thus, as the user

select choices in the questionnaire and reasoneoarttology, the process model is customized.
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The decision trees are used for the developmeaheaintology related with the variation points

in the following way:

Table 5 - Relation between a decision tree andhamlagy

Elements in the Decision Tree Elements in the Ontology

Branch Data properties

Leaf node Classes

According to Table 5, each leaf node is a clasthénontology and the branches are
defined as data properties, whose values needdetliny the user. Figure 35 shows the ontology

related with the two variation points of the pracesodel for handling medical examinations.

Figure 35 - Ontology based in the variation points

VP02-2_Inform_N
ext_Proceedings

VP01_Patient_St L

atus
VP01-1_Request
Appointment
owl:Thing ] * @ Patient J
VP02-1_Request_
Additional_Exam...

VP02 _Results Me
dical_Examinati...

VP01-2_Request_
Medical_Examina...

The ontologies were developed in the software B&téhich is a free, open source
ontology editor, developed by the Stanford CerweBiomedical Informatics Research at the
Stanford University School of Medicine. Protégéyfudupport the OWL 2 Web Ontology
Language and RDF specifications from the World Widieb Consortium (PROTEGE, 2017).

Figure 35 shows the concepts in the ontology whiehrelated to the variation points
(VPO1_Patient_Status and VP02_Results_Medical_BExation). These concepts are the root
in the decision trees. The subsumed concepts arkedld nodes of the decision tree, i.e., the

alternatives available for each variation pointe dnanches in the decision tree are defined as
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the data properties in the ontology. Data propertiescribe the relationships between the
individuals and data values.

The conceptand properties are related with the different peooegs performed in
order to provide medical treatment for the patiehtsis, the patients are the individuals in the
ontology, i.e., they are the objects in the donthat we are interested. For example, the data
property related with the first variation point “OP_Patient_Status is ‘Appointment’, which
can be set as true or false, i.e., the patienheaa an appointment or can request one.

As can be noted, the data properties correspotitetéacts in the questionnaire. Thus,
answering the questionnaire, corresponds to theitieh of the data properties in the ontology.
The relationships between the different elementhénontology are defined in terms of the
Semantic Web Rule Language (SWRL). SWRL is baseal @mbination of the OWL DL and
OWL Lite sublanguages of the OWL Web Ontology Laagel It allows users to write Horn-
like rules to reason about OWL individuals andnier new knowledge about those individuals
(HORROCKS et al., 2004).

Horn-like rule is a definite Horn clause in whidhtae prepositions are in the form of
RDF triples and only allow variables in subjectiios and object position (WU et al., 2014).

HLR = {{antecedent 1,... antecedent n}, {consequefce}

The proposed rules are of the form of an implicabetween an antecedent (body) and
consequent (head). The intended meaning can bexseachenever the conditions specified in
the antecedent hold, then the conditions spedifitite consequent must also hold. SWRL does
not support negated atoms or disjunction. On thneroside, it supports built-in, binding,
sameAs and differentFrom clauses, OWL restrictiampng others (HORROCKS et al.,
2004). Regarding the ontology in Figure 36, théofeing SWRL rules were defined:
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Figure 36 - SWRL rules

Name Rule
51 Patient(7s) ~ VP01 Patient Status{7p) -> hasStatus(?s, 7p)
2 Patient(?s) * hasStatus(7?s, 7p) * VP01 _Patient Status(?p) * Appointment(7p, true)
- -»>VP01-2 Request Medical Examination(?p)
s3 Patient(7s) * hasStatus(7s, 7p) * VP01 _Patient Status(?p) ™ Appointment(7p, false)
-=VP01-1_Request_Appointment(7p)
54 Patient(7s) ™ VP01-2_Request_Medical Examination(?p) -> hasResults(7s, 7p)
S5 Patient(7s) " hasResults(7s, 7p) * VP01-2 Request Medical Examination(7p) " AdditionalExams(?p, true)
- -=VP02-1_Request_Additional Exams(?p)
<6 Patient(7?s) ™ hasResults(?s, 7p) * VP01-2_Request_Medical_Exammation{?p) * Diagnostic(?p, true)
-»VP02-2 Inform Next Proceedings(?p)

The rules in Figure 36, shows three elements défas data properties: ‘Appointment’,
which can be set as true or false; ‘Additional egaamd ‘Diagnostic’. For example, Rule S2,
states that if a patient has the status ‘Appointimset as true, then the next activity to be

performed is VP01-2_Request_Medical _Examinatiome@tise, i.e., ‘Appointment is set as

false, the rule S3 states that the activity pertatns VP01-1_Request_Appointment.

The second ontology is based on the regulationthefbusiness context. Figure 37

shows an ontology created based on four recommiendat

Figure 37 - Ontology based on the regulations

Then, both ontologies were merged in Protégé. Astimed in Section 2.3.4, merging
ontologies is related to building a new ontologyumyfying knowledge from other ontologies.

Protégé enables to merge ontologies in a new agtaoin an existing ontology. After merging

Check _Health_In
surance
Update_Medical_

Medical Examina > Record

tion

. Verify _if medic
owl:Thing —_ Appointment al_record_is_up...

Patient Kee.pflheﬂsz?me_p
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100




the ontologies, it is necessary to check for intancies. Figure 38 depicted the concepts in

the new ontology.

Figure 38 - Concepts in the merged ontology

Azserted

¥4 owl:Thing
- Patient
- Appointment
B VPO2_Results_Medical_Examination
- Patient
B0 VYPD1_Patient_ Status
B Medical _Examination

As shown in Figure 38, both ontologies have a cpnoamed Patient. As result, the
unique name assumption is violated. In additiore ontology contains a concept named
‘Appointment’, and the other ontology contains #adaroperty named ‘Appointment’, which
is also a violation. As the merged ontologies areetbped in the same domain, it may exist
similarities or intersections between the concepists, it is necessary to analyse the concepts
in order to eliminate the inconsistencies of theéolmgy. The concept ‘Appointment’ was
renamed as ‘Recommendation_Appointment’. The cané&dient’ can be changed to one
concept, which is renamed to ‘Patient_Profile’. Diigect property hasStatus is also present in
both ontologies, and then was renamed to has_SiHtesnew ontology is depicted in Figure
39.
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Figure 39 - Merged ontology
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Then, some rules SWRL were changed in order toexirthe concepts related with the
variation points and the recommendations. In th&y/,wwhen an activity is selected, the
recommendations about the path correspondent étladtivity in question are also selected.
Then, a reasoner is used for analysing the logioatitions and creating the inferences. We
used the Pellet reasoner, which is a complete OWLrdasoner. Pellet is written in Java, is
open source and is a Description Logic reasonezthastableaux algorithms (SIRIN et al.,
2007). An example of the result obtained from #soning step is depicted in Figure 40.
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Figure 40 - Result of the reasoning step

Description: Patient1020 [Ea]i =] CI]Es)

Types
 Patient_Profile
VP01_Patient_Status
Check_health_insurance
Verify_if_medical_record_is_updated
VP01-2_Request_Medical_Examination

Property assertions: Patient1020 (0 = =] %]

Object property assertions
mm has_Status Patient1021
M has_Status Patient1020
mm hasSchedule Patient1021
mm hasResults Patient1020

Data property assertions

B Appointment true

Thus, based on the information provided by the (#@pointment’ set as true) and
after reasoning on the ontology, the next actiity be performed is selected (VPO1-
2_Request_Medical_Examination). In addition, twocoramendations are provided

(Check_health_insurance and Verify_if medical_rdca_updated).

4.5.SYNTHESIS

The framework proposed in this research aims tp@ughe decision-making during
the process model customization by providing recemaiations about the business context and
the activities in the process model. The recommimaaare based on the knowledge obtained
from internal and/or external regulations, expe\wledge, and the knowledge captured from
the process model executions. The framework alswiges guidance by means of a
guestionnaire.

The framework is composed of three steps. In tis¢ $tep, an event log is analysed by
means of process mining techniques. As the evegntdn be incomplete or contain noise, an
approach is proposed to develop a process modedl lmasthe event log, the expert knowledge,

and the internal and external regulations.
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In order to analyse the various scenarios thathmamxtracted from the developed
process model, an event log is created to simthiate scenarios. By applying classical process
mining techniques, such asalgorithm or the heuristic miner, the process nhasl®btained
from the generated event log. These approachesleemabidentify the variation points.
However, they do not provide any information abtwet rules for choosing the alternatives for
each variation point. In order to discover the dkipendencies that affect the routing of a case
is applied the decision mining analysis, a proeessng technique. In this step, the decision
tree concept is used to carry out a decision @oiatysis, i.e., to find out which properties of a
case might lead to taking certain paths in the ggsc

Based on the decision trees obtained through tleéside mining analysis, the
guestionnaire-model approach is developed in tap 3t The questionnaire is applied to guide
users in providing the information needed for pesceariant selection. In this approach, each
variation point refers to a question, thus thecala of an alternative for a question refers to
the selection of the paths available in relatioth®respective variation point.

Variations point can be defined as optional or naamg. The variation points defined
as mandatory are related to the selection of psowasants, thus they inherit the optional
variation points. This definition of the variatiopoints enables to understand the
interdependencies between the variation pointshi;mway, when a selection is made in the
mandatory variation points, the related set of ezl variation points is enabled. This
knowledge is helpful during the definition of theler of dependence on facts and questions in
the questionnaire-model approach.

Step 3 refers to the development of the ontoldgiegrocess model customization. One
ontology formalizes the knowledge related withwhaation points. This ontology is developed
based on the decision tree obtained through thisideanining analysis. The leaf nodes are
defined as concepta the ontology, which correspond with the alteived for the variation
points. The branches are defined as data propéamtibe ontology and they corresponds with
the facts in the questionnaire.

Other ontology formalizes the knowledge about titernal and/or external regulations
and expert knowledge. Both ontologies are mergénl ame ontology. Thus, the resulting
ontology contain the knowledge about the businestext and the process model. SWRL rules
define the relations between the various elemerttsa ontology. Thus, when a fact is selected,
the corresponding data property is enabled, thereasoning on the ontology, the alternatives
related with the business process and the recomatiend about the business context are

provided for the user.
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5. CASE STUDY

This chapter presents the application of the pregp@pproach for customizing process
variants related to the treatment of patients diagd with acute ischemic stroke. Thus, the first
section presents the symptoms and the treatment&lpd for patients diagnosed with ischemic
stroke. The second section presents the developoheatch step of the approach for process

model customization. The last section discussegppécation of the proposed approach.

5.1. CASE DESCRIPTION

The case study proposed to evaluate the framewonielated with the treatment
provided for patients diagnosed with acute ischestricke. A stroke happens when the blood
supplied to the part of the brain is cut off. Withdlood, brain cells can be damaged or die. A
stroke caused by lack of blood reaching part obittaén is called an ischemic stroke (WORLD
STROKE ORGANIZATION, 2017).

According to the Global Health Observatory (201af)ong the 56.4 million deaths
worldwide in 2015, strokes are responsible for appnately 6.24 million of the deaths.
Ischaemic heart disease and stroke are the wdrigggest killers, accounting for a combined
15 million deaths in 2015. These diseases haveineghahe leading causes of death globally
in the last 15 years.

Despite being responsible for a large share ofwtbdd's mortality, many patients
survive to stroke, but the resulting sequelae irtgpan functional capacity and quality of life,
causing great impact on health systems. Howevergthre ways to significantly reduce its
impact such as recognizing the signs of strokeygttdating it as a medical emergency with
admission to a specialized stroke unit. Accesayée best professional care can substantially
improve outcomes (WORLD STROKE ORGANIZATION, 2017).

There are some types of treatments that can bedgavyor patients diagnosed with
acute ischemic stroke according to several critefiaese criteria include the onset of
symptoms, the patient's age, the patient medicebrce (e.g. surgery, previously stroke,
medication used regularly for the patient, amorigist). According to Martins et al., 2012:

“One of the treatments is the administration oframénous recombinant tissue
plasminogen activator (rt-PA), which is a clot ogtdrug that only can be provided within 4
hours and 30 minutes after the stroke. Anothetrireat is the intra-arterial approach which
may provide some advantages, such as increasedrtaatoon of the thrombolytic agent at the

105



site of occlusion, the greater time required toiléige intra-arterial procedure, among others.
The protocol for combined (intravenous and intri@@al) thrombolysis is the treatment

combining the ease of administration and speedatodvenous thrombolytic therapy and the
higher recanalization rates and potentially supesiicomes of its intra-arterial counterpart.
Finally, there is the mechanical thrombolysis meatt which is related to removing the clot

with a stent”.

5.2. CONDUCTING THE CASE STUDY

For the evaluation of the framework, we obtaineckaent log related to the treatment
of patients diagnosed with acute ischemic strokefa Brazilian hospital. The hospital only
provides the thrombolysis therapy treatment. I§ tineatment is not appropriate, the patient is
monitored or transported to another hospital. Mentlog is composed by several information
as shown in Figure 41.

Figure 41 - Information obtained in the event letpted with the treatment of patients diagnosedh aitute

ischemic stroke

Event log's information

* Patient's ID

* Onset of symptoms

* Time the patient receive help

* Arrival at hospital

* Patient's gender

* Patient's age

* Exams results: cholesterol. creatinine, etc.

* Patient medical record: previously stroke, diabetes, smoker, etc.
* Stroke scales: Banford. NIH, Rankin, Barthel.

An ID is provided to ensure tipatient's anonymity. The event log contains theepts
age, gender and the timestamp related with thet @isgymptoms, the time that the patient
received help and the time that the patient arratethe hospital. Information about the exams
performed by the patient are also available. Treesens are related to: cholesterol levels,
creatinine, blood sugar levels, creatinine, urid aelectrocardiogram, among others.

Information about the patient's medical record @s® available in the event log such
as previously stroke, surgery in the last monthreglication used by the patient, among others.
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The event log also shows if the patient performedat the thrombolytic treatment. Finally,

the event log contains four strogeales

Bamford Scale: developed during the Oxfordshire Community Strekeject (OCSP),
this classification defines four subtypes of ceaklimfarction: TACS, indicates total
anterior circulation syndrome; PACS, partial amtertirculation syndrome; LACS,
lacunar syndrome; and POCS, posterior circulatyordome (LINDLEY et al., 1993).
Modified Rankin Scale: consists of six levels of classification that ddsetthe degree
of disability in stroke survivors: 0, no symptonis;no significant disability; 2, slight
disability; 3, moderate disability; 4, moderatebvsre disability; 5, severe disability
and 6, death (FISH, 2011).

Barthel Scale: measures disability or dependence in activitiedailly living in stroke
patients. The items can be divided into a group ithaelated to self-care (feeding,
grooming, bathing, dressing, bowel and bladder, @aré toilet use) and a group related
to mobility (mobility, transfers, and stair climigh The maximal score is 100, if 5-point
increments are used, indicating that the patienfully independent in physical
functioning. The lowest score is 0, representin@tally dependent bedridden state
(SULTER, STEEN and DE KEYSER, 1999).

National Institutes of Health Sroke Scale (NIHSS or NIH): is a systematic assessment
tool that provides a quantitative measure of stref@ted neurologic deficit. The
NIHSS is used as a clinical assessment tool touat@lacuity of stroke patients,
determine appropriate treatment, and predict patiettome (NIH STROKE SCALE,
2017). The NIHSS contains 15 items, including ledfetonsciousness, eye movement,
visual field deficit, and motor and sensory invohant. Scale items are scored by

degree of severity using weighted scores (LYDEHIgt1999).

Many of the information contained in the event (eq)., onset of symptoms, previously

stroke or surgery in the last three months, amdhgrs) are necessary for the selection of the

appropriate treatment. However, the event log dugscontain all the activities performed

during the patient’s treatment. In fact, the atig are only related with the exams performed

during the treatment, and the treatment providethi® patient, but not the activities performed

during the selected treatment.

As result, is not possible to analyse the procesgdeindirectly from the log. Thus, as

proposed in the framework for process model coméigon, a process model should be
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developed regarding the event log, the externaWlgage such as the Brazilian guideline for
the ischemic stroke (OLIVEIRA et al., 2012; MARTING al., 2012) and the physician
knowledge.

Clinical guidelines are statements that includ@mamendations intended to optimize
patient care, improve the quality of care, limitjustified practice variations and reduce
healthcare costs (KAYMAK et al., 2012). The guidelifor acute ischemic stroke was
developed in 2012 through several meetings of tfaziBan Stroke Societyyhich represents
the Scientific Department in cerebrovascular dissaé the Brazilian Academy of Neurology,
responsible for technical opinions and educatipnajects related to cerebrovascular diseases.
The developed guideline aims to guide specialistd aon-specialists in stroke care in
managing patients with acute ischemic stri@EelVEIRA et al., 2012; MARTINS et al., 2012)

However, no guideline can represent all the situatithat may happen during the
treatment. Usually the guideline represents onlg tteatment for an ‘average’ patient
(QUAGLINI, 2008). Thus, the expert knowledge enestihe knowledge about the treatment,
aiming to represent situations that may not begurieis the guideline.

Figure 42 shows the information captured from tenélog, the clinical guideline, and

the physician knowledge for the development ofpfeeess model.
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Figure 42 - Information for developing the processdel
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Process model

Due the complexity of the treatment for ischemrolgt, the case study focused in the
intravenous protocol treatment. Thus, from the elanis obtained the information about the
patient medical record, the exams performed dutimgtreatment, and if the thrombolytic
treatment was provided for the patient. The evegtdan show how the symptoms presented
by the patient are related with the treatment pledi

From the medical guideline, we captured the aatiwiand the exams that need to be
performed during the treatment. Thus, the medicadlaine helps to understand how the
symptoms presented by the patient are related théhexams and the activities performed
during the treatment. The expert knowledge helpstterstand the proceedings realized in the
hospital.

The event log analysis and the clinical guidelirdphto identify the differences and
commonalities between them. Thus, possible impr@rgsin the activities performed in the

hospital can be identified. The expert knowledg® dlelps to understand the order that the
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activities are performed during the treatment. Fegd3 shows the process model developed

based on the event log, expert knowledge, andliiiead guidelines.
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Figure 43 - Process model developed based on #m@ g, expert knowledge and the clinical guidelin
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Figure 44 shows an excerpt of the process model generated Hyathework.
According to the clinical guideline, a neurologist should evaluatepipeopriate treatment
according to the symptoms presented by the patient and the 'satreadical record. The
selection of the thrombolysis treatment relies on 4 inclusiberier and 16 exclusion criteria.
These criteria are related with different aspects, sudieasymptoms presented by the patient,
medication used by the patient, medical record, among others. Thilspthbolysis treatment

is indicated only if the patient presents all the inclusion criteria and no exchurgeria.

Figure 44 - Excerpt of the process model develdpased on the event log, expert knowledge, andcalini
guideline

Verify
neurological
status

throintzrotl sis Protocol for rt- + Verify blood
Y P4 infusion pressure
therapy
Neurologist x Administrate rt
evaluation P4 infusion

Once the protocol for rt-PA infusion starts, three activitieparformed in parallel, the

administration of the rt-PA infusion, the verification of the neurolalgstatus, and the blood
pressure presented by the patient, which should be verified everynbfemilf the patient
presents a symptom of haemorrhagic complications, the infusionnsipterl and many other
activities, including medication, lab exams, neuroimaging technigageeaormed to stabilize
the patient. Otherwise, the infusion continues to be administrataggooximately 90 minutes
and then the infusion is finalized. If the patient presents haemarrb@amiplications, but he is
stabilized, the infusion can restart. However, if the patient istadtilized or if the patient
showsevidence of intracranial haemorrhage the infusion should be discontinued.
As proposed in the framework, based on the process model devel@mdyueed Petri

Net (CPN) model is built, resulting from an event log, which waaalysed with ProM. The
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simulation was made considering 1000 patients. The excerpt of theticeuirer analysis is

depicted in Figure 45.

Figure 45 - Process model obtained by applyindhtheistic miner algorithm
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As mentioned previously, techniques such as heuristic miner emakdentify the
decision points (i.e., XOR-splits) and the alternatives for therar&ip shows that the activity
‘Check patient’ is related to a decision point, where one of twaitees can be selected: ‘Stop

Infusion’ or ‘Verify infusion time’. However, the heuristic minimgnnot show the rules for
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choosing the available alternatives. Thus, for discovering the rhkesjecision mining is

applied and the decision tree related to the activity ‘Check patient’ is depidteglire 46.

Figure 46 - Decision tree obtained by applyingdbeision mining analysis

Check_signs_of hemorrhage

= Without_symptoms_of hemorrhage = Symptoms_of_hemorrhage
Branch 26.2 { Venify end of infusion/complete } (333.0) Branch 26.1 { Stop infusion/complete } (352.0)

The decision tree shows that if the patient present signs of haemorrhagic atorsic
the infusion is interrupted. Otherwise, it is necessary to vieoiy long the infusion started. By
applying the decision mining analysis, nine decision points were digthuwhe alternatives

for them and the rules for each alternative are summarized in Table 6.

Table 6 - Variation points, alternatives, and thies

Decision points Alternatives Rules
Start thrombolysis therapy | Only inclusion criteria
Select treatment Exclusion and/or inclusion
Start another treatment o
criterie
Verify end of infusion Haemorrhagic complications
Check patient . Without haemorrhagic
Stop infusion o
complication

o . . Time of infusion >= 90
. Finalize rt-Pa infusion .
Verify end of minute:

infusion . Time of infusion < 90
Infusion treatment .
minute

Monitor changes in blood Normal blood pressure

pressur
Manage BP (blood | Verify if patient has contra- . . .
pressure) indication of bb (beta blocker) Patient with hypertension

Provide fluid replacement or
vasoactive ager
Administrate Metoprolol or Patient has contra indication

Patient with hypotension

Verify if patient has

contra-indication Esmolo of bt

Administrate Sodium Patient has not contra
of bb ) X Lo

Nitroprussid: indication of bl
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Restarting infusion No intracranial haemorrhage

Verify CT scan

results Discontinue infusion Intracranial haemorrhage
Provide red cell Abnormal haematocrit
Provide platelets Low platelet count

Verify lab results _
Repeat cryo Low fibrinogen
Provide fresh plasma Abnormal PT or aPTT

No evidence of bleeding in
the central nervous syst

Request a haematology and a Evidence of bleeding in the
neurosurgery appointment | ¢entral nervous system

Monitor neurological status

Discontinue infusion

Clinical status deterioration
Monitor changes in after 4 to 6 houl

neuro status . ) No deterioration of the
Monitor patient .
clinical statu

Provide blood products

Based on table 6, for each alternative related to a variation ggjméstion or a set of
questions was formulated. For example, the first variation poiatated with the selection of
the treatment provided for the patient. As previously mentioned, thetisel of the treatment
relies on several aspects related to the patient. In the prooéss, the rules attached with both
alternatives related with the treatment selection are digpto facilitate the understanding of
the process model.

However, for the development of the questionnaire, a set of questioasdefaned
based on the inclusion and exclusion criteria. In this way, the quest®nves developed
based on the variation points, the alternatives for them and the anlehdosing each
alternative. Thus, for selecting the treatment in the firsatran point, a set of questions related
to the inclusion and exclusion criteria need to be answered. Theattnuicleline is also used
for the development of the questionnaire by defining the rules for select agnéatm

Through the decision mining analysis, we can also identify the depeptbetween the
variation points. For example, the activities ‘Manage blood pressivetify lab results’,
‘Verify CT scan’ are dependent of the variation point ‘Stop Infusidiis means that,
considering the decision tree (Figure 46), and the dependency ahmmgrtation points
(Figure 47), it can be concluded that if the patient present haemiordeenplications, then the
activity ‘Stop Infusion’ is enabled, which also enable the aatiwitManage blood pressure’,
‘Verify lab results’, and ‘Verify CT scan’. Figure 47 showse dependency between the

variation points.
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Figure 47 - Relation between variation points

Select treatment

Start another Start thrombolysis
treatment therapy

Stop infusion

Manage blood pressure

Verify if patient has
contra-indication of bb

Discontinue infusion

Monitor changes in
neuro status

The dependency between the variation points and the information frble Gare

VP7 S

necessary for the development of the ontology based on the variatigs. @@nth guide the
development of the rules for configuring the process variantscdineepts and the subsumed
concepts in the ontology correspond with the variation points and thmeasikes for them

respectively as depicted in Figure 48.
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Figure 48 - Concepts of the ontology of the vaoiafpoints
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> VP04-2_Provide_Treatment_For_Hypotension
\ VP04-3_Provide_Treatment_For_Hypertension
VP04-3-1_Admin_Esmolol_Or_Metoprolol
VP04-3-2_Admin_Sodium_Nitroprusside
VPO5_Verify_Lab_Results
VPO0O6_Verify_CT_Scan_Results
VP07 _Verify_Bleeding_Central_Nervous
VP0OS8_Monitor_Neuro_Status

4 V-V-¥
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Figure 48 shows the variation points related with the ischemikestreatment. Each
concept corresponds with a variation point and the subsumed concept ‘VP04-
3 _Provide_Treatment_For_ Hypertension’ is a variation point relatédl thve treatment
provided to the patient with hypertension. Sodium Nitroprusside is greddnicase of patients
with asthma, heart failure or severe abnormalities in heartiumddtherwise, Esmolol or
Metoprolol can be prescribed for the patiéltie rules for choosing the available alternatives
are developed as SWRL rules as shown in Figure 49. The SWB4 aug also developed
considering the dependency between the variation points. Thus, when towas@nt is

selected, the related variation points can be displayed.
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Figure 49 - SWRL rules related with the variatiairys

SWRL Rules
Patient(?p) * VP01_Select_Treatment(?s) - hasStrokeTreatment(?p, ?s)

Patient(?p) " hasStrokeTreatment(?p, 7s) * VP01_Select_Treatment(?s) *
hasInclusionCriteria(?s, true) -> VP01-2_Start_Thrombolysis_Therapy(?p)

Patient(?p) " hasStrokeTreatment(?p, 7s) * VP01_Select_Treatment(?s) *
hasExclusionCritenia(?s, true) -> VP01-1_Start_Another_Treatment(?s)

Patient(?p) * VP01-2_Start_Thrombolysis_Therapy(?s) -> hasRt-PA_Infusion(?p, 7s)

Patient(?p) * hasRt-PA_Infusion(?p, ?s) * VP01-2_Start_Thrombolysis_Therapy(?s) ->
VP02_Venfy_Patient During_Infusion(?s)

Patient(?p) * VP02_Venfy_Patient During_Infusion(?s) >
hasPatientSymptomsVerified(?p, 7s)

Patient(?p) * hasPatientSymptomsVenified(?p, 7s) *
VP02_Venfy_ Patient During_Infusion(?s) * hasNoBleedingSymptoms(7s, true) ->
VP03_Venfy_Time_Infusion(?s)

Patient(?p) * hasPatientSymptomsVerified(?p, 7s) *
VP02_Venfy_Patient During_Infusion(?s) " hasBleedingSymptoms(?s, true) -~ VP02-
2_stop_Infusion(?s)

The SWRL rules in Figure 49 is related with two variation poifite first three lines
states that if the data property ‘hasinclusionCriteriaetsas true, then the rt-PA infusion is
selected. However, if the data property ‘hasExclusionCritexisét as true, another treatment

is selected as shown in Figure 50.

Figure 50 - Variation points selection after thasening step

Description: Patient-2252

Types
 Male

) VP0O1_Select_Treatment
@) VPO1-1_Start_Another_Treatment

Data property assertions

®m hasAge 45
m hasExclusionCriteria true

@
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Description: Patient-1012

Types
Female
VPO1_Select_Treatment
VP01-2_Start_Thrombolysis_Therapy
VP02_Verify_Patient_During_Infusion
VP03-1_End_Infusion
VP03_Verify_Time_Infusion

Data property assertions
# hasNoBleedingSymptoms true
mm hasInclusionCriteria true
mm hasAge 35
#m hasInfusionTime 90

(b)

As depicted in Figure 50(a), patient with ID 2252 present some okthesen criteria,
thus the data property hasgxclusionCriteria is set as true and rameétment is selected. The
Figure 50(b) shows that the patient with ID 1012 present only thesioal criteria. As result,
the data property hasinclusionCiriteria is set as true and thmlbtysis therapy is selected.
Then another variation point is selected ‘VP02_Verify Patient_Duniigsibn’. In this
variation point, if the patient present signs of bleeding, it i®ssary to verify the time of
infusion, otherwise, the infusion is interrupted. If the time of infussoaqual or greater than
90 minutes, then the infusion occurred without problems and is finalized.

Another ontology is developed based on the clinical guideline for achenmc stroke.
As mentioned previously, this ontology is based on the recommendatiohs thrambolysis
therapy. The Figure 51 shows some recommendations provided by aigsgquegstions about
the patient’s age, gender and symptoms.
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Figure 51 - Recommendations obtained after theoreag step

Description: Patient_1459 Ef1 =] 0|
Types

@ Age

) Female

) Ischemic_Stroke_Any_Cerebrovascular_Territory

) No_Evidence_Intracranial_Hemorrhage

) Antiplatelets_Should_Not_Be_Administered

@ Arterial_Puncture_Should_Not_Be_Perfomed

@ Brain_Imaging_Techniques_is_Recomended

@) Central_Venous_Catheter_Placement_Should_Not_Be_Perfomed
@ Check_Neurological_Status_Every_15Minutes

) Check_NIHSS_Score

) Head_Computed_Tomography

) Heparin_Should_Not_Be_Administered

@ Inclusion_Criteria_A

@ Inclusion_Criteria_B

@ Inclusion_Criteria_C

@ Inclusion_Criteria_D

@ Intravenous_Thrombolysis_Protocol

) Management_Hypertension_During_After_rt-PA_Infusion
@ MRI

@) Nasoenteric_Tube_Placement_Should_Not_Be_Performed
@ Oral_Anticoagulant_Should_Not_Be_Administered

@ Pregnancy_test

@ Urinary_Catheterization_Should_Be_Performed_No_Sooner_Than_30Min_After_Infusion

Then, according proposed in the framework for process model custamjzhath
ontologies are merged into one ontology, as shown in Figure 52. In thisgntale can
identify that both ontologies contain the concept ‘Patient’. We tsamidentify concepts that
are equivalent such as Intravenous Thrombolysis Protocol and VPO1-
2_Start_Thrombolysis_Therapy.
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Figure 52 - Concepts in the merged ontology

Aszerted ™

v owl:Thing
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& Patient
¥ Stroke_ Guideline

Ir -1 Assessment__Neurological_Status

I» -0 Brain_Imaging_Technigues

-» -0 Clinical_Stroke Assessment Tool

B0 Exams

#- Exclusion_Criteria

@0 Factors_That_Alter_Risk_Benefit_of _Thrombolytic
F -0 Factors_That_Are_Not_Absolute Exclusion_Criteria
-» - Hemorrhagic_Complications

b0 Inclusion_Criteria

i~ Intravenous_Thrombolysis_Protocol

B Lab_Tests

F -1 Management_Arterial_Hypertension

b Medical_Specialty

- Medicines

k- Proceedings

) Recommendations

- Symptoms

¥ Variation_Points

A VPD1_Select Treatment
VPO2_Verify_Patient_During_Infusion
VPD3_Verify_Time_Infusion
VPD4_Manage_Blood_Pressure
VPO5_Verify_Lab_Results
VPO6 Verify CT Scan_ Results
VPO7_Verify_Bleeding_Central_Nervous
VPD8_Monitor_Neuro_Status

Thus, the obtained ontology needs some adjustments. Concepts with ¢hialsaihn
the merged ontology, may be or may be not equivalent. When conceptfievéhrme label
have the same meaning, new classes were defined, such as Paide{ Patient_ Age and
Patient_Gender, P_Female, P_Male, among others. Besides, clabsddferent labels, but
with the same meaning such as Intravenous_Thrombolysis Protocol and VPO1-
2_Start_Thrombolysis_Therapy are defined as equivalent. Some of thesemants are

shown in Figure 53.
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Figure 53 - Adjusts performed in the merged ontplog

Asserted ¥
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Assessment_Neurological_Status
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Clinical_Stroke_Assessment_Tool
Exams
Exclusion_Criteria
Factors_That_Alter_Risk_Benefit_of_Thrombolytic
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Hemorrhagic_Complications
Most_Common_in_24Hours_After_Starting_Therapy
\ 4 Proceedings_In_Case_of_Hemorrhagic_Complications
Clinical_Status_Deterioration_After_4_to_6_Hours
Confirm_Bleeding
Discontinue_Infusion = VP06-1_Discontinue_Infusion
Ensure_Fluid_Resuscitation_is_Given_With_Infusion_of_Crystalloid_via_Two_Peripheral_Intravenous_Lines
Give_Packed_Red_Blood_Cells
Request_Laboratory_Tests
Restarting_Thrombolytic_Infusion = VP06-2_Restarting_Infusion
Symptoms_of__Hemorrhagic_Complications
Inclusion_Criteria
Intravenous_Thrombolysis_Protocol = VP01-2_Start_Thrombolysis_Therapy
Lab_Tests
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Medical_Specialty
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> Variation_Points
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The ontology in Figure 53, shows the concept ‘Patient_Profile’ reglabie concept
‘Patient’. In addition, the concept ‘Intravenous_Thrombolysis Protocol’ andOIVP
2_Start_Thrombolysis_Therapy’ are defined as equivalent, as wedl ¢oncept
‘Discontinue_Infusion’ and ‘VP06-1_Discontinue_Infusion’ and
‘Restarting_Thrombolytic_Infusion’ and ‘VP06-2_Restarting_Infusion.isThntology is
depicted in Appendix B.

In addition, it is needing to verify the SWRL rules because sarnes from both
ontologies can be integrated. For example, the ontology related to the variation poaitsscont
a rule defining that the variation point VP02-2_Stop_Infusion is ongctsd with the patient
present any symptom of haemorrhage. However, as illustratedurefsg, we cannot identify

which are these symptoms.

Figure 54 - SWRL rule of the ontology related te trariation points

SWRL Rule related to the variation point Stop Infusion

* Patient(?p) " hasPatientSymptomsVerified(?p, 7s) ~ VP02_Verify Patient During Infusion(?s) *
hasBleedingSymptoms(?s, true) -> VP02-2_Stop_Infusion(?s)
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On the other side, the ontology related to the guidelines definsytih@toms of
Haemorrhagic complications such as severe headache, decveasé ¢ensciousness, sudden

increase of blood pressure, among others. Figure 55 present these rules.

Figure 55 - SWRL rule of the ontology related te tinical guideline about the ischemic stroke

SWRL Rules related with symptoms of Haemorrhagic complications

* Patient(?p) ~ hasRt-PA_Infusion(?p, ?s) ~ Intravenous_Thrombolysis_Protocol(?s) *
hasDiagnostic(?s, 7t)  Evidence_Significant Bleeding(?t) > Symptoms_of Haemorrhagic Complications(?t)

* Patient(?p) ~ hasRt-PA_Infusion(?p, ?s) ~ Intravenous_Thrombolysis_Protocol(?s) *
hasDiagnostic(?s, 7t) * Severe_Headache(?t) -> Symptoms_of Haemorrhagic Complications(?t)

* Patient(?p) ~ hasRt-PA_Infusion(?p, ?s) * Intravenous_Thrombolysis_Protocol(?s) * hasDiagnostic(?s, 7t) *
Nausea(?t) > Symptoms_of Haemorrhagic_Complications(?t)

* Patient(?p) * hasRt-PA_Infusion(?p, 7s) * Intravenous_Thrombolysis_Protocol(?s) * hasDiagnostic(?s, 2t) *
Vomiting(?t) -> Symptoms_of Haemorrhagic_Complications(?t)

* Patient(?p) * hasRt-PA_Infusion(?p, ?s) * Intravenous_Thrombolysis_Protocol(?s) * hasDiagnostic(?s, 2t) *
Decrease_Level_Consciousness(?t) -> Symptoms_of Haemorrhagic_Complications(?t)

* Patient(?p) ~ hasRt-PA_Infusion(?p, ?s) * Intravenous_Thrombolysis_Protocol(?s) ~ hasDiagnostic(?s, 7t) *
Sudden_Increase_Blood_Pressure(?t) -> Symptoms_of Haemorrhagic_Complications(?t)

Based on these rules, it is necessary to define new rulemtingiated the variation
point ‘Stop infusion’ (Figure 54) with the symptoms of haemorrhagmeptgms (Figure 55).
Thus, the variation point VP02-2_Stop_Infusion is selected if the patiesgnts any symptom
of haemorrhagic complications. In this way, the recommendations qaovided considering

specifically the symptoms presented by the patient. The new rules are shogurenJ4a.
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Figure 56 - SWRL rules for selecting the variatpmint related to haemorrhagic symptoms

SWRL Rules of the merged ontology

* Patient_Profile(?p) * hasPatientSymptomsVerified(?p, ?s) * VP02_Verify Patient During_Infusion(?s) *
hasDiagnostic(?s, ?t) ~ Severe_Headache(?t) -> VP02-2_Stop_Infusion(?t)

* Patient_Profile(?p) ™ hasPatientSymptomsVerified(?p, 7s) * VP02_Verify Patient During_Infusion(?s) *
hasDiagnostic(?s, 7t)  Vomiting(?t) -> VP02-2_Stop_Infusion(?t)

* Patient_Profile(?p) ~ hasPatientSymptomsVerified(?p, 7s) * VP02_Verify Patient During_Infusion(?s) *
hasDiagnostic(?s, 7t) * Decrease_Level Consciousness(?t) -» VP02-2_Stop_Infusion(?t)

* Patient_Profile(?p) ~ hasPatientSymptomsVerified(?p, 7s) * VP02_Verify Patient During_Infusion(?s) *
hasDiagnostic(?s, 7t) * Deterioration_Neurological Status(?t) -> VP02-2_Stop_Infusion(?t)

* Patient_Profile(?p) * hasPatientSymptomsVerified(?p, 7s) ~ VP02_Verify Patient During_Infusion(?s) *
hasDiagnostic(?s, ?t) * Sudden_Increase Blood_Pressure(?t) -> VP02-2_Stop_Infusion(?t)

* Patient_Profile(?p) ™ hasPatientSymptomsVerified(?p, ?s) * VP02_Verify Patient During_Infusion(?s) »
hasDiagnostic(?s, 7t) * Nausea(?t) -> VP02-2_Stop_Infusion(?t)

For example, the patient with ID 1023 presents all inclusion ieritgrd no exclusion
criteria. By reasoning on the ontology, the next activities are displayédas s Figure 57.

Figure 57 - Results obtained after the reasonieg st

Description: Patient 1023

Types
" Ischemic_Stroke Any_ Cerebrovascular_Territory
) No_Evidence_Intracranial_Hemorrhage
' Patient_Profile
' Recommendations_Manage_Blood_Pressure_During_And_A
) VPO1_Select_Treatment
@ Check_NIHSS_Scaore
© Inclusion_Criteria_a
@ Inclusion_Criteria_B
" Inclusion_Criteria_C
" Inclusion_Criteria_D
< Intravenous_Thrombaolysis_Protocol
{ R_Measure_BP_Every_15min_in_2hours_Infusion
' R_Measure_BP_Every_30min_0Over_6hours
& RB_Measure_BP_Every_&0min_Thereafter_Until_Hour_24
) Recommendations
£ VP01-2_5tart_Thrombaolysis_Therapy
O VP02 Verify Patient_During_Infusion
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According to Figure 57, the next activity is ‘Verify patient aigrinfusion’ and ‘Check
NIHSS score’ is the recommendation provided. The user can alssea@eebmmendations
about the process context. For example, to verify the rules abdlibtitepressure management
is necessary to select ‘Recommendations about the managemeidplessure during and
after the infusion’. Then, by answering questions related to thenpga symptoms during
infusion the next activities and recommendations are displayed. Gihesgons are presented
in Figure 58.

Figure 58 - Questions related to the patient’'s spmg

Questionnaire

32) Has the NIH presented by the patient had an increase of 4 points or more during infusion?
(If yes, select hasAdded 4 Points of More in NIHSS_ Score = true)

33) The patient present any of the symptoms below: (If yes, select the corresponding Type)

(a) Headache

(b) Nausea

(c) Decrease level of Consciousness
(d) Deterioration neurological status
(e) Sudden increase of blood pressure
(f) Vomiting;

If, VP02-1_Continue_Infusion is selected answer the question 34:

Select Types: VP03_Verify Time_Infusion

34) How long the infusion started? (Data property: hasInfusionTime — in minutes)

To access the Recommendations for the first 24 hours after infusion select the concept.

35) What 1s the blood pressure presented by the patient?
(Select Data properties: DBP_DuringInfusion and SBP_DuringInfusion)

36) In case of hypertension, verify if patient present one of the symptoms below:
(If yes, select the corresponding Type, otherwise select hasContralndication = false)

Asthma

(a) Heart Failures

(b) Severe abnormalities in heart function that would contraindicate administration of beta-blockers
(c) Uncontrolled hypertension

By answering the questions related to the symptoms presentée Ipatient during
infusion (question 34), the level of systolic and diastolic blood presturi@g infusion
(questions 35 and 36) and by using the reasoning, the next variation paohts a

recommendations are provided according to Figure 59.
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Figure 59 - Results of the reasoning step for cagting a process model

Types
{ Ischemic_Stroke_Any_Cerebrovascular_Territory
{ No_Evidence_Intracranial_Hemorrhage
) Patient_Profile
{ Sudden_Increase_Blood_Pressure
£ VPO1_Select_Treatment
) Check_NIHSS_Score
& Esmolol
) Inclusion_Criteria_A
) Inclusion_Criteria_B
@ Inclusion_Criteria_C
" Inclusion_Criteria_D
) Intravenous_Antihypertensive_Agents
£ Intravenous_Thrombolysis_Protocol
&) Metoprolol
&) VP01-2_Start_Thrombolysis_Therapy
) VP02-2_Stop_Infusion
) VP02_Verify_Patient_During_Infusion
&) VP04-3-1_Admin_Esmolol_Or_Metoprolol
) VPO5_Verify_Lab_Results
) VPO6_Verify_CT_Scan_Results

According to Figure 59, if the patient presents a sudden incredsbigoal pressure,
the infusion is interrupted. Besides, if the patient presentsalis blood pressure (SBP) and/or
a diastolic blood pressure (DBP) above the levels stablished ihrticalgyuideline DBP>105
mmHg or SBB180 mmHg), the patient should be treat with antihypertensive ageiits. |
administration of beta-blockers is not contraindicated for the patletreatment should be
performed with Metoprolol or Esmolol. Next variation points are displayed. By answering
the questionnaire and reasoning on the ontology, the process variant canduk @ibe excerpt
in Figure 60, shows a fragment of the process built according to the questionsednswe
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Figure 60 - Fragment of the process variant custedhthrough the merged ontology
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5.3. DISCUSSION OF THE RESULTS

This chapter discussed the application of the framework proposeddtmmntraing a
process model related with the treatment of patients diagnoskdaeute ischemic stroke.
There are four treatments that can be provided for treatingnggatwith ischemic stroke:
intravenous thrombolysis, intra-arterial protocol, a combination of intiaveand intra-arterial
thrombolysis, and mechanical treatment. For the selection of the appedpeatment, several
criteria need to be considered such as the onset of symptoms, pagat'the symptoms
presented by the patient, and the patient’s medical record.

An event log related with patients diagnosed with acute ischerkeswas obtained
from a Brazilian hospital. The hospital only provides treatmeataélwith the thrombolysis
therapy. If the patient cannot be treat through this treatmeatpatient is monitored or
transported to another hospital. Thus, the case study is based on the thrombdiymstirea

The event log contains several information about the patients suge,asymptoms,
exams results, patient’s medical record, among others. Howegayént log does not contain
any other information about the activities performed after¢hexgon of the treatment. Thus,
as proposed in the framework, a process model was developed based wentheg the
clinical guideline for ischemic stroke, and expert knowledge. Theldeed process model
contains all the scenarios and respect the rules from theatligigdeline. The expert
knowledge adapts the process according to the proceedings perfotime8razilian hospital.
The development of the process model helps to understand the commoaadit@ifferences
between the treatment provided in the hospital and the clinical guideline.

Based on the process model, a coloured petri net was developed. Thtdogwas
obtained and analysed through process mining techniques. These tecluaiguemulate
several scenarios, and show relations between activities andioranatnts that are not
explicitly in the process model. The heuristic miner was applied in the event lat, evtable
to identify the variation points and the alternatives for them. Toifgie¢he rules for selecting
each alternative was applied the decision mining analysis.

Based on the information about the variation points, the alternativélsefor and the
rules to select each path, the questionnaire was developed. Thus, estanqurea set of
questions refers to a variation point. And the fact for the questiomgelated with the
alternatives for the variation points. The information related tovén@tion points are also
necessary to build the ontology related with the variation points. In this ontology, th®raria
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points and the alternatives are concepts and subsumed concepts an®Rtheuigd/define the

requirements to select each alternative. The dependency bdtweeeariation points are also
defined as SWRL rules. Thus, when a variation point is selectecgltted variation points

are also selected.

Another ontology was developed based in the clinical guideline fornmsch&roke.
SWRL rules define the relations between the recommendations arsdoful@e clinical
guideline. Then, both ontologies are merged into a new ontology. Thus, Wwgrangs the
questionnaire and by reasoning on the ontology, the process model canvisbuatided.
Besides, as a variation point is selected, the related variatiots pz@n be visualized and
recommendations about the context of the process model are also provitheduser. In this
way, the developed approach provides recommendations during the process model
customization. These recommendations provide guidance during the custmmiziathe
process model. In addition, the recommendations can improve the tnegiroeide to the

patient.
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6. DISCUSSION AND CONCLUSIONS

This chapter discusses the conclusions of this research andectigesfor future work.
This research proposes an approach for customizing a processavoaeling to the user’'s
requirements. By applying process mining techniques, the framewwslres that the
individualized process variants follow the rules of the application environment. Ongotwgie
used to support the user during the process model customization bymgoeicbmmendations
about the configuration process and the business context.

Based on the research goal, four questions have been raisedollothi@g, we present

answers for these questions by summarizing the main findings.

RQ1: How to customize a process model in order tdbtain a process variant that

correctly represent a business context?

This question was decomposed in two sub-questions aiming to demonstrate the aspects
that need to be considered when building a customizable process motehatiee existing
approaches propose to customize a process model. Through therbteesiew (Chapter 2),
two types of customization were identified: by extension and dsgriction. When the
customizable process model represents all the behaviour imglea siodel, the customization
is performed by restricting its behaviour. On the other side, leerrustomizable process
model represents the most common behaviour, the customization is perfoymetending its
behaviour.

Therefore, customization is obtained through transformations in thenuaable
process model. These transformations are performed in the pointscoftbanizable process
model that are subject to variation, called variation points. Ineagation point a choice need
to be made in relation to the available alternatives. This cheiogade based on the rules
attached with each alternative.

Thus, in each variation point a decision need to be made in orderiv@luadize a
process model. A decision can be made at design time (can be made befa® greceation)
or at run-time (can only be made when the information is avajldbésides, a decision in one
point can have a direct implication on the other variation points.

In this way, when building a customizable process model is edsentdentify the
aspects related with the variation points. Another aspect itedeta the behavioural and
structural correctness of the individualized process model. Thewstlcbrrectness ensures
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that all nodes in the customized process model are connected and tieurahaorrectness
aims to avoid deadlocks or livelocks. In addition, guidance and recomnuerslaliring
process model customization ensure that the customized processswodeddtly customized.
Recommendations may be related with the process model cusiomatvith the application
context.

The analysis of the related work (Chapter 3) provides an understanding thbo
existing approaches for process model customization enablingitdydbe drawbacks in this
area. The approaches for customizing a process model can be classifiatigasable nodes,
element annotation, activity specialization, and fragment customization.

Configurable nodes are points in the process subject to variatiomjch wptions are
assigned. A configurable node can be defined as activities, egatdsyays, resources and
objects associated with activities. In the element annotationdel element (activities, events,
gateways, sequence flows, resources and objects) is a vampaiio) which graphically
annotate a model with properties of the application domain. In thétyaspecialization, the
variation points are activities defined as abstract and optionaimierg customization is
related to the customization tife process model through change operations, which enable to
delete, insert, move or modify a process fragment.

This research focused on the configurable node approaches. Thus, feachppr(C-
EPC, E-IEPC, ADOM, C-YAWL.) have been analysed regardiedype of customization (by
restriction and/or by extension), structural and behavioural coesstif the process variants,
guidance and recommendations during customization, and the relatiohsvpsen the
variation points. The analysis of these approaches showed that supmddecking during
customization is not addressed by the existing approaches.

C-EPC ensures behavioural and structural correctness. Guidelmakso be provided,
but they are related to each variation point and not with the busioetexts. Besides, is not
easy to identify the relationships between the variation pointsPC-i&tend the C-EPC by
representing variability related to the roles and objects. Qmalide YAWL (C-YAWL)
customize the process model by hiding or blocking the configurablatiasti The rules to
select the activities are not expressed in the process ntlogielis not clear the relationship
between the nodes.

Structural and behavioural correctness are ensured in C-IEPG4AMMC by means
of algorithm. Both approaches enable to apply the questionnaire-npyatelaeh in order to
provide guidance to the user during customization. The questionnaire-numebeh is

composed of questions and facts. Each question corresponds to a variatiamg@ach fact
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corresponds to the alternatives available for the variation pogudstion. Thus, by selecting
a fact, a process variant is selected. However, these approachesot provide

recommendations for the user and the relationships between th&ownapoints are not
obvious.

ADOM customize the process model by restricting and byneet its behaviour.
ADOM cannot ensure the behavioural and structural correctnessdartgei and
recommendations are not provided. The relationships among the variatiis gamnnot be
identified.

The chapter also presented the most relevant approaches for zesdgmnocess model
regarding the other types of classification: element annotataivjty specialization and
fragment customization. Thus, regarding these classificationsCdmgigurative Process
Modelling, PESOA approach, and Provop approach are discussed. The PESQutlaod
the Provop approach have been used as base for the development of many other approaches.

Thus, the analysis of these approaches for process model customizatiod stedvaa
approach capable of providing recommendations related to the business prooceszatish
and the business context, also showing the impact of a decision protiess model are still

missing. The discovery of these needs help to answer the next questions.

RQ2: What are the theoretical and practical argumeits motivating the application

of process mining to discover customizable processodels?

This question was decomposed in two questions aiming to identifydhegsrmining
techniques that can be applied to identify the aspects relatetheipnocess variants enabling
to improve the customizable process model, and how improve the customizable process model
to consider several scenarios.

Process mining techniques analyse the data about the business moeestion,
enabling to discover, monitor, and improve business process. Severahatgohnihve been
developed focusing in different aspects. Thus, when analysing thesgroagng techniques,
we focused on the algorithms that could be applied for identify theeeals for developing a
customizable process model as identified in the RQ1, i.e., tiigarpoints, the alternatives
for them and the rules for selecting each alternative.

As result, heuristic miner and decision miner were applied. Wherraotiisy a process
model, heuristic miner considers the frequencies of events and segudihés technique
enables to discover the variation points and the alternatives. Howeeganniot be used to
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discover the rules for selecting the available alternatives., Beassion miner was applied to
discover these rules. Decision miner discover the points where thesgra split into
alternatives paths (i.e., the decision points) and the rules for select eawdtiaker

The discovery of process variants from the log enables improvinggswariants by
correcting deviations, anticipating problems, etc. In addition, impkiciiwledge can be
captured, thus enabling enriching the process variants. Besidesalygiag the variation
points two types of variation points were identified: mandatory androgdti The variation
points defined as mandatory are related to the selection of puacesds, thus they inherit the
optional variation points. This definition of the variation points enablesntterstand the
interdependencies between the variation points. In this way, wherdi@elis made in the
mandatory variation points, the related set of optional variation points is enabled.

The analysis provided by the heuristic miner and the decisiorermnay show
deviations that might exist in the business process. Besides, mni@yenay not contain all
the activities performed during the process execution. Thus, thesprowalel obtained from
the event log analysis can be improved with expert knowledge and ¢neainind external

regulations.

RQ3: What are the theoretical and practical argumems motivating the use of

ontologies for process model customization?

This question was decomposed in one question aiming to identify ibgrs can be
applied for providing decision-making support during the process modebnuastion.
Ontology is like a vocabulary structuring the concepts from a dyntaiattributes, and the
relationships between them, enabling to represent, (re)use, snar exchange the common
understanding about these elements. Ontologies also enable toeas®rer engine, which
take a collection of axioms written in OWL enabling to deduse kreowledge. A reasoner is
also used for classification, query, to check the ontology consistency, among others.

A process model is customized by selecting a choice foneaition point that might
exist in the customizable process model. As mentioned, the selett@mnavailable choice
relies on the rules attached to them. These rules are defised ba the business rules,
including the internal and external regulations. As result, the ggonedel customization may
rely in a large amount of information. Besides, the selection invani@tion point may

influence the selection of other variation points. These relatiansatso be defined in the

133



ontology. Thus, ontologies can be applied to formalize the knowledge for customzoegpr

models in a specific business context.

RQ4: How process mining and ontologies can be apptl to customize a process
model according to all the requirements related t@ particular business context?

By answering the previous questions, it was possible to identifydmi@alogies and
process mining can be applied for customize process models. Thebaske tichniques allows
to fulfil the existing gaps related to the process model custdimiz As mentioned, there is a
need for supporting the decision-making during customization threesgimmendations about
the business process customization and the business context. In addéionderstanding
about the relationships between the variation points enable to evakiatgtct of the decision
in the process model customization.

Based on this, a framework for customizing process variants wadogded. The
framework is composed of three steps. In the first step, an legeist obtained and analysed
through the decision mining techniques. If the event log is incompleteyvére log can be
improved with the expert knowledge and the internal and external tiegslaln this case, a
process model is developed. In order to analyse the developed process model, an event log can
be generated and analysed by applying process mining technigquédentify the process
variants, the decision miner is applied to discover the variationsptiet alternatives for them,
and the related rules. The decision miner also enables to understand the depehdbanean
the variation points.

A process model is customized according to the user’s requireriretitss way, the
guestionnaire-model approach can be applied to guide users in providimgfdimation
needed for process variant selection. In this approach, each variation poinorafgrgestion,
and the alternatives available for the variation points refefacts for answer the questions.
Thus, by selecting a fact related to a question, the relatdative is selected in the process
model. In the proposed framework, the questionnaire-model is developed taste
information provided by the decision point analysis.

The third step refers to apply ontologies for customizing a psonexdel. It was
proposed to use two ontologies, one based on the variation points and otieelr teeldne
internal and external regulations. The relation between the varftiats is specified based
on the analysis provided by the decision miner. Then, the ontologies are merged. The resulting
ontology contains all the knowledge need for customize a processtvadnghis way, by
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answering the questionnaire, and then, by using a reasonee etigirontology displays the
recommendations about the next variation points and the recommendationthalimginess
context in relation with the alternative selected.

Thus, the framework proposes to customize a process model bgtiregits behaviour.
By customizing the process model through ontologies ensures suppidetisggon making
during customization and the behavioural correctness. As drawbackesempwork does not
automatically select the process variants. In this way, theiguaesire is also not connected
with the variation points. Besides, other perspectives, such as #r@zatgpnal structure are
not considered in the framework. In addition, the framework should contaippas of
treatments that can be provided for patients with ischemic stroke.

Considering these drawbacks, as future work, the process model camobsted with
the concepts in the ontology enabling the automation of the modellingoafiguration tasks.
Thus, an interface can be developed for the user to customize thespnoadel. The system
should link the questionnaire, the process model and the ontologies. Wwaghithe interface
displays the questions for the user and according its selectioprabess fragment till the
process variant is complete. Besides, only the relevant questiond sleodisplayed for the
user. In addition, according the user’ selection, recommendations abgubtiess should be

provided.

135



APPENDIX A — QUESTIONNAIRE FOR PROCESS VARIANT SELE CTION

1. What is the patient’s age? (Data property: hasAge)
2. What is the patient’s gender? (Data property: hasGender)

3. How long has the patient displayed signs of ischemic stroke? gtarty: hasSympOnset
—-e.g., 2.3 equal to 2h30m)

4. Does the patient present ischemic stroke in any cerebrovaseultory? (If yes, select
Types: Ischemic_Stroke_Any Cerebrovascular_Territory)

5. Does the patient present evidence of intracranial haemorrhagennrbaging techniques?
(If no, select Types: No_Evidence_Intracranial_Hemorrhage)

6. Does the patient use oral anticoagulant? (If yes, select Types: Oriabgntlant)

7. What is the Prothrombin time presented by the patient? (Deperty: hasINR and hasPT)
e.g.,, INR=1.7, PT = 15 seconds.

8. Has the patient used heparin? If yes, how many hours ago did that gake this
medication? (Data property: hasHeparinUseHours = hours)

9. Does the patient present prolonged aPTT? (If yes, select Types: ProlaR§dg

10.Has the patient had ischemic stroke in the last three monthg&s(Ielect Data property:
haslschemicStroke = true)

11.Has the patient had severe head trauma in the last three mhdtlitlygs, select Data
property: hasHeadTrauma)

12.Has the patient history of intracranial hemorrhage and/or cerebutaas@lformation? (If
yes select Types: History_Intracranial_Hemorrhage and/@b@®rascular_malformation)

13.Does the patient present hypodensity of more than one-third of the roetdlaral artery
territory in the head CT? (If yes select Type:
Hypodensity More _One_Third_Middle_Cerebral_Artery_ Territory)

14.What is the systolic and the diastolic blood pressure presentbe pgtient? (Select Data
property: SBP_1, SBP_2, SBP_3, DPB_1, DPB_2, DPB_3).

If necessary, (hypertension (SBP >= 185 mmHg, DBP >= 110mnmég)ea the next
question (15):

15.Does the patient have asthma, heart failure, severe abnormalitiesrt function that
would contra-indicate administration of beta-blockers or uncontrollpdrtgnsion? (If yes,
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select Types: Asthma, Heart Failure, Severe_ Abnormalitiest Hesnction,
Uncontrolled_Hypertension)

16.Has the signs and symptoms had a rapid and complete resolutionthedarbolytic agent
administration? (If yes, select Types:
Rapid_and_Complete Resolution_Signs_Symptoms_Before_Thrombolytic)

17.Does the patient present mild neurological deficit (with ngnificant functional
deterioration)? (If yes, select Types:
Mild_Neurological_Deficit_No_Significant_Functional_Deterioration)

18.Has the patient had major surgery in the last two weekseg]fsglect hasMajorSurgery =
true)

19.Has the patient had an invasive procedure in the last two weeks/es(l select
hasinvasiveProcedure = true)

20.Has the patient history of genitourinary bleeding in the last 8ks® (If yes, select
hasGenitourinaryBleeding = true)

21.Has the patient history of gastrointestinal bleeding in the3askeeks? (If yes, select
hasGastrointestinalBleeding = true)

22.Has the patient history of esophageal varices (If yes, select Esophameads)?

23.Has the patient history of an arterial puncture at a no comipiessie within the last 7
days? (hasArterialPuncture = true)

24.Does the patient present coagulopathy (INR > 1.7) (Select TQoegulopathy and Data
property: hasINR)? Prolonged aPTT (Select Types: Prolonged_aPTT)?

25.What is the platelet count presented by the patient? (Data propesPlateletCount,
<100.000/mm3)

26.What is the blood sugar level (<50mg/dL) presented by the pa®ekect Data property:
hasBlood_Sugar)

27.Does the patient present signs of endocarditis (Select Types:dttitie)® Septic embolus
(Select Types: Septic_Embolus)? Or pregnancy (If yes, detdeat property: isPregnant =
true)?

28.Has the patient history of myocardial infarction in the lastahtims? (If yes, select Data
property: hasMyocardial_Infarction = true)

29.There is clinical suspicion of subarachnoid haemorrhage (Types: ashhard
haemorrhage) or acute aortic dissection (Types: Acute_Aortic_D@sgtt
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30.Has the patient had epileptic seizure at the onset neurologidait d8klect Types:
Epiletic_Seizure_at_the Onset_Neurological_Deficit) or cerebelréssm (Select Types:
Cerebral_Aneurism)

31.What is the NIH presented by the patient? (Select Data propertiesH&SN

For verifying the factors that are not absolute exclusion reiteselect
Factors_That_Are_Not_Absolute Exclusion_Criteria.

Select hasNoExclusionCriteria = true, if:

» If the answer for questions 6 to 29 is No;

» If the treating neurologist is convinced that the factors that are not an absolute
exclusion criteria are unrelated to the patient’s acute neurologiceitdefi

» If the factors that alter the risk/the benefit ratio of thrombolytic thedmes not
constitute a contraindication to its use;

Otherwise, select hasInclusionCriteria = true.

After answer the previously questions, Select VPO1_Select Teaatththe treatment
selected is VP01-2_Start_Thrombolysis_Therapy:

To access recommendations about neurological assessment duringninfedect:
Types: Neurological _Assessment_Recommendations

To access recommendations about the management of blood pressurenfusiog, i
select Types: Recommendations_Manage_Blood_Pressure_During_And_rAdtsion

32.Check the NIH. Has the NIH presented by the patient had agase of 4 points or more
during infusion? (If yes, select hasAdded_4_ Points_of More_in_NIHSS_ Score = true)

33.The patient present any of the symptoms below: (If yes select the codagpdgpe)

e Vomiting;
* Severe Headache
 Nausea

* Decrease level of Consciousness

e Deterioration neurological status

e Sudden increase of blood pressure
If, VP02-1_Continue_Infusion is selected answer the question 34:
Select Types: VP03_Verify_Time_Infusion

34.How long the infusion started? (Data property: hasinfusionTime — in minutes)

To access the Recommendations for the first 24 hours after infusion selecatdéptco
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If, VP02-2_Stop_Infusion is selected answer the following questions:

35.What is the blood pressure presented by the patient? (Seldet [@aperties:
DBP_DuringInfusion and SBP_DuringInfusion)

In case of hypertension, verify if patient present one of the syngbelow: (If yes,

select the corresponding Type)

Asthma

Heart Failures

Severe abnormalities in heart function that would contraindicatenadration of beta-
blockers

Uncontrolled hypertension

VPO5_Verify Lab_Results or VP06_Verify CT_Scan_Results. It is noessacy

follow a specific order:

If the laboratories results are available, answer the following questions:

Does the patient present a low fibrinogen? (Data property: hasLowFibrindges) =
Does the patient present abnormal PT or aPTT? (Data property: hasAbnormalPT
and/or has Abnormal_aPPT)

Does the patient present low haematocrit or high? (Data property: hasLovddemat
= true or hasHighHematocrit = true)

Does the patient present a low platelet count? (Data property: hasLowEiabei

If the CT scan results are available, answer the following questions:

Does the CT scan show signs of intracranial haemorrhage?eflf select
hasintracranialHemorrhage = true otherwise haslintracranialHeagar = false)

If VPO7_Verify Bleeding_Central_Nervous. Answer the following question:
Does the patient present signs of bleeding in the central nervatesn&y(If yes, select

hasCentralNervousBleeding = true, otherwise select hasOé¢ertvalusBleeding =
false

36.Does the patient’s clinical status continue to deteriorate after four to ss?h@iliyes,
select hasDeterioationNeuroStatus = true, otherwise select hasB@ehtzuroStatus =
false).
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APPENDIX B.1 — ONTOLOGY RELATED WITH THE VARIATION POINTS
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APPENDIX B.2 - ONTOLOGY RELATED WITH THE CLINICAL GUIDELINE FORT HE TREATMENT OF ACUTE ISCHEMIC
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APPENDIX B.3 — MERGED ONTOLOGY
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