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A thiocarbonate sink on the enzymatic energy landscape of aerobic
CO oxidation? Answers from DFT and QM/MM models of Mo–Cu CO-
dehydrogenases

Anna Rovaletti,a Maurizio Bruschi,a Giorgio Moro,b Ugo Cosentino,a Ulf Ryde ∗c and Claudio Greco∗a

We present a theoretical investigation providing key insights on a long-standing controversial issue that dominated the debate on
carbon monoxide oxidation by Mo–Cu CO-dehydrogenases. Previous investigations gravitate around the possible occurrence of a
thiocarbonate intermediate, that was repeatedly reported to behave as a thermodynamic sink on the catalytic energy landscape.
By using a hierarchy of quantum mechanical and hybrid quantum/classical models of the enzyme, we show that no such energy
sink is present on the catalytic energy profile. Consequent perspectives for the definition of a novel mechanistic proposal for the
enzyme-catalyzed CO-oxidation are discussed in light of the recent literature.

1 Introduction
The MoCu-dependent CO-dehydrogenase (MoCu-CODH), ex-
pressed by the aerobic soil bacterium Oligotropha carboxidovorans,
is an enzyme with key environmental relevance, as it detoxifies
2×108 tons of atmospheric CO annually [1]. Its catalytic mech-
anism has been the subject of extensive research efforts, which
have led to controversies regarding the nature of the intermedi-
ates along the CO-oxidizing cycle giving rise to CO2 evolution [2–
5]. The MoCu-CODH active site presents a unique architecture
in which the molybdenum ion shows a distorted square-pyramidal
geometry (Fig. 1). An oxo (O2−) ligand is found at the apex and
the base is formed by a dithiolene ligand from a molybdopterin–
cytosine dinucleotide (MCD) cofactor, another oxo ligand and a
sulfido ligand. The latter bridges to the Cu ion, which is also co-
ordinated by the sulfur atom of Cys388 and a weakly bound water
molecule [6–8]. The copper ion remains in the +1 oxidation state
throughout the catalytic cycle [2, 6]. Substrate binding and its ox-
idation are believed to occur at the Cu(I) center [9], owing to the
high degree of delocalization within the Mo–S–Cu unit, allowing
for facile electron transfer toward the redox-active Mo ion during
catalysis [10].

The first mechanistic hypothesis for the catalytic cycle of MoCu-
CODH was based on information coming from the crystal structure
of the enzyme complexed with the n-butylisocyanide inhibitor [2].
According to this proposal, after CO binding to Cu(I), the equa-
torial oxo ligand of molybdenum (Oeq) may act as a nucleophile.
Such a reaction would yield an intermediate with a five-membered
ring, involving both the Mo and Cu ions. In the next step, CO may
insert between the sulfido ligand and copper to yield a thiocar-
bonate intermediate (Fig. 1D), which is analogous to the thio-
carbamate derivative formed during inhibition of the enzyme by
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n-butylisocyanide.

Inspired by this proposal, quantum mechanical (QM) studies
based on density functional theory (DFT) were carried out on clus-
ter models of the enzyme active site [3, 4]. These studies dis-
covered an unexpected stability of the thiocarbonate intermediate
which prevented an easy progress along the CO-oxidation mech-
anism. Siegbahn et al. suggested that the release of CO2 can be
facilitated by the binding of a water molecule to molybdenum. In
another theoretical study, Hofmann and coworkers proposed that
the thiocarbonate species is not part of the catalytic cycle. Based
on their results, the thiocarbonate would represent a deep thermo-
dynamic sink located outside the CO2-evolving route, the presence
of which would significantly slow down catalysis.

Both these QM studies were performed on small cluster mod-
els of the active site, which neglect most effects of the surround-
ing protein matrix. However, a more recent study showed that
several residues surrounding the Mo–Cu binuclear center are cru-
cial to maintain the structure of the enzyme core, arguing that a
179-atom QM model is needed for accurate results [8]. Unfortu-
nately, this model has not yet been used to investigate the catalytic
mechanism of the enzyme. Recently, the previously reported reac-
tion mechanism for the oxidation of CO has been revisited by hy-
brid quantum mechanics/molecular mechanics (QM/MM) meth-
ods [11]. The study supported the formation of a relatively stable
thiocarbonate adduct, lying somehow off-path the catalytic cycle.
In fact, the authors suggested that the reaction has to follow a
reverse process in order to release the CO2 product from the thio-
carbonate species.

By this study, we want to deepen the understanding of the con-
troversial role of the thiocarbonate adduct in MoCu-CODH. We do
so by using small and large-size QM cluster models of the active
site, as well as QM/MM models of the whole enzyme. We show
that the size of the model, as well as the level of theory, have a
strong influence on the computed stability of the investigated in-
termediates. Most importantly, the thiocarbonate species turned
out not represent a potential-energy well when the enzyme is de-
scribed using large QM-cluster or all-atom QM/MM models, to-
gether with sufficiently large basis sets.
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2 Computational Methods
All calculations were based on the crystal structure of the enzyme
in its oxidized form (PDB ID: 1N5W) [2]. MoCu-CODH is a dimer
of heterotrimers. In this study, only the large subunit of one dimer,
containing the active site, was considered.

2.1 QM-cluster calculations (Models 1 & 2)

The smallest Model 1 is the model used by Hofmann and cowork-
ers and it is constituted by 24 atoms, representing the two metal
centers and their first coordination sphere (shown in Fig. 2).
Model 2 is appreciably larger and it was created and validated
by Rokhsana et al. [8]. It is composed of 179 atoms with CO
substrate and 189 atoms when considering the n-butylisocyanide
inhibitor. In addition to the atoms in Model 1, it includes also mod-
els of residues Gln240, Gly269–Gly272, Val384–Phe390, Tyr568–
Ser570, and Glu763 (also shown in Fig. 2).

All QM calculations were carried out with DFT. Geometry op-
timizations were performed in vacuo using the TURBOMOLE 7.1
software with the BP86 method [12–14]. For Model 1, the calcu-
lations employed the def2-TZVP basis set, whereas for Model 2,
the def2-TZVP basis set was used for the first coordination shell
(31 or 41 atoms), whereas the rest of the model was described
by the smaller def2-SVP basis set [12–15]. All calculations in-
cluded Grimme’s dispersion correction with Becke–Johnson damp-
ing (D3(BJ)) [16]. The resolution-of-identity technique was em-
ployed to accelerate the calculations [17]. For Model 2, all Cα

atoms were kept frozen at the crystallographic positions together
with one attached proton each. Finally, for both models, single-
point energy calculations at the BP86 level were performed on the
optimized geometries using the COSMO continuum solvent model
[18], to evaluate solvation effects on the relative energies of the
intermediates (ε=4). Moreover, the hybrid GGA functional B3LYP-
D3(BJ) [19, 20], together with the large def2-TZVPD basis set, was
employed to obtain more accurate energies.

2.2 QM/MM calculations (Model 3)

The QM/MM calculations required a detailed analysis of all
protonable residues in the protein, based on calculations with
PROPKA [21], studies of the hydrogen-bond pattern, the solvent
accessibility and the possible formation of ionic pairs. Based on
this analysis, we decided to let all Arg, Lys, Asp, and Glu residues
be charged, with exception of Glu29 and Glu488 that were pro-
tonated on OE2, whereas Asp684 was protonated on OD1. Cys-
teine ligands coordinating to metals were deprotonated. Among
the His residues, His61, 339, 766 and 793 were protonated on
the ND1 atom, His177, 178, 210, 213, 243, 700, 753, 754 and
788 were assumed to be protonated on NE2 atom, whereas the
other His residues were assumed to be doubly protonated. The
protein was solvated with water molecules forming a sphere with
a radius of 60 Å around the geometric center of the protein.
Added protons and water molecules were then optimized by a 1-
ns simulated-annealing molecular-dynamics simulation, followed
by a minimization.

The QM/MM calculations were performed with the ComQum

software [22, 23]. In this approach, the protein and the solvent
are split into three subsystems: System 1 is the QM subsystem
(containing 49 or 65 atoms considering CO or n-butylisocyanide,
respectively, shown in the inset in Fig. 2 and in Figure S1 in the
Supporting Information), System 2 consists of all residues with any
atom within 6 Å of any atom in System 1, whereas System 3 con-
tains the remaining part of the protein and the water molecules.
During the QM/MM geometry optimizations, System 1 was relaxed
by QM methods, whereas Systems 2 and 3 were kept fixed at the
crystallographic coordinates. In the QM calculations, System 1 was
represented by a wavefunction whereas all the other atoms were
represented by an array of partial point charges.

Covalent bonds between the QM and MM systems were trun-
cated using the hydrogen link-atom approach [24]. The QM sys-
tem is capped with hydrogen atoms (hydrogen link atoms, HL),
the position of which are linearly related to the corresponding car-
bon atoms (carbon link atoms, CL) in the full system [22]. The
CL atoms are not included in the point-charge model. The total
QM/MM energy in ComQum is calculated as

EQM/MM = EHL
QM1+ptch23 +ECL

MM123,q1=0−EHL
MM1,q1=0 (1)

where EHL
QM1+ptch23 is the QM energy of System 1 truncated by HL

atoms and embedded in the set of point charges modeling Systems
2 and 3. EHL

MM1,q1=0 is the MM energy of System 1, truncated by
HL atoms, without any electrostatic interactions. ECL

MM123,q1=0 is
the classical energy of the whole system, with CL atoms and with
the charges present in System 1 set to zero, in order to avoid dou-
ble counting of the electrostatic interactions. Thus, ComQum em-
ploys a subtractive scheme with electrostatic embedding and van
der Waals link-atom corrections [25].

The QM calculations were carried out using TURBOMOLE 7.1
software [12]. Geometry optimizations were performed using the
BP86 functional [13, 14] in combination with def2-TZVP basis set
[15], including empirical dispersion correction D3(BJ) [16] and
the resolution-of-identity technique to accelerate the calculations
[17]. The MM calculations were carried out by means of the Am-
ber software [26], using the Amber ff14SB force field for the pro-
tein [27], and the general Amber force field [28] with restrained
electrostatic potential (RESP) charges [29] for carbon monoxide,
n-butylisocyanide and MCD. The two Fe2S2 clusters were described
with RESP charges and a non-bonded model (they are kept fixed in
the calculations). Single-point calculations at B3LYP-D3(BJ)/def2-
TZVPD [15, 19, 20] level were also run on the optimized geome-
tries.

2.3 Big-QM calculation

More accurate QM/MM energies were also obtained by means of
the Big-QM technique [30, 31]. This approach was developed to
reduce the dependence of QM/MM energies on the size of the
QM system and on the arbitrariness of the choice of the latter
[32], based on the knowledge that QM/MM calculations converge
faster than QM-only ones, but models of about 1000 QM atoms are
needed to obtain convergence of the energies [33–36]. The mini-
mal QM system (System 1) was extended with all chemical groups
with at least one atom within 6.0 Å and junctions were moved two
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amino-acids away from each residue in the minimal QM system. In
addition, all buried charges inside the protein were included, with
exception of the two iron–sulfur clusters (see Supporting Informa-
tion Table S2). The resulting Big-QM model is constituted by 1060
atoms when the n-butylisocyanide ligand is present in the system.
It is constituted by 990 atoms when the CO ligand is present in-
stead (see Fig. 2). The Big-QM calculations were performed on co-
ordinates from the QM/MM optimizations of Model 3, with a sur-
rounding point-charge model, at the BP86-D3(BJ)/def2-SVP level.
The multipole-accelerated resolution-of-identity J approach (marij
keyword) was employed to accelerate the calculations [37]. The
resulting energies were corrected with a QM/MM MM term (cf.
Eqn. 1) for the Big-QM region:

EMM = ECL
MM123,q1=0−EHL

MM1,q1=0 (2)

Finally, the energies were also corrected by taking into consider-
ation the B3LYP-D3(BJ)/def2-TZVPD functional and basis set ef-
fects, using calculations with the standard QM/MM QM system
with a point-charge model of the surroundings:

Ecorr = EB3LYP/TZVPD
QM1,ptch23 −EBP86/SVP

QM1,ptch23 (3)

3 Results
In this work, we focus on the first steps of the CO-oxidation mech-
anism and on the associated side reaction described by Hofmann
and coworkers [4]. In particular, we consider the thiocarbonate
adduct (D in Fig. 1) and the intermediates that give rise to it (A, B
and C in Fig. 1).

Structural comparison of each of these species, optimized using
models 1–3, showed great structural similarity (see Supporting In-
formation, Table S3). The mean absolute deviation for the bonded
distances in this table between Model 1 or Model 2 and Model 3
is only 0.03 and 0.02 Å, respectively. The maximum deviation is
0.10 Å, observed both for the Cu–C(CO) bond in intermediate A
and for the Mo–Oeq bond in intermediate D for Model 1.

Larger differences are observed when comparing distances be-
tween non-bonded atoms. In particular, the position of the CO
substrate with respect to the putative nucleophile Oeq in A de-
pends strongly on the model size. As the description of the ac-
tive site environment becomes more and more complete, the C · · ·
Oeq distance becomes considerably shorter (3.54, 2.62 and 2.26
Å for Models 1, 2 and 3, respectively). The latter result suggests
that the protein surrounding the active site has a role to assist the
correct positioning of the substrate with respect to the incipient
nucleophile. The presence of the aromatic ring of Phe390 in front
of the Cu ion might be responsible of this effect, as it was proposed
to influence the nature of the interaction between the copper ion
and a weakly-coordinated water molecule in the crystallographic
experiments [8].

Moreover, mutation of Phe390 to Tyr was reported to partially
impair CO-oxidation catalysis [38]. The latter experimental evi-
dence further illustrates the importance of going beyond the first
coordination sphere when details on CO binding and processing
need to be modeled. In this regard, it is interesting to notice that
a variant of Models 1 supplemented simply with the inclusion of

the sidechain of residue 390 gives place to unreliable structures
already at the level of the substrate-unbound form of the enzyme
(see Figure SX in SI)

The relevance of the second coordination sphere and of the long-
range effects of the protein matrix becomes evident also when the
relative energies of the various intermediates are considered (see
Table 1). We focus first on the stability of D, given the key rel-
evance of this thiocarbonate intermediate in previous theoretical
investigations of MoCu-CODH. The computed ∆EDA between D
and the parent adduct A is large in the case of Model 1, which
is not surprising given the results of previous studies based on
small models of the active site (∆EModel1

DA = –47 kJ/mol). However,
the energy difference becomes much smaller when the size of the
model increases: ∆EModel2

DA = –25 kJ/mol, ∆EModel3
DA = –8 kJ/mol.

The latter energy difference shrinks further when Big-QM/MM cor-
rections are adopted (∆EBigQM

DA = –5 kJ/mol).
As for intermediate B, the ∆EBA energy differences appear to de-

pend much less on the size of the adopted model, with a variation
of up to 23 kJ/mol. More specifically, ∆EBA is essentially inde-
pendent of the second coordination sphere (Models 1 and 2 give
nearly identical energies), whereas inclusion of long-range inter-
actions influences the energy difference somewhat more (cf. the
QM/MM results in Table 1).

The effect of the second coordination sphere of the metals
turned out to be more pronounced when the stability of interme-
diate C is considered. In fact, for Model 1, this intermediate is
predicted to be very stable (∆EModel1

CA = –60 kJ/mol). However, the
computed energy difference becomes much smaller when the ac-
tive site model includes the second coordination sphere (∆EModel2

CA
= –22 kJ/mol), and it shrinks further when the whole protein
is considered (∆ECA = –2 kJ/mol and –12 kJ/mol in the case of
QM/MM calculations without or with Big-QM corrections, respec-
tively).

In analogy with some of the previous studies on the cat-
alytic mechanism of the MoCu-CODH [4, 11], we also carried
out ancillary calculation on the inhibition of the enzyme by n-
butylisocyanide (|C≡N–R, a ligand that is isoelectronic with the
|C≡O substrate). This was done to assess the capability of our
larger models to reproduce the deep potential well associated with
the formation of a thiocarbamate adduct, which is at the basis of
the experimentally observed inhibition. Analogously to previous
reports, the stability of the thiocarbamate adduct (F in Fig. 1) was
evaluated by considering the parent encounter complex as a refer-
ence (E in Fig. 1). As expected, our calculations show for all four
models a high stability of the thiocarbamate product F with respect
to the reference E: ∆EFE = –66 to –97 kJ/mol, as can be seen in
Table 2. Thus, our large-sized models – and in particular the Big-
QM calculations – provide energy landscapes that are compatible
both with the inhibitory role of the thiocarbamate adduct and with
a non-inhibitory role of the thiocarbonate intermediate.

4 Discussion
In this work, we evaluated the relative stability of the thiocarbon-
ate intermediate in MoCu-CODH, whose formation is thought to
represent a key intermediate during catalytic CO oxidation. To this
end, a hierarchy of QM-cluster models of different sizes, as well as
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QM/MM models were adopted to describe the enzyme.

Our results from a small QM-cluster model including only the
metal ions and their first coordination sphere suggest that the
thiocarbonate adduct corresponds to a deep well on the potential-
energy surface. Notably, the early studies by Hofmann, Siegbahn,
and coworkers [3, 4], reported energies even more negative for
this intermediate (up to –93 kJ/mol as compared to the encounter
complex). The latter models not only bear the shortcomings from
complete or partial neglect of the second coordination sphere. In
fact, the lack of dispersion energy corrections in those studies was
later reported to contribute to inaccuracies in the calculation of
energy differences involving the thiocarbonate intermediate [39].
In a recent QM/MM study by Xu and Hirao, the thiocarbonate con-
former was predicted to be less stable. However, according to those
authors, this species would still represent a thermodynamic sink,
with a QM/MM ∆EDA energy difference of –43 kJ/mol. This would
drive the enzyme somehow off-path when the C intermediate is
reached, as the rearrangement of the latter to give the thiocarbon-
ate adduct was reported to be energetically favorable. Notably, the
basis set used in the latter QM/MM study for geometry optimiza-
tions was of double-zeta quality both for metal atoms and for light
atoms. Previous studies on similar Mo-containing systems have
suggested that the choice of the basis set is critical to obtain accu-
rate energies [40, 41]. An evaluation of the influence of the quality
of the basis set used during the optimization on our system, evi-
denced an effect of 19 kJ/mol on the final energies even when the
involved intermediates retain a high degree of structural similarity
(see Supporting Information, Tables S4 and S5).

In conclusion, accurate modeling of the protein surroundings
around the active site, coupled with consideration of dispersion
effects and employment of sufficiently large basis sets allowed us
to reveal that the thiocarbonate adduct does not play the role of
an unusual rate-limiting intermediate in MoCu-CODH. Instead, our
results are in line with a recent proposal [9] that intermediates B,
C and D may be readily interconverted during biocatalysis.

Table 1 Relative energies (kJ/mol) of the intermediates A, B, C and D,
calculated using the QM-cluster models, the QM/MM model and the Big-
QM approach at B3LYP-D3(BJ)/def2-TZVPD level.

A B C D
Model 1 0.0 -5.0 -60.2 -46.9
Model 2 0.0 -2.1 -21.8 -25.1
Model 3 0.0 -24.7 -2.1 -8.4
Big-QM 0.0 -15.5 -11.7 -5.0

Table 2 Relative energies (kJ/mol) of the intermediates E and F, calcu-
lated using the QM-cluster models, the QM/MM model and the Big-QM
approach at B3LYP-D3(BJ)/def2-TZVPD level.

E F
Model 1 0.0 -89.9
Model 2 0.0 -88.3
Model 3 0.0 -97.1
Big-QM 0.0 -65.7
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