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Strain coupling and acoustic attenuation associated with glassy magnetic phase
transitions in the disordered double perovskite La2FeMnO6
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Elastic and anelastic anomalies in a ceramic sample of La2FeMnO6 have been characterized by resonant ul-
trasound spectroscopy in order to understand the strength and form of magnetoelastic coupling that accompanies
the glassy magnetic transitions of a double perovskite with no long-range order of the B-site cations. The first
transition, to a cluster glass below ∼280 K, does not appear to involve any significant coupling with strain.
The second glassy transition, near 55 K, appears to conform to Vogel-Fulcher dynamics in which magnetic
dissipation and acoustic loss peaks arise from freezing driven by interactions between ferromagnetic clusters,
with an activation energy of ∼0.03 eV and time constant τo ∼ 10−9 s. The magnetoelastic coupling mechanism
appears to involve local spin states with strain relaxation enhanced by changes in local electronic structure.
Mediation of the coupling via strain also ensures that local heterogeneity in the strain state, such as at ferroelastic
twin walls, will contribute to the magnetic heterogeneity of these materials.
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I. INTRODUCTION

The remarkable electronic and magnetic properties of dou-
ble perovskites with B-site transition-metal ions, including
room-temperature colossal magnetoresistance [1], high Curie
temperature [2], half-metallic character [3], and multiferroic-
ity [4], make them phases of topical interest in condensed-
matter physics, materials physics, and materials science. Most
of the functional properties develop when the two B-site ions
are transition-metal elements, and this characteristic is proba-
bly due to the unpaired 3d electrons which strongly correlate
with each other or with oxygen 2p electrons in the double
perovskite structure [2,5]. In addition, charge transfer [6],
low-temperature saturation magnetism [7], magnetodielectric
properties [8], etc., are expected to be sensitive to the degree
of B-site cation order. Because of the promising magnetoelec-
tric, magnetodielectric, and colossal magnetoresistive proper-
ties, La2BMnO6, with B = Ni, Co, Fe, etc., is highlighted
among other members of the series. However, in compari-
son with La2NiMnO6 [8–22] and La2CoMnO6 [14,23–31],
less attention has been paid to La2FeMnO6 (LFMO) even
though ferromagnetic half-metallic properties were recently
predicted by calculation [32]. Furthermore, bulk La2NiMnO6

and La2CoMnO6 are known as B-site ordered or partially
ordered double perovskites [23,33,34], while bulk LFMO has
complete B-site disorder [33].

It is well understood that octahedral tilting, ferroelectric
displacements, cation ordering, and cooperative Jahn-Teller
transitions in perovskites are typically accompanied by signif-
icant spontaneous strains that provide an indirect mechanism
for coupling mechanisms between multiple order parameters.
They are also a controlling factor in the dynamics and pinning
of ferroelastic twin walls. Magnetoelastic effects are much
more variable but are important in multiferroic systems [35].

LFMO provides an opportunity to investigate magnetoelastic
coupling behavior in a glassy magnetic system where spin
and orbital ordering effects are frustrated. The present paper
follows from a study of the elastic and anelastic anomalies
associated with coupled magnetic ordering and tilt transitions
in Sr2FeMoO6, which displays variable degrees of cation
order [7]. Resonant ultrasound spectroscopy (RUS) has been
used to measure the elastic and anelastic response of a ceramic
sample of LFMO displaying the frustrated magnetic responses
associated with Fe/Mn disorder. Ac and dc magnetic suscep-
tibilities have been used to characterize the glassy magnetic
properties of the same sample.

II. CHARACTERISTIC STRUCTURE
AND PROPERTIES OF LFMO

LFMO was reported by Jia et al. [36] to have a hexagonal
perovskite structure at room temperature, but all subsequent
determinations indicate that it is orthorhombic, in crystal-
lographic space group Pbnm (conventional setting: Pnma)
[37–45]. The equivalent structure with B-site ordering would
be expected to have space group P21/n. Mn3+ is Jahn-Teller
active while Fe3+ in its high spin state is not, so that substitut-
ing Fe3+ for Mn3+ is likely to reduce octahedral distortions.
The inference from lattice parameters, at least, has been that
cooperative Jahn-Teller effects are suppressed [46,47], though
Palakkal et al. [45] found a small increase in octahedral site
distortion between 300 and 100 K. Lowering of symmetry
from cubic to orthorhombic is therefore due predominantly
to octahedral tilting. The lack of free-energy drive for B-site
ordering is due to Mn3+ and Fe3+ in its high spin state having
the same radius, of ∼0.65 Å according to the tabulation of
Shannon [48].
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The magnetic state of LFMO at room temperature has
been reported as being paramagnetic [36,38,42]. However,
rather than having a discrete magnetic phase transition at
low temperatures there are two spin freezing processes. The
first is believed to be to a cluster glass [38,41,47] and
the second to a ferromagneticlike structure [38,41,47]. This
glassy freezing behavior is attributed to frustration arising
from strong local competition in the disordered structure
between Mn3+-O-Mn3+ and Mn3+-O-Fe3+ exchange interac-
tions, which favor ferromagnetism, and Fe3+-O-Fe3+ interac-
tions, which favor antiferromagnetism [44,46,49].

Characteristic features of the dc magnetic properties are
illustrated in Fig. 1 for the polycrystalline sample used in the
present paper. First, there is a divergence of the magnetization,
expressed as moment or susceptibility, between field cooled
(FC) and zero-field cooled (ZFC) conditions at a tempera-
ture Tirr [Fig. 1(a)] [38,41,43,44,46,47], which decreases as
the measuring field is increased [Fig. 1(a)] [44]. A rounded
peak in the ZFC data occurs at a temperature, Tp, which
is below Tirr [Fig. 1(a)] [38,41,43,44,46,47]. In the case of
LFMO, this pattern has been taken to be indicative of the
formation of a cluster glass [47]. Second, paramagnetism is
indicated by a linear temperature dependence of the inverse
susceptibility, χ−1, at the highest temperature, corresponding
to ∼350−400 K in this case [Fig. 1(b)] [41]. With falling
temperature, values of χ−1 then dip below the Curie-Weiss
line at a temperature T ∗ [∼330 K in Fig. 1(b)] [41,43]. In a
narrow temperature interval below T ∗, the data can again be
fit by a straight line and this has been interpreted in terms of a
superparamagnetic state with preferred alignment of moments
inside clusters and weak interactions between them [38,41].
However, an open hysteresis loop has been observed at ∼80 K
[37,49], revealing the presence of a ferromagnetic component.
Palakkal et al. [43] pointed out that the pattern of evolution
of χ−1 in LFMO is comparable with that associated with
the development of a Griffiths-like phase, i.e., ferromagnetic
clusters in a paramagnetic host. According to Bhame et al.
[49], the intermediate state could consist of a mixture of a
ferromagnetic phase and a superparamagnetic phase, while
Karpinsky et al. [46] discussed a model in which the two
phases are ferromagnetic and antiferromagnetic. The rate of
change of magnetization with temperature is greatest in the
low-temperature region, as given by a broad minimum in the
derivative dM/dT [43,44], and this is at ∼55 K in a 1000-Oe
field for the sample used in the present paper [Fig. 1(c)].
Finally, ac susceptibility measurements have revealed a fre-
quency dependence for the freezing process at these low
temperatures (De et al. [41], and see below).

Within this broad pattern, there are many variations in the
details of samples prepared for different studies. The open
hysteresis loop at room temperature shown by de Lima et al.
[47] indicates that the paramagnetic phase becomes stable
only at higher temperatures in their sample, in the same way
that it appears only to be stable down to ∼500 K in the
sample of Palakkal et al. [43]. The divergence between FC
and ZFC magnetization data has been reported as occurring
at ∼260 K [38,41], ∼100 K [44], ∼150 K [46], and ∼60 K
[47]. Not all samples show the dip of inverse susceptibility
below the Curie-Weiss line with falling temperature [41,44].
The lowest temperature freezing process has been reported as

FIG. 1. (a) Thermal evolution of the zero-field cooled (ZFC)
and field cooled (FC) magnetization, M, of a ceramic piece of
LFMO with mass 0.0114 g at 100 and 1000 Oe under FC and ZFC
conditions in a Quantum Design magnetic property measurement
system (MPMS) instrument. (b) Temperature dependence of inverse
susceptibility, χ−1. The black dotted line is a fit to a 1000-Oe
FC physical property measurement system above ∼330 K, which
gives a Curie-Weiss temperature of −35 K. The red dotted line
shows a linear fit to 1000-Oe FC MPMS data in the temperature
interval 235–265, which gives a Curie-Weiss temperature of 205 K.
(c) Derivative of magnetization with respect to temperature, dM/dT .
The 100-Oe ZFC data have two minima, at ∼47 and ∼77 K. The
100-Oe FC data have a single minimum at ∼54 K. The 1000-
Oe FC and ZFC data have single minima at ∼53 and ∼57 K,
respectively.
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occurring at ∼12 K [38], ∼20 K [41], and ∼65 K [47], but
this also changes with changing field [41]. Another LFMO
sample has been described as showing magnetic transitions at
∼60 and ∼425 K, with evidence of short-range ferromagnetic
correlations extending up to ∼570 K [43]. Bhame et al. [49]
suggested that one factor in this variability is the degree
of local cation order but the samples prepared at different
temperatures in their study also had different grain sizes.
A further variable is oxygen content. Karpinsky et al. [46]
reported that samples synthesized at high temperature in air
have a slight oxygen excess, and that this results in slightly
different magnetic properties in comparison with more nearly
stoichiometric samples produced by annealing in vacuum.
The expectation is also that both Fe and Mn have charge 3+,
and this appears to be the case when it has been checked
[36–38,43,49], with the exception that Palakkal et al. [45] pro-
duced a sample in which Fe2+, Fe3+, Mn3+, and Mn4+ were
detected. Their sample displayed a sharp change in electrical
resistivity and a small anomaly in heat capacity at ∼135 K,
which was explained as a transition to a low-temperature state
in which the charges became localized.

III. EXPERIMENTAL METHODS

A. Sample preparation and characterization

A ceramic sample of LFMO was prepared by a con-
ventional solid-state reaction method, using Reagent-grade
La2O3 (Aladdin, AR), MnO2 (Aladdin, AR), and Fe2O3 (Al-
addin, AR) as starting materials. Stoichiometric amounts of
these were mixed for about 6 h with ethanol in an agate ball
mill. The powder mixtures were dried in an oven at 353 K
for 12 h and then ground for about 30 min. The resulting
homogeneous powder was calcined at 1372 K for about
50 h in air with an intermediate grinding stage. The final
powder was pressed uniaxially at ∼25 MPa to produce a pellet
with 10-mm diameter and ∼2-mm height which was heated in
air at 1573 K for 6 h. This was sawn up so that different pieces
could be used for different measurements. The piece used
for RUS and dc magnetic measurements was a rectangular
parallelepiped with dimensions 2.183 × 1.758 × 0.674 mm3

and mass 0.0114 g. The estimated density from these mea-
surements is 4.41 g cm−3, which is ∼70% of the theoretical
density, 6.733 g cm−3, calculated from unit-cell contents. The
piece used for ac magnetic measurements had mass 0.0774 g.

Room-temperature x-ray-diffraction data were collected
from a powdered piece of the fired ceramic pellet using
an X’Pert Powder diffractometer (PANalytical) with CuKα

radiation. Collection conditions were: 5°–95° in two theta,
0.013° step size, 40.8 s/step. TOPAS-Academic V6 software
[50] was used for Rietveld refinements to obtain the lattice
parameters. The background and peak shapes were fit using
a shifted Chebyshev function with eight parameters and a
Pseudo-Voigt function (TCHZ type), respectively.

In order to characterize the surface morphology and
check the stoichiometry of the sample, scanning electron
microscopy (SEM) measurements were performed using an
FEI Nova NanoSEM microscope with a Bruker Nano GmbH
energy dispersive x-ray spectrometer (EDS) for elemental
analysis. To obtain more precise data for the stoichiometric

ratio, the amounts of La, Fe, and Mn were determined using
the inductively coupled plasma optical emission spectroscopy
(ICP-OES) method (ICS-1100, Thermo Fisher). For this, a 3:1
mixture of HCl (37%) and HNO3 (65%) was used to dissolve
the sample.

B. Resistance

The resistance as a function of temperature was measured
with a Quantum Design physical property measurement sys-
tem (PPMS) using the standard four-probe technique.

C. Magnetic measurements

Dc magnetic measurements of moment as a function of
temperature and as a function of field were carried out on
the sample used for RUS (0.0114 g) using a Quantum De-
sign PPMS DynaCool instrument in the temperature range
2–300 K. Additional measurements of dc moment up to 400 K
were undertaken on the same sample using a Quantum Design
MPMS3.

The ac susceptibility data reported here were obtained from
the 0.0774-g piece of the original ceramic pellet using a Quan-
tum Design magnetic property measurement system XL-7
superconducting quantum interference device magnetometer
in the temperature interval 2–240 K. Ac measurements were
also made on the PPMS instrument up to 300 K using the RUS
sample. These gave comparable results, though with lower
resolution due to the smaller mass.

D. Resonant ultrasound spectroscopy

The RUS method has been described in detail by Migliori
et al. [51]. Low-temperature measurements presented here
were obtained using Dynamic resonance system (DRS) “mod-
ulus II” electronics. The RUS sample holder was attached
to the end of a stick inserted into an Orange helium-flow
cryostat [52]. The parallelepiped was held across a pair of
faces directly between two transducers during two automated
sequences of data collection. In the first, the sample was
cooled from ∼280 to ∼95 K in 5-K steps and then heated
from ∼95 to ∼298 K in 2-K steps. The absolute uncertainty in
temperature is believed to be less than ±1 K, and temperature
stability during data collection is believed to be better than
±0.1 K. A settle time of 20 min before collecting a spectrum
at each set point was introduced to allow for thermal equili-
bration, and each spectrum contained 65 000 data points in
the frequency range 50–1200 kHz. The second data collection
was a cooling sequence from ∼280 to ∼10 K in 30-K steps
followed by heating from ∼10 to ∼305 K in 5-K steps, again
with 20-min equilibration time at each set point.

Spectra were analyzed offline using the software package
Igor Pro (WaveMetrics). An asymmetric Lorentzian function
was used to fit individual resonance peaks to determine peak
frequencies, f , and widths at half-maximum height, � f . Each
acoustic mode of the sample relies on some combination of
elastic constants that scales with the square of its resonance
frequency, f . The deformation involves primarily shearing
rather than breathing motions so that, for a ceramic sample,
f 2 values mainly depend on the shear modulus. Acoustic loss
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FIG. 2. (a) Room-temperature x-ray-diffraction pattern and fit
from Rietveld refinement for LFMO. The observed profile is in-
dicated by black crosses and the calculated profile is indicated by
the red line. Bragg peak positions are shown by blue lines and the
difference diffractogram (observed minus calculated) is shown in
green. The inset shows the refined structure: green octahedra are
Fe(Mn)O6, Fe/Mn atoms are dark yellow, La atoms are orange, and
O atoms are red. (b) A scanning electron micrograph of the LFMO
surface microstructure.

can be expressed in terms of the inverse mechanical quality
factor, Q−1, which was taken as � f / f .

IV. RESULTS

A. Structure, microstructure, and composition

The room-temperature diffraction pattern is shown in
Fig. 2(a) and the inset shows the refined crystal structure
(Rwp = 5.842%, Rp = 4.281%, and χ2 = 1.896). This is the
expected orthorhombic perovskite structure in space group
Pnma (no. 62), with two octahedral tilt systems and a disor-
dered distribution of Fe and Mn on the B site. Values of the lat-
tice parameters are c < b/

√
2 < a [a = 5.5357 (10) Å, b =

7.8174 (3) Å, c = 5.5262 (3) Å], consistent with suppres-
sion of cooperative Jahn-Teller distortions [46,47].

As shown in Fig. 2(b), the final LFMO sample consisted of
a homogeneous distribution of crystals with shapes approx-
imating that of a rectangular parallelepiped and dimensions
in the range ∼0.5−2 μm. EDS confirmed the proportions
of La, Fe, and Mn as La2.23±0.038Fe0.942±0.072Mn1.043±0.071O6.
ICP-OES gave the atomic ratio of La:Fe:Mn more precisely

FIG. 3. Arrhenius plot of dc resistance as a function of tempera-
ture. The straight line fit to the data has slope 2044 ± 6 K.

as 2.09:0.96:1. Following the work of Karpinsky et al. [46],
it seems likely that the sample contained a slight excess of
oxygen in comparison with the ideal stoichiometry, which
would be accounted for by a small proportion of vacancies
on the cation sites.

B. Dc resistance

Data for dc resistance, R, measured in the temperature
interval 124–390 K are consistent with an Arrhenius temper-
ature dependence, R = Ro exp(Ea/T ), as shown in Fig. 3. The
straight line fit to the data gives a value for the activation
energy, Ea, as 2044 ± 6 K (0.18 eV) and Ro = 0.90 ± 0.03 �.
This slope is essentially the same as shown for LFMO in a
similar temperature interval by Li et al. [in their Fig. 6(i)]
[44]. An equivalent plot to test the relationship for the small
polaron hopping (SPH) model, R/T = Ro exp(Ea/T ) [53],
also gives a straight line with Ea = 2261 ± 8 K (0.19 eV).
There is no evidence in the data in Fig. 3 for the change in
conduction mechanism reported at ∼135 K by Palakkal et al.
[45]. Their value of the activation energy for the SPH model
from measurements in the interval ∼135−300 K was 0.14 eV.

C. Dc magnetism

The temperature dependence of zero-field cooled and field
cooled dc magnetization, M, measured at 100 and 1000 Oe
in the temperature range 2–400 K, was already shown in
Fig. 1(a). The magnetization remains low from room temper-
ature down to ∼250 K, where there is a smooth increase. Fur-
ther steepening occurs below ∼100 K, followed by leveling
off in the FC data or a rounded maximum in the ZFC data. The
value of Tirr given by the temperatures at which the difference
between FC and ZFC values reaches 1% is ∼43 K in a field
of 1000 Oe. Values of Tp, the temperature at which there is a
rounded maximum in the ZFC magnetization, are ∼34 K (100
Oe) and ∼12 K (1000 Oe).

Variations of χ−1 display similar trends below ∼270 K but
some scatter at high temperatures [Fig. 1(b)]. The ZFC and
FC data for 1000 Oe are self-consistent in having a linear
trend at high temperatures, a change of slope at T ∗ ≈ 330 K,
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FIG. 4. (a) Isothermal magnetization (M) vs magnetic field (H ) curves collected at ten different temperatures between 2 and 300 K, using
the sample used for RUS with mass 0.0114 g. (b) Expanded view of the low-field region, showing open loops in the high-temperature range.
(c) Expanded view showing open loops in the low-temperature range. (d) Variations with temperature of coercivity (Hc) and remanence (Mr)
extracted from the M-H loops. Positive and negative values have been superimposed by multiplying the negative values by −1 and are within
experimental uncertainty of being the same. Mr increases monotonically with falling temperature while Hc has a maximum at ∼150−200 K
and a minimum at ∼50 K.

and a second linear segment between ∼235 and ∼265 K. The
black dotted line depicts a fit for the Curie-Weiss expression,
χ−1 = (T −�)/C, where C is the Curie constant and � is
the Curie temperature, and gives 1/C = 95.5 Oeg emu−1 K−1,
� = −35 K. The effective paramagnetic moment obtained
from μeff = 2.828

√
C is 6.4 μB/f.u. If Mn3+ (S = 2) and

Fe3+ (high spin, S = 5/2) are present, the spin only magnetic
moment, μSO, is expected to be (μ2

Mn + μ2
Fe)1/2 = 7.68 μB,

where μ = [4S(S + 1)]1/2. The value obtained by Palakkal
et al. [43] from their high-temperature data was 6.5 μB/f.u.
Previously reported values of � vary between ∼20 and
∼160 K [38,41,43,44,47,49]. The ZFC and FC data for 100
Oe above ∼300 K vary widely, indicating nonlinearity of the
susceptibility at small fields in the stability field of the sup-
posedly paramagnetic phase. It is not clear from the present
paper whether this is due to the presence of a magnetic
impurity or it is intrinsic to LFMO. A Curie-Weiss line has
also been fit to the data in the interval ∼225−280 K, giving
1/C = 337 Oe g emu−1 K−1 and � = 207 K.

The derivative dM/dT has a broad, rounded minimum at
∼55 K for both the 1000-Oe ZFC and FC data sets [Fig. 1(c)],
corresponding to the temperature at which the rate of increase
of magnetization with falling temperature is greatest. dM/dT

for the ZFC data measured in a 100-Oe field shows two
narrower minima, at ∼47 and ∼77 K, and there is a single
minimum at ∼54 K from the FC data.

Isothermal magnetization (M−H ) curves measured in the
range +70 to −70 kOe at ten temperatures between 2 and
300 K are shown in Fig. 4(a). As indicated by the magne-
tization vs temperature data and as also found in previous
studies (e.g., Bhame et al. [49], de Lima et al. [47], Palakkal
et al. [43], Li et al. [44]), there is no evidence for a discrete
magnetic phase transition, while opening of the curves at low
fields [Fig. 4(b)] reveals the development of a ferromagnetic
component. There is even a very small loop opening at
300 K, where paramagnetic behavior was expected. At 2 K
the values of remanent magnetization, Mr, and coercivity, Hc,
are ∼6 emu g−1 and ∼1.1 kOe, respectively. These are broadly
similar to values found for other samples of LFMO annealed
at high temperatures (e.g., Bhame et al. [49], de Lima et al.
[47], Palakkal et al. [43], Li et al. [44]). Mr increases monoton-
ically with falling temperature, in the same manner as reported
by Palakkal et al. [43], but the coercivity, Hc, has a maximum
at ∼150−200 K and a minimum at ∼50 K [Fig. 4(d)] which
is quite different from the monotonic increase shown in Fig. 3
of Palakkal et al. [43]. Within experimental uncertainty, the
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FIG. 5. (a) Real (χ ′) and (b) imaginary (χ ′) parts of ac suscep-
tibility from 2 to 240 K, with external dc magnetic field H = 30 Oe
and an ac magnetic field of 1 Oe, from a sample with mass 0.0774 g.
The temperatures of the peak in χ ′ near 27 K and the peak in χ ′′ near
12 K do not change with frequency (blue broken lines). The black
line shows how the temperature of the peak near 80 K increases with
increasing frequency (∼80 K at 13 Hz, ∼90 K at 999 Hz).

magnitudes of both Hc and Mr are symmetrical with respect to
changing sign, signifying the absence of any overt exchange
bias.

D. Ac magnetism

Figures 5(a) and 5(b) show the ac magnetic susceptibility
of LFMO through the temperature interval 2–240 K, as mea-
sured using the sample with mass 0.0774 g at frequencies of
13, 113, 433, 733, and 999 Hz, with an external dc field of 30
Oe and an ac field amplitude of 1 Oe. There is a broad peak at
∼27 K in the real part, χ ′, of the ac susceptibility [Fig. 5(a)]
and two peaks at ∼12 and ∼80−90 K in the imaginary part,
χ ′′ [Fig. 5(b)]. The temperatures of the peak in χ ′ and the
low-temperature peak in χ ′′ do not have any overt frequency
dependence at the level of resolution of the data, but both
have a trend of reducing maximum values with increasing
frequency. The temperature of the peak in χ ′′ increases with
increasing measuring frequency, ∼80 K at 13 Hz and ∼90 K
at 999 Hz, consistent with some thermally activated loss
process.

The same pattern was observed in the second set of mea-
surements on the RUS sample (mass 0.0114 g, dc field =
20 Oe, ac field = 3 Oe), though the peaks in χ ′′ were not
easy to discern because of poorer resolution. The derivative
dχ ′/dT , of the data collected at 1 kHz, although also noisy,
had a clear minimum at ∼74 K and perhaps another below
∼50 K, with similar overall form to the variation of dM/dT
from the 100-Oe ZFC data shown in Fig. 1(c). No obvious
anomalies were seen in either χ ′ or χ ′′ between 240 and
300 K.

There appear to be only two previous sets of ac data in the
literature for comparison and these are different in detail. De
et al. [41] observed a peak in χ ′ at ∼20 K, measured with ac
fields of 2 and 4 Oe, and a very much smaller peak at ∼250 K.
The amplitude of a single peak in χ ′′ was strongly frequency
dependent but its temperature, ∼9 K, only weakly so. Palakkal
et al. [45] reported only the imaginary part of the ac response
for their sample which had a change in conductivity mecha-
nism at ∼135 K. This showed two peaks. A peak near 225 K
shifted to higher temperatures with increasing frequency and
the slope from their Arrhenius plot of the data [their Fig. 7(b)]
implies an activation energy of ∼0.44 eV for the loss process.
In contrast, the amplitude of a peak near 85 K increased
slightly with increasing frequency but its temperature was
independent of frequency. The lower temperature limit of their
data was 40 K but a trend increasing from below ∼50 K hints
at the existence of an additional peak at lower temperatures.
The most important common factor in all the data is that any
changes in χ ′ accompanying changes in χ ′′ are small. This
implies that the relaxational processes being detected do not
have a strong influence on the total magnetization.

E. Elastic and anelastic properties

Segments of the primary RUS spectra collected during
heating through the interval ∼95−298 K (Fig. 6) illustrate
an increase in the resonance frequencies of all peaks with
falling temperature, corresponding to stiffening of the shear
modulus. A clear feature in the primary data is an increase
of the stiffening trend below ∼160 K, accompanied by an
interval of peak broadening. Although not shown in Fig. 6,
a similar feature also occurs in the vicinity of ∼50 K.

Variations in f 2 and Q−1 from fitting of selected peaks
in spectra collected in the heating sequence from ∼10 to
∼305 K are given in Fig. 7. The association of a small increase
in f 2 beginning at ∼55 K with a peak in Q−1 near 45 K has a
form that might be expected for a thermally activated Debye
freezing process, and the loss peak can be fit on this basis
using the expression [7,35,54–58]

Q−1(T )Q−1
m

[
cosh

{
Ea

Rr2(β )

(
1

T
− 1

Tm

)}]−1

. (1)

R is the gas constant, Q−1
m is the maximum value of the loss

at temperature Tm, Ea is an activation energy, and r2(β ) relates
to the width of a Gaussian spread of relaxation times. The
parameter β represents the width of the Gaussian distribution,
as illustrated by Nowick and Berry [59]; β = 0 and r2(β ) = 1
for a single relaxation time. The fit shown in Fig. 7 included a
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FIG. 6. Segments of RUS spectra collected during heating of a
rectangular parallelepiped of LFMO with mass 0.0114 g. Each spec-
trum has been offset up the y axis in proportion to the temperature at
which it was collected from ∼95 K to room temperature. The black
line draws attention to a change in the trend of frequency variation
with temperature at ∼160 K, with an interval of peak broadening just
below this.

linear baseline and gave Ea = 0.029(3) eV, Tm = 44.2(8) K,
and Q−1

m = 0.0057(5) at 725 kHz, with r2(β ) fixed at 1.
The break in slope at ∼160 K seen in the primary spectra

(Fig. 6) and in f 2 (Fig. 7) is also accompanied by an increase
in acoustic loss but the data for Q−1 are rather noisy. The

FIG. 7. Temperature dependence of f 2 for selected resonances,
with scaling factors applied to each so that the values overlap near
room temperature. Also shown are Q−1 values for the same reso-
nances. Labels give the approximate frequency of each resonance
near room temperature. The black solid curve near 45 K is a fit of
Eq. (1) to Q−1 data for the resonance with frequency near 680 kHz.
Q−1 data at higher temperatures are noisy and can be taken only to
indicate that acoustic loss remains high from ∼120 K up to room
temperature, though there is probably a peak in the loss below
∼150 K. Vertical dashed lines mark the temperatures at which there
is a break in slope of f 2 (∼55 and ∼160 K).

FIG. 8. f 2 and Q−1 data for a resonance peak with frequency
near 680 kHz, which showed the peak in Q−1 at ∼145 K most clearly.
The black solid curve is a fit of Eq. (1) to a segment of the Q−1 data,
including a linear baseline.

form of the loss peak was more clear in the separate run
from ∼95 to ∼300 K, as shown in Fig. 8 for a resonance
peak with frequency near 680 kHz from the separate heating
sequence. The fit of Eq. (1) to the peak in Q−1, again with
a linear baseline, gave Ea = 0.27(1) eV, Tm = 147.4(3) K,
and Q−1

m = 0.0077(2) at ∼703.6 kHz. The value of r2(β ) was
fixed at 1.

V. DISCUSSION

Although there are differences in detail with respect to
the magnetic properties of LFMO synthesized under different
conditions, the general features of the material produced for
the present paper remain the same. First, subject to the usual
caveat that some samples may contain magnetic impurities,
LFMO appears to be paramagnetic at high temperatures.
Second, there is no evidence for any discrete magnetic order-
ing transitions. Third, the magnetic structures which become
stable below room temperature develop in two stages, each
with evidence of glassy character. The new RUS results reveal
a significant role of strain coupling but it is far from clear
how the elastic and anelastic anomalies relate to the magnetic
behavior. Four possibilities may be considered: the elastic
anomalies are related to the ferroelastic character of LFMO
which is due to octahedral tilting at some high temperature
from a parent cubic structure, there is some influence from
local Jahn-Teller distortions even though the long-ranging co-
operative effect is suppressed, there is some strain relaxation
associated with hopping of electrons between cations, and/or
there are magnetoelastic effects from more straightforward
spin-lattice coupling.

A. Ferroelastic strain and twinning

Changes in elastic properties are invariably related to
changes in strain, and it is well understood that spontaneous
strains associated with phase transitions give characteristic
patterns of elastic stiffening or softening and acoustic loss.
Formally, the spontaneous strain accompanying a phase tran-
sition is a second rank tensor, with components e1 to e6,
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FIG. 9. (a) Unit-cell volume data at room temperature, taken
from the literature. Sedykh et al. (2009) produced three different
structure types with x � 0.5: Pnma II had been annealed in vacuum
at 650–700 °C, Pnma I had been annealed at 850 °C, and the R3̄c
phase had been annealed at 1100 °C. (b) Shear strains calculated
using lattice parameter data from the literature.

which can be expressed in terms of a volume strain and
symmetry-adapted shear strains [60]. Values of the volume,
V , per formula unit of La(Mn1−xFex )O3 at room temperature
taken from the literature are reproduced in Fig. 9(a). Values
for the shear strains etx[= (1/

√
3)(2e1-e2-e3)] and e4 were

calculated using expressions for product structures in space
groups R3̄c and Pnma, using expressions given in Zhang
et al. [61], and are shown in Fig. 9(b). The parent state was
taken as the cubic structure (pm3̄m) with ao = V 1/3 as an
approximation for the reference lattice parameter. e1–e2, e5,
and e6 are strictly zero in the orthorhombic structure, and
etx = e1−e2 = 0, e4 = e5 = e6 �= 0 in the R3̄c structure.

Samples with low Fe contents annealed at 650–700 °C
in vacuum have space group Pnma, the largest volume per
formula unit, and shear strains of ∼3% at room temperature
(Fig. 9), characteristic of the influence of a cooperative Jahn-
Teller distortion in LaMnO3 [62]. Synthesis in air and increas-
ing Fe content cause values of both the volume and shear
strains to reduce, indicating suppression of the Jahn-Teller
contribution to the overall lattice distortion. Values of |etx| and
|e4| for LaMn0.5Mn0.5O3 fall in the range ∼0−0.007, which
is typical of the influence of octahedral tilting transitions, as
seen, for example, in BaCeO3 [61], Pr0.48Ca0.52MnO3 [63],

and SrZrO3 [64]. In a system without B-site ordering, e4 arises
from coupling with two order-parameter components, q2 and
q4, related to the two octahedral tilt systems, and a Jahn-Teller
order-parameter component, qJT, according to [62,65]:

e4 = −λ5q2
4 − λeM2+M3+qJTq2

C◦
44

. (2)

The coefficient λ5 defines the strength of coupling between
e4 and q4, as λ5q2

4, and λeM2+M3+ defines the strength of
coupling between e4 and a combination of the second tilt com-
ponent with the Jahn-Teller component as λeM2+M3+e4qJTq2 ,
which is a shear elastic constant of the cubic reference
structure. If the only difference between LFMO samples was
the octahedral tilt angle, e4 would be expected to vary in
magnitude but not in sign. What is observed instead for
LFMO is a variation in both the magnitude and sign of e4

[Fig. 9(b)], which implies qJT �= 0. The implication is that al-
though the cooperative Jahn-Teller effect is greatly diminished
by substitution of Fe3+ for Mn3+ [46,47] it is not completely
suppressed. This, in turn, is consistent with the observation of
Palakkal et al. [45] that the average B-site distortion increases
with falling temperature.

The upper temperature limit for the Pnma structure of
LFMO, with respect to the R3̄c structure or with respect to the
parent cubic structure, is not yet known but it is unavoidable
that crystals which grew below the transition point or had
cooled through it would contain ferroelastic twins walls.
Crystallization of CaTiO3 within the stability field of the
Pnma structure results in grains which contain twin domains
on a scale of 0.5 μm, for example [66]. Twin walls due to
octahedral tilting transitions in perovskites such as SrTiO3 and
LaAlO3 are mobile under the influence of external stress at
high temperatures, and their freezing or pinning by defects
at low temperatures gives rise to a characteristic pattern of
acoustic loss at RUS frequencies [51,67,68]. Typically, the
pinning occurs above room temperature by a mechanism
which involves oxygen vacancies, with an associated activa-
tion energy of ∼0.5−1 eV [69–71].

The closest analogy with LFMO for which RUS data are
available is tetragonal Sr2FeMoO6, in which freezing/pinning
of ferroelastic twin walls occurs at ∼340 K and has an associ-
ated activation energy of �0.65 eV [7]. It is therefore unlikely
that the pattern of acoustic loss below room temperature seen
here in LFMO relates to the mobility of twin walls. On the
other hand, the walls necessarily have a local structure which
differs from that of the domains which they separate since
they are, in effect, finite volumes containing strain gradients
of e4 and etx from ∼ + 0.002 to ∼ − 0.002 and ∼ − 0.001 to
∼ + 0.001, respectively. These will inevitably give rise to lo-
cal variations in magnetic and electronic structure, enhancing
any tendency there might be for heterogeneity in the local
magnetic structure of a cluster or spin glass.

B. T ∗/cluster glass/Griffiths-like phase

The linear relationship between moment and field at 300 K
[Fig. 1(a)] demonstrates that the sample used in the present
paper was close to, if not exactly, paramagnetic at room
temperature. The Curie-Weiss fit to susceptibility data in the
interval ∼330−400 K yields a negative Curie temperature of
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∼ − 30 K, and the dip of magnetization below the Curie-
Weiss line beginning at T ∗ ≈ 330 K [Fig. 1(b)] is also typical
in form to what has been reported in the previous studies
reviewed in Sec. II, above. A narrow temperature interval
of linear susceptibility below T ∗ and the divergence of FC
from ZFC magnetization are similar in form, if not in detail,
to the previous reports which referred to the development
of glassy magnetic structures at low temperatures. The ad-
ditional information provided here is that these changes are
not accompanied by any overt anomalies in ac magnetic
properties measured in the frequency range ∼0.1−10 kHz or
in elastic/anelastic properties measured in the frequency range
∼0.2−1000 kHz. The nature of the transition at ∼T ∗ and the
resulting glassy state are not yet fully characterized but if, as
proposed by De et al. [41], for example, a superparamagnetic-
type state containing weakly interacting locally ferromagnetic
clusters develops, the dynamical spin ordering processes and
any accompanying strain relaxation must be outside these
frequencies ranges.

C. Charge transfer between cations

The resistance data in Fig. 3 show no evidence for the
charge localization transition reported by Palakkal et al. [45]
as occurring near 135 K, and Fig. 5(b) shows no sign of
the large peak in χ ′′ reported at ∼220 K for their sample.
It is therefore assumed that the sample used in the present
paper contained only Fe3+ and Mn3+. However, the fit of
Eq. (1) to the peak in Q−1 at ∼150 K (Fig. 8) gave Ea/r2(β ) =
0.27 eV, which is close to the activation energy of 0.18 eV
obtained from the resistance data. In addition, the acoustic
loss peak measured at ∼680 kHz in the present paper occurs
at almost the same temperature as a dielectric loss peak ob-
served between ∼140 K (at 10 kHz) and ∼210 K (at 1 MHz)
from a sample of La2NiMnO6 [72]. The frequency depen-
dence of the dielectric loss yielded an activation energy of
0.16 eV and the loss mechanism was attributed to asymmetric
hopping of charge carriers between Ni2+ and Mn4+ in an
electric field. If the acoustic loss was also due to freezing of
a charge-transfer mechanism with an associated strain cloud,
the Debye loss peak would be expected to be accompanied by
a small increase in the shear modulus of the sample through
the same temperature interval as the changes in Q−1. This is
not what is observed, in that there is instead a break in slope at
∼160 K, followed by a steady increase in f 2 by up to ∼9%. A
charge-transfer mechanism for the acoustic loss can probably
be discounted, therefore.

D. Spin-glass transition and magnetoelastic
coupling at low temperatures

In contrast with changes in properties at and below T ∗,
there are significant changes in the temperature dependence
of magnetization, coercivity, ac magnetism, shear modulus
(∼ f 2), and acoustic loss in the temperature range ∼2−150 K
[Figs. 1, 4(d), 5, and 7]. The expectation for a spin-glass
transition is that there will be a maximum in χ ′′ at tem-
peratures Tmax, where relaxation times, τmax, given by the
condition ωτ = 0 will conform to Vogel-Fulcher dynamics as
τmax = τ0 exp{Ea/[R(Tmax − TVF)]} (e.g., De et al. [41]). The

FIG. 10. Arrhenius and Vogel-Fulcher plots of data for relaxation
times from maxima in χ ′′ and Q−1, corresponding to the temperatures
at which ωτ = 0. The blue line is a fit to data for the peak in χ ′′

near 80 K in Arrhenius form, but its extrapolation does not pass
through the data point for Q−1. The red line is a fit to data for χ ′′ in
Vogel-Fulcher form with TVF = 54 K, and this extrapolates through
the point from the peak in Q−1 at 148 K. χ ′′ values from the peak
near 12 K are not obviously related to the other data and neither is
the data point from the peak in Q−1 near 45 K.

angular frequency, ω, is related to the measuring frequency,
f , as ω = 2π f , τo is a constant, and Ea is an activation
energy. TVF is, in effect, the freezing point at zero frequency.
If the acoustic loss peak at ∼147 K and the peaks in χ ′′ near
85 K arise from the same relaxation, it should be possible to
find a value for TVF which gives all the relaxation times lying
on a single straight line in a plot of ln τmax vs 1/(T −TVF).
Figure 10 shows that τmax values from χ ′′ and Q−1 lie on a
single straight line if TVF is set at 54± ∼ 1 K. This has a slope
corresponding to Ea/R = 352 ± 21 K and intercept ln τo =
−19.1 ± 0.7 (τo ∼ 5 × 10−9 s). Also shown in Fig. 10 are the
data plotted in Arrhenius form, τmax = τ0 exp	Ea/RTmax
, but
the straight line fit to the data for χ ′′ (Ea ∼ 0.25 eV, τo ∼
65 × 10−19 s) does not pass through the data point for Q−1. A
frequency dependent spin-glass transition is also probably a
better explanation for the stiffening of f 2 below ∼160 K, with
the amount of stiffening scaling with the square of the order
parameter, Q2

g, due to coupling with shear strains, esh, of the
form λe2

shQ2
g. Quite independently, a criterion for identifying

the low-temperature spin-glass transition is provided by the
derivative, dM/dT [43], and data for the present sample put
this at ∼55 K when measured in a 1000-Oe field.

The small increase in f 2 at ∼45 K, corresponding to stiff-
ening of the shear modulus by ∼1%, accompanied by the peak
in Q−1 have the typical form for Debye freezing of some
defect which is coupled with strain. If the zero-frequency
freezing point for the spin glass is ∼54 K, it is possible
that this relates to freezing of boundary regions between
ferromagneticlike glassy domains. The additional peak in χ ′′
at ∼12 K does not appear to be obviously related to this, based
on their relative positions in Fig. 10, and presumably arises
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from freezing of some other aspect of the microstructure of
the spin glass. Freezing behavior at these low temperatures
could also be associated with frustration of local Jahn-Teller
distortions in a material which already has a spin-glass/spin-
cluster structure due to frustration of spin states.

Values of Ea near ∼0.03 eV extracted from both the Vogel-
Fulcher fit and the acoustic loss peak at ∼45 K are interpreted
in terms of magnetoelastic relaxation dynamics involving
coupling with local shear strains. They are comparable with
values of �∼ 0.07 eV (τo ∼ 10−11 s) and ∼0.05 eV (τo ∼
10−14 s), respectively, for acoustic loss processes associated
with charge order or orbital order in Pr0.48Ca0.52MnO3 and
helical magnetism in Cu2SeO3 below ∼100 K [73,74]. The
activation energy of ∼0.08 eV (τo ∼ 10−13 s) for an acoustic
loss process in YBa2Cu3O6+x at ∼40−60 K has been at-
tributed to the movement under stress of polarons [75].

In LFMO the constraining dynamics of strain clouds cou-
pled with spin configurations are most likely due to local
changes in electronic structure, i.e., as changes in local Jahn-
Teller distortions. Straightforward spin-lattice coupling would
give a uniform change in shear strain, but a more likely mecha-
nism is that there is coupling between spin state and electronic
structure such that there are small changes in distortion of the
average BO6 octahedra. These would introduce a macroscopic
shear strain and could, additionally, change the octahedral tilt
angle.

E. Glassy magnetic structure

In terms of parameters which are commonly used to
distinguish between spin-glass and cluster-glass behavior,
the data for LFMO presented here give (Ea/R)/TVF ≈ 6,
(Tf−TVF)/TVF ≈ 0.5 (where Tf is the freezing temperature
given by the peak in χ ′′), and τo from the Vogel-Fulcher fit is
∼10−9 s. Following the discussion in Kumar et al. [76] for the
glassy magnetic behavior of NdCo1−xNixO3(x = 0.3–0.5),
these values are consistent with spin clusters, rather than
canonical spin glass, with intercluster interactions giving rise
to the glasslike freezing. In particular, the value of τo ex-
pected for a canonical spin-glass system is ∼10−12–10−14 s
and for a cluster glass the value of τo is expected to be
∼10−7–10−10 s, as set out in the discussion of Sahoo et al. [77]
for La1.5Ca0.5CoMnO6. A further indicator of cluster-glass
behavior is that the amplitudes of the peaks in χ ′′ decrease
with increasing frequency [Fig. 5(b)], in contradiction with
what is expected for a canonical spin glass [78].

The uniform increase in remanent magnetization, begin-
ning at least by ∼300 K [Mr in Fig. 4(d)], implies that the
clusters contain a proportion of individual moments with a
preferred ferromagnetic alignment that increases with falling
temperature. There is no evidence in Fig. 4(d) for an exchange
bias that could indicate the presence of interfaces between
two phases with different states of magnetic order [79]. The
steepest change in Mr occurs below ∼25 K and is presumably
related to the peak in χ ′′ at ∼12 K [Fig. 5(b)]. The coer-
civity has a quite different pattern [Hc in Fig. 4(d)] which
is presumed to provide information on the ease with which
boundaries between ferromagnetic clusters can move. The
uniform increase in Hc below ∼270 K would be expected for
the movement of boundaries between magnetic clusters which

become progressively more ordered. Low values of Hc in the
temperature interval ∼25−100 K then indicate that resistance
to displacements of these boundaries reduces steeply as glassy
freezing of the clusters starts to become established.

Finer details, such as the double minimum in dM/dT
measured at 100 Oe [Fig. 1(c)], are not understood but provide
observations against which micromagnetic models can be
tested. Detailed models of the magnetic behavior will need
also to take account of the inevitable presence of ferroelastic
twin walls and the likelihood that these will have different
local configurations of spin states through their mutual depen-
dence on strain relaxation.

VI. CONCLUSIONS

While details of the two glassy magnetic transitions below
room temperature in LFMO are still not fully understood,
it is now clear that they differ significantly in the extent
to which they couple with shear strain. The transition from
a paramagnetic state to a spin-glass/spin-cluster state near
270 K appears to involve only spins without overt changes
in elastic properties. In contrast, the second glassy transition
includes a significant component of strain coupling. Magnetic
and acoustic loss dynamics can be explained in terms of
a single magnetoelastic relaxation mechanism if the spin-
glass transition follows Vogel-Fulcher dynamics with a zero-
frequency freezing temperature of ∼54 K. The low activation
energy barrier can be understood in terms of local spin-lattice
coupling. Increases in shear modulus have been attributed to
strain coupling arising from the effect of spin states on elec-
tronic structure and site distortions with or without additional
changes in octahedral tilt angles.

The overall glassy magnetic behavior is the result of
frustration which arises from disorder of the B-site cations,
Fe3+ and Mn3+, and this is a contributory factor also in
the suppression of cooperative Jahn-Teller distortions arising
from Mn3+. The evidence of variations in macroscopic shear
strains is that the suppression is not complete, however. The
presence of shear strain gradients through ferroelastic twin
walls should also give rise to significant variations in local
properties, to the extent that bulk properties might appear to be
coming from two coexisting magnetic structures. The density
and distribution of ferroelastic twin walls have not yet been
investigated but are likely to be contributory factors in relation
to the rather large variations in properties observed in crystals
prepared under different experimental conditions.

With respect to tuning of the glassy behavior, evidence
of coupling with strains means that thin films should have
properties which will depend on their fit with a substrate.
Substrates which impose shear strains on the film should
have the potential to determine the electronic structure within
homogeneous domains and also to control the distribution of
domain walls which have properties that are highly sensitive
to the nature of the glassy states.
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