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Polar and highly mobile domain walls in SrTiO3 move under electric and elastic fields. Two vastly
different timescales dominate their dynamical behavior. The previously observed fast changes lead to
anomalies near 40 K where the elastic moduli soften and the polarity of the walls becomes strong. Keeping
the sample under isothermal conditions leads to a new and unexpected phenomenon: The softening
vanishes over timescales of days while the piezoelectricity of the sample remains unchanged. The
hardening follows glass dynamics below an onset at T� ≈ 40 K. The timescale of the hardening is strongly
temperature dependent and can be followed experimentally down to 34 K when the relaxation is not
completed within two days. The relaxation time of a stretched exponential decay increases exponentially
with the decreasing temperature. This relaxation process follows similar dynamics after zero-field cooling
and after applying or removing an electric field. The sluggish behavior is attributed to collective
interactions of domain patterns following overdamped glass dynamics rather than ballistic dynamics.
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The local structure of twin walls in SrTiO3 is known only
in an approximative toy model, while their true structural
state is still unclear. One discovery has been that even the
bulk structure is not tetragonal as had been assumed since
1968 [1]. Instead, small Sr displacements along [111]
directions convoluted with counterrotations of the TiO6

octahedra cause a local reduction in symmetry to triclinic,
with point group symmetry 1. This locally triclinic struc-
ture was measured by 87Sr NMR [2] and is relevant as it
impacts noncentrosymmetric superconductivity in SrTiO3,
a subject of recently renewed interest [3]. It also coincides
roughly with the onset of polarity inside the domain walls,
which was predicted by Morozovska et al. [4] based on
coupling between the gradient of the ferroelastic order
parameter and the polar displacement and by considering
biquadratic coupling between octahedral tilting and polari-
zation [5,6]. This coupling increases the thickness of the
domain walls, which, in turn, enhances their mobility,
leading to elastic softening and acoustic dissipation, as
evidenced in mechanical spectroscopy measurements [7].
Confirmation of emerging polarity in the walls was
provided later by the detection of electrically generated
mechanical resonances [8] and by local imaging of current
flow [9], both enhanced below 40 K.
Domain walls display broken inversion symmetry inside

the walls, even while the bulk ferroelastic domains are
centrosymmetric [10–12]. They can hence be manipulated
by an electric field [13]. Similar polar effects in twin walls
have been observed in other perovskites, namely, CaTiO3

[14] and LaAlO3 [15,16]. They form the basis of emerging
properties of internal interfaces as established in “domain
boundary engineering” to generate novel functional mate-
rials (superconductors, memories, and transistors, to name

but a few) [17]. Recently, Schiaffino and Stengel [18]
identified two further mechanisms that contribute to wall
polarity in SrTiO3: a direct “rotopolar” coupling to the
gradients of the antiferrodistortive octahedral tilts and a
trilinear coupling that is mediated by the antiferroelectric
displacement of the Ti atoms. Rotopolar coupling presents
an analogy to the mechanism that generates a spontaneous
polarization in cycloidal magnets. Vortex structures next
to domain walls have been simulated by Zhao et al. [19]
and were shown to depend sensitively on the presence of
external electric fields. SrTiO3 has therefore become a
model system for exploring wall properties as a very
promising candidate for emerging polar and superconduct-
ing functionalities.
Here we present experimental evidence from resonant

ultrasound spectroscopy (RUS) [20] and resonant piezo-
electric spectroscopy (RPS) [21] to show that elastic
softening and increased damping associated with the polar
ordering and enhanced mobility of domain walls below
∼40 K in SrTiO3 is not an equilibrium state. We find that
this softening, observed either as appearing spontaneously
when cooling or induced by applying an electric field,
almost completely disappears after a slow dynamic process
that drives the system towards the equilibrium state. The
relaxation takes place on timescales which are much longer
than previously identified for electric-field-induced domain
reconfigurations [22]. It is shown to follow statistics
characteristic of glassy systems, indicative of dynamic
interactions within a dense network of domain walls and
slowly evolving coupling of ferroelastic and ferroelectric
order parameters.
We first confirmed the data for a single crystal SrTiO3

sample in Ref. [8] for constant cooling rates. Experimental

PHYSICAL REVIEW LETTERS 121, 235701 (2018)

0031-9007=18=121(23)=235701(5) 235701-1 © 2018 American Physical Society

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by ESC Publications - Cambridge Univesity

https://core.ac.uk/display/195390386?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.121.235701&domain=pdf&date_stamp=2018-12-03
https://doi.org/10.1103/PhysRevLett.121.235701
https://doi.org/10.1103/PhysRevLett.121.235701
https://doi.org/10.1103/PhysRevLett.121.235701
https://doi.org/10.1103/PhysRevLett.121.235701


details are given in the Supplemental Material [23]. RUS
data display elastic softening and increased damping at the
bulk structural transition temperature Tc ¼ 106 K and at
the temperature associated with incipient polarity in the
domain walls T� ≈ 40 K, as shown in Fig. S2 of the
Supplemental Material [23]. The new data show an addi-
tional anomaly at Tf ¼ 15.5 K, which was not previously
reported in elasticity measurements on SrTiO3. It consists
of a small increase in the resonance frequency and a peak in
attenuation, which are characteristic features of a Debye
loss process due to immobilization of defects coupled
with shear strain such as is associated, for example, with
pinning or freezing of domain walls [32]. The evaluation of
the peak profile (Supplemental Material [23]) leads to an
activation energy of 14 meV. RPS measurements confirmed
the enhanced piezoelectric signals around T�, following
the same softening pattern as in RUS (Fig. S2 in the
Supplemental Material [23]).
In order to test for kinetic effects associated with the

structure which develops below T� ≈ 40 K, the evolution of
RUS and RPS signals was followed at constant temperature
in a series of separate experiments [33]. In each case, the
sample was cooled from 70 K at a rate of ∼0.3 K=min and
the cooling process halted at a chosen temperature. The
start for isothermal data collection was taken to be the time
at which the sample temperature became stable to better

than 0.1 K for 1 min. No changes of resonance frequencies
were found above 50 K under these isothermal conditions.
At lower temperatures, systematic stiffening (increasing f2)
of the structure occurred as a function of time [Fig. 1(a)]. At
long times, this stiffening substantially compensates for the
softening observed near 40 K when changing temperature
so that a fully relaxed sample would show a lesser degree of
softening below T�. The time evolution of data from RUS
and RPS is virtually identical [data points in Fig. 1(b)] and
can be described with integrated log-normal and stretched
exponential functions. These functions are typical for
glassy relaxations representing pinning or depinning events
with a log-normal probability distribution function [34].
A stretched exponential typically occurs when very wide
distributions of activation energies dominate the kinetic
process [35]. Both functional forms coincide in SrTiO3

and produce good fits to the data. As shown in Fig. 1(b), a
stretched exponential of the form

f2ðtÞ ¼ f2∞ − ðf2∞ − f20Þ exp ½−ðt=τÞβ� ð1Þ

fits the time dependence of f2ðtÞ at each temperature.
This allows for initial f20 and final values of f2, f2∞ to
be estimated [Fig. 1(c)]; τ is a relaxation time and β is a
power factor.
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FIG. 1. (a) Time evolution of RPS spectra: Segments of the primary spectra have been offset up the y axis in proportion to the waiting
time after thermal stabilization at the measurement temperature (36 K in this case). (b) f2 variations for peak 2 as a function of time at
different temperatures: filled symbols are RUS and open symbols are RPS. Lines are fits of Eq. (1). (c) Temperature dependence of the
initial and equilibrium state values of f2 (left axis) extracted from the fitting to the data in (b). Corresponding relaxation times are given
on the right axis. Also shown (left axis) are the temperature dependences of f2 for cooling sequences with delay times at each
temperature before data collection of 10 min (green, downward triangles) and 60 min (blue, upward triangles). (d) Evolution ofQ−1 with
time at different temperatures from RUS. In (c) and (d), lines are guides to the eye.
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The f2∞ values represent equilibrium and show a sub-
stantially weaker temperature dependence below 50 K,
which means that the observed softening below 50 K is due
to nonequilibrium states. This is consistent with the
observation that the temperature T�, at which softening
begins, depends on the delay time allowed before collecting
a spectrum during heating and cooling sequences. The data
shown in Supplemental Material Fig. S2 [23] were col-
lected with a delay time of 10 min after thermal stabiliza-
tion at each temperature and are reproduced in Fig. 1(c)
(downward-pointing triangles). T� is lower for measure-
ments taken with a delay time of 60 min at each temper-
ature (upward-pointing triangles).
Below 38 K the relaxation becomes too sluggish to allow

an approach to equilibrium during the approximately two
days in which it was followed, so that the extracted f2∞
value is poorly determined. The average value of the power
factor β obtained from the fittings was 0.48� 0.15, which
is close to the factor found in simulations of jerk energy
distributions in ferroelastic crystals at the crossover
between elastic and plastic regimes [35]. The relaxation
time τ extracted from the fitting to equation (1) appears
to increase exponentially with decreasing temperature
[Fig. 1(c)] and roughly displays Arrhenius dependence,
as shown in Fig. S4 in the Supplemental Material [23], from
which an estimation of the activation energy of the freezing
process yields Ea ¼ 13 meV, remarkably close to the
activation energy extracted from the Debye loss peak at
Tf ¼ 15.5 K of the low-temperature RUS peak. This
suggests similar freezing mechanisms occurring at T�
and Tf for different time spans.
Attenuation observed below T� also changes during the

relaxation, as indicated by decreasing resonance peak
widths with increasing time at each temperature. Scatter
in the data prevented reliable fitting, but the evolution of
Q−1 can be represented as an exponential decrease with
time [Fig. 1(d)]. The trends of increasing f2 [Fig. 1(b)] and
decreasing Q−1 [Fig. 1(d)] are clearly related and can be
understood in terms of a progressive pinning process that
counteracts the initial softening promoted by the enhanced
mobility of the domain walls due to the changes in their
internal structure below ∼40 K. No decay in the RPS
amplitude was identified with time, indicating that the
piezoelectric effect persists after the relaxation process and,
hence, that the polar ordering of the domain walls is stable.
A relaxation mechanism due to an instability of the polar
component, such as reported for Na0.5Bi0.5TiO3 [36], can,
therefore, be discarded here.
The effect of an electrical perturbation on the relaxation

process was tested by applying a fixed dc voltage across
the SrTiO3 crystal while collecting RUS spectra (see the
experimental details in the Supplemental Material [23]).
The time evolution of the RUS signal at 36 K after cooling
in zero electric field from 70 K [red spectra in Fig. 2(a)] was
altered significantly when an electric field of 1 kV=cm was

applied 314 min after thermal stabilization, interrupting the
smooth relaxation and inducing a sudden softening evi-
denced in all resonance peaks detected. After the abrupt
frequency shift induced by the electric field, the relaxation
process restarted [purple spectra in Fig. 2(a)], following a
similar time dependence as the initial relaxation at zero
field. Removing the electric field after another 314 min
equally caused a sudden softening and resetting of the
relaxation [green spectra in Fig. 2(a)].
The temperature dependence of the field-induced effect

on the relaxation was explored between 36 and 60 K.
A significant field-induced softening was observed only
below 50 K, becoming more relevant at lower temperatures.
All relaxations (with and without applied electric field)
could be fitted to Eq. (1), and the softening caused by the
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FIG. 2. Influence of dc field on isothermal evolution at different
temperatures. (a) Time evolution of RUS spectra at 36 K after
cooling from 70 K. The elastic relaxation observed initially (red
spectra) is reset when an electric field is applied (purple) and
when this field is removed (green). Segments of spectra have
been offset up the y axis in proportion to the waiting time after
thermal stabilization at 36 K. Black lines are fits to one of the
resonance peaks. (b) Time evolution of f2 for the resonance
shown in (a) at different temperatures (dots joined by lines, left
axis) and corresponding time sequence of applied electric field
across the crystal (red lines, right axis). (c) Softening caused by
applying or removing the electric field as a function of the
temperature. (d) Relaxation time extracted from fits to data in
(b) as a function of the temperature.
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electric field change was estimated as the difference
between the last f2 value observed prior to application
or removal of the field and the initial f2 value of the next
relaxation process (either corresponding to f20 or to the
observed value in the spectra). The magnitude of the
softening increases exponentially with decreasing temper-
ature [Fig. 2(c)] in a similar fashion to the relaxation time τ
extracted from the fits to all three relaxations per temper-
ature [Fig. 2(d)].
The applied dc electric field used in our experiments was

deemed too small to induce a ferroelectric phase [37] or to
produce a significant variation in the number of vortex
structures that might nucleate between twin boundaries
[19]. More overtly, both effects would be expected to be
revealed by different elastic responses between zero-field
cooling and field cooling conditions, which were not
identified in our experiments, as evidenced in Fig. S5 of
the Supplemental Material [23]. Most likely, the effect of
applying and removing the small electric field at low
temperatures is to cause a change in the domain patterns,
as observed by Casals et al. [38] and Honig et al. [39]. This,
in turn, will reset the relaxation process in which the
domain walls experience viscous drag as they evolve
towards their new equilibrium configuration. Even though
the new microstructure may be different after applying or
removing the electric field [38,39], it has been found here
that the relaxation process towards the equilibrium state
follows closely similar dynamics after zero-field cooling
and after applying or removing an electric field.
In summary, the spontaneous formation of polar struc-

tures at the twin boundaries of SrTiO3 shows a dynamic
coupling with strain. An elastic softening associated with
the internal changes in the structure of the domain walls
increasing their mobility is gradually outweighed by a
sluggish relaxational process involving elastic stiffening
and reduction of acoustic loss (i.e., slow freezing). The
relaxation time associated with slowing down of the
microstructure changes is abnormally large at temperatures
immediately below the emergence of polarity in the walls
and is identified as a progressive evolution of the elastic
constants with time. At lower temperatures, the mobility of
the twin walls is reduced within the time constant of the
elasticity measurements and, therefore, identified as a peak
in the temperature dependence of the loss. Similar activa-
tion energies estimated for both “slow” and “fast” freezing
processes point to a single pinning mechanism with a
relaxation time strongly dependent on the temperature.
This relaxation is important as it is indicative of

enhanced interactions within the multiferroic (ferroelasticþ
ferroelectric) microstructure of SrTiO3 at low temperatures.
A possible scenario to explain these dynamics involves the
nucleation and propagation of polar vortex structures, as
observed in simulations [40,41], which may cause jamming
or pinning with charged defects. At fixed temperatures,
small electric fields restore the mobility of the domain

walls, but the system is then driven to the equilibrium state
following the same relaxation dynamics as when changing
the temperature, which may be determined exclusively by
the number of polar vortices nucleated in the structure.
Direct observation of such polar structures is challenging
[42], and their stability strongly depends on domain con-
figurations [40,43]; however, we hope that our evidence for
ultraslow elastic relaxations may inspire new experiments
that explore the stress-polarization coupling due to the
nucleation of local polar structures in a nonpolar material
[9]. These results may also inspire studies of magnetoelastic
coupling in jammed magnetic systems [44,45] or strain
coupling in slowly relaxing structures [46,47], which show
similar dynamics to the SrTiO3 domain glass state.
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