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Abstract—We consider models of content delivery networks in
which the servers are constrained by two main resources: mem-
ory and bandwidth. In such systems, the throughput crucially

depends on how contents are replicated across servers and how
the requests of specific contents are matched to servers storing
those contents. In this paper, we first formulate the problem
of computing the optimal replication policy which if combined
with the optimal matching policy maximizes the throughput of
the caching system in the stationary regime. It is shown that
computing the optimal replication policy for a given system is an
NP-hard problem. A greedy replication scheme is proposed and it
is shown that the scheme provides a constant factor approxima-
tion guarantee. We then propose a simple randomized matching
scheme which avoids the problem of interruption in service of
the ongoing requests due to re-assignment or repacking of the
existing requests in the optimal matching policy. The dynamics of
the caching system is analyzed under the combination of proposed
replication and matching schemes. We study a limiting regime,
where the number of servers and the arrival rates of the contents
are scaled proportionally, and show that the proposed policies
achieve asymptotic optimality. Extensive simulation results are
presented to evaluate the performance of different policies and
study the behavior of the caching system under different service
time distributions of the requests.

I. INTRODUCTION

Recent years have seen an explosive growth in Internet

traffic, stemming mainly from the transfer of multi-media

contents, e.g., streaming videos, movies etc. It is expected

that video streaming services and downloads will account for

more than 81% of all Internet’s traffic by 2021 [1]. Such

growth in multi-media traffic has led to the emergence of

content delivery networks (CDNs) and peer-to-peer systems,

which support the demand for contents by replicating popular

contents at the network periphery (e.g., boxes or servers).

Popular video-streaming services such as Netflix, Youtube

often use CDN’s to serve the requests of their most popular

contents.

Large CDNs usually consist of a central server, storing

an entire catalogue of contents, and a large number of edge

servers, each storing a small fraction of these contents in their

caches and serving requests of the stored contents [2]. In such

systems, it is assumed that access to the central server is

expensive. Therefore, a large portion of the content requests

must be served by the edge servers that are constrained by their

limited memory and bandwidth capacities. In this paper, we

model these servers as loss servers [3] and aim at minimizing

the number of requests blocked at these servers (and thus need

to be sent to the central server). We do not consider queueing

of the requests since we focus on delay-sensitive streaming

services, which comprise a large proportion of the Internet’s

traffic today [1].

Efficiency of such systems crucially depends on the replica-

tion (also called allocation) policy used to populate the caches

of the servers and the request matching policy used to dispatch

the incoming requests. In this paper, we first formulate the

problem of computing the optimal allocation policy, which,

if combined with the optimal matching policy (maximum

matching), maximizes the number requests served per unit

time by the caching system in the stationary regime. To the

best of our knowledge, this is the first work that addresses this

joint allocation-matching problem. The joint problem for finite

systems is shown to be an NP-hard problem by reduction from

the 3-partition problem. A polynomial-time greedy allocation

scheme is proposed and it is shown to achieve a constant factor

approximation of the optimal value.

Next, we turn our attention to the dynamics of the system

which are determined by the matching policy in use. In earlier

works, e.g., [4], [5] a maximum matching scheme has been

considered to match incoming requests to servers. However,

in the maximum matching scheme, the service of ongoing

requests may be interrupted to incorporate a newly arrived

request. Such interruption in service is clearly not desired

and may cause significant delay in serving the requests. We

thus propose a simple randomized policy for request matching

which does not cause interruption to the already existing

requests. We show that this matching scheme coupled with the

proposed greedy replication policy or a previously studied [4],

[6] ‘proportional-to-product’ replication policy is asymptoti-

cally optimal in a limiting regime where the number of cache

servers and request arrival rates scale proportionally with each

other and the number of contents remains fixed. Such a scaling

regime corresponds to scenarios where a fixed number of

most popular contents are served by a large number of cache

servers. The proof of asymptotic optimality uses fluid limits

of processes describing the dynamics of the system. The fluid

limit in our case cannot be described by ordinary differential

equations (ODE’s) since it describes a non-smooth dynamical

system. The novelty in our approach lies in describing the fluid

limit as a solution to a differential inclusion (DI) system and

showing that all trajectories of the solutions converge to the

same global attractor. In summary, our main contributions are



as follows.

• We show that the joint problem is NP-hard and propose

a polynomial-time approximation algorithm that achieves

performance within a constant of the optimal value;

• We propose a randomized matching policy that avoids

interruption of service and show that this policy is asymp-

totically optimal for large systems when combined with

the proposed allocation policies.

• We employ a new approach based on the theory of

differential inclusions to prove fluid limit results.

• We also present extensive simulation results to compare

the different allocation and matching schemes discussed

in this paper. Near insensitivity of the system to service

time distributions is also studied.

Related Work: Content placement in caching systems

has been the subject of study for many years now. Of the

numerous papers on this topic, we now mention a few that are

most relevant to our work. In [6]–[8], optimal cache allocation

policy was designed without taking into account the bandwidth

restrictions of the servers. A loss model of caching systems

was first introduced in [4] in the context of peer-to-peer video

on demand services. A replication policy in which the number

of replicas is proportional to the arrival rate of the contents

was proposed and analyzed in conjunction with the maximum

matching algorithm which is different from the setting in our

paper. In [5] a similar loss model was considered. However,

the objective was to maximize the utilization of the resources

as opposed to maximization of throughput. In [9], a discrete-

time model similar to ours is considered. The objective there

is to minimize the expected transmission rate from the main

server in order to serve all requests in a time slot. A different

scaling regime in which the number of contents is scaled is

considered. We do not consider such a scaling regime in this

paper since our focus is on a scenarios where only a fixed

number of highly popular contents are present at any instant.

An online matching policy similar to the proposed matching

policy was considered in [10] for cloud computing systems.

However, the setting there is completely different as the servers

do not have any memory restrictions.

The remainder of the paper is organized as follows. Sec-

tion II introduces the system model. In Section III we formu-

late the joint allocation and matching problem and analyze the

complexity of the problem. In Section IV we present efficient

approximate algorithms. In Section V we present a matching

policy that does not involve repacking of ongoing requests, and

analyze the system in the large-systems asymptotic regime.

We prove optimality in the large-systems scaling regime.

Section VI presents simulation results. Finally, the paper is

concluded in Section VII.

II. SYSTEM MODEL

We consider a dynamic model of caching systems in which

requests for contents arrive at random instants and are served

by corresponding servers. The servers are assumed to be able

to serve only a finite number of requests simultaneously.

A. Server and storage Model

The caching system consists of n servers and m contents

indexed by the sets S = {1, 2, . . . , n} and C = {1, 2, . . . ,m},

respectively. We assume that each server s ∈ S is capable of

storing up to ds ≥ 1 contents in its cache and has a bandwidth

of Us > 0, i.e., it can serve Us requests simultaneously. The

replication, or allocation policy is represented by a binary

matrix A = (asc)s∈S,c∈C ∈ {0, 1}nm, with asc = 1 if c is

stored in the cache of s and asc = 0, otherwise. Thus, for any

feasible replication policy A = (asc)s∈S,c∈C , we have

∑

c∈C

asc ≤ ds for all s ∈ S (1)

The set of all feasible replication policies is denoted as A ⊂
{0, 1}nm. The cache of each server is populated at t = 0
according to some cache allocation policy A ∈ A and is kept

unchanged for all t ≥ 0. Servers are assumed to have different

bandwidths and memory sizes from the sets {Ui, i ∈ I} and

{dj , j ∈ J }, respectively, where I and J are some finite index

sets. The fraction of servers having bandwidth Ui and memory

size dj is denoted as αij for each (i, j) ∈ I × J .

B. Service model

Requests of contents are assumed to arrive one at a time

according to simple point processes. The average number of

requests of a content c ∈ C arriving per unit time is denoted

by λc and is called the arrival rate or the popularity of

the content. The vector of content popularities is denoted as

Λ = (λc, c ∈ C) and is assumed to be a known constant

throughout the paper. Typically, the popularities of items

containing videos or movies vary over periods ranging from

few hours to few weeks [11] (and have to be estimated

periodically [12]) which are slower than the time scales of

interest in the paper. For this reason we do not consider the

effect of time-varying popularities and errors in estimation of

the popularities in this paper.

Arriving requests are matched or assigned to servers accord-

ing to some matching scheme. Clearly, no matching policy

can serve all arriving requests since the servers have limited

storage and bandwidth capacities. The requests which cannot

be served are blocked or dropped by the caching system

and are immediately routed to a central server that stores all

the contents. The accepted requests are assumed to stay in

the system for a random amount of time, independent and

identically distributed (i.i.d) with unit mean.

III. OPTIMAL ALLOCATION: A STATIC FORMULATION

Our first objective is the design of an allocation policy which

populates the caches at the start of the system. We seek an

allocation A that solves the static optimization problem of

maximizing the average number requests served per unit of

time by the caching system operating in the stationary regime.

To formulate the problem, we consider a time window of unit

length. Let Xc, c ∈ C denote the number of requests of content

c arriving in this window and define X := (Xc, c ∈ C). We

make the following approximations: 1) the cache servers are



idle at the beginning of the time window, 2) all the requests

that are accepted by the system in this time window stay in the

system exactly till the end of the time window. Although these

approximations do not capture dynamics of the departures of

the requests in this window, they provide a good approximation

of the stationary behavior of the caching system (since each

request has an average service time of unit duration) and are

appropriate when detailed statistics of the arrival processes

and service times are not available. We analyze the dynamics

of the caching system under specific assumptions on arrival

processes and service time distributions later in this paper.

Let bsc denote the total number of requests of content c ∈ C
matched/assigned to a server s ∈ S in the given time window.

Then, B = (bsc)s∈Sc∈C must satisfy
∑

c∈C

bsc ≤ Us, ∀s ∈ S, (2)

∑

s∈S

bsc ≤ Xc, ∀c ∈ C, (3)

1 (bsc > 0) ≤ asc, (4)

where 1 (·) denotes the indicator function. Let B(A,X) de-

note the set of matchings B which satisfy (2)-(4). Thus,

under allocation policy A, the maximum total number of

requests that can be matched in this time window is

M(A,X) = maxB∈B(A,X)

∑

s∈Sc∈C bsc. Our goal is to find

an allocation policy A for which M(A,X) is maximized,

i.e., we aim to find a solution to maxA∈A M(A,X) =
maxA∈A maxB∈B(A,X)

∑

s∈S,c∈C bsc.

We note that in the above formulation the random vector X
appears in the constraints. Hence, the solution A∗ of the above

problem will only be optimal in windows where the demand

vector is exactly equal to X . However, since random demands

are unknown a priori and our goal is to find a solution which

works well on average, we replace the vector X by its mean

value, i.e., the popularity vector Λ = (λc, c ∈ C). Hence, we

consider the following problem:

max
A∈A

M(A,Λ) = max
A∈A

max
B∈B(A,Λ)

∑

s∈S,c∈C

bsc (5)

We refer to the above as the joint allocation-matching (JAM)

problem since in it the decision variable A also affects

the matching B ∈ B(A,Λ). Our first result establishes the

following equivalence.

Proposition 1. Problem (5) is equivalent to the following

problem

Maximize
Z=(zsc)s∈S,c∈C

∑

s∈S

∑

c∈C

zsc

subject to
∑

c∈C

zsc ≤ Us, ∀s ∈ S

∑

s∈S

zsc ≤ λc, ∀c ∈ C

∑

c∈C

1 (zsc > 0) ≤ ds, ∀s ∈ S

zsc ∈ R+, ∀s ∈ S, ∀c ∈ C

(6)

Furthermore, if Z∗ = (z∗sc)s∈S,c∈C is an optimal solution of

(6), then an optimal solution A∗ of problem (5) can be found

by setting a∗sc = 1 (z∗sc > 0), for all (s, c) ∈ S × C.

Proof. Let Z = (zsc)s∈S,c∈C be a feasible solution of (6). Set

asc = 1 (zsc > 0) and bsc = zsc for all s ∈ S, c ∈ C. Then

clearly we have B = (bsc)s∈S,c∈C ∈ B (A, λ). Furthermore,
∑

s∈S

∑

c∈C zsc =
∑

s∈S

∑

c∈C bsc ≤ O1, where O1 denotes

the optimal value of problem (5). Taking the maximum of the

LHS over the set of feasible solutions of (6) (this is possible

since the feasible set of solutions is compact and the objective

function is continuous) we have O2 ≤ O1, where O2 denotes

the optimal value of problem (6).

Conversely, suppose that A = (asc)s∈S,c∈C ∈ A, B =
(bsc)s∈S,c∈C ∈ B(A, λ). For all pairs (s, c) ∈ S×C such that

asc = 0 we set zsc = 0. For all other pairs (s, c) ∈ S × C
we set zsc = bsc. Clearly, (zsc)s∈S,c∈C is a feasible solu-

tion of problem (6). Moreover, we have
∑

s∈S

∑

c∈C bsc =
∑

s∈S

∑

c∈C ascbsc =
∑

s∈S

∑

c∈C zsc ≤ O2, Now taking

the maximum of the LHS over all feasible solutions of problem

(5) we obtain O1 ≤ O2. Hence, we have O1 = O2. The

first part of the proof also shows how to construct an optimal

solution of (5) from that of (6).

Theorem 1. Problem (6) is strongly NP hard.

The proof of Theorem 1 is provided in Appendix A. It uses

a reduction from the 3-partition problem, which is a known

NP-hard problem.
IV. APPROXIMATION ALGORITHMS

Since the joint allocation-matching problem is NP-hard, an

efficient algorithm for finding an exact solution is out of reach

(unless P = NP ). We therefore look for allocation algo-

rithms which provide approximate solutions and are easy to

implement. Specifically, we consider the following allocation

policies:
1) The greedy policy: : The greedy algorithm computes

a feasible replication policy A ∈ A as follows: A flow is

assigned to each server s ∈ S, each content c ∈ C. These flows

are denoted as flow(s) and flow(c), respectively. Additionally,

each server s ∈ S is also assigned a degree, denoted as deg(s).
Initially, we set flow(s) = Us, deg(s) = ds for all s ∈ S and

flow(c) = λc for all c ∈ C. Then, in each iteration, a pair

(s, c) ∈ S × C is found for which flow(s)deg(s)flow(c) > 0
and which maximizes min (flow(s), flow(c)). If such a pair

(s∗, c∗) is found then the flow of both s∗ and c∗ are decreased

by an amount MatchedFlow = min (flow(s∗), flow(c∗)) and

the degree of s∗ is reduced by one. Furthermore, we set

as∗c∗ = 1 and zs∗c∗ = MatchedFlow. The iterations continue

until no such pair (s∗, c∗) can be found. The pseudocode of

the algorithm is given as Algorithm 1.

Clearly, the greedy algorithm terminates in at most m+n
iterations and returns a feasible replication policy in A.

Furthermore, in each iteration, the optimal pair (s∗, c∗) can be

found in at most O(m + n) steps. Thus, the worst case time

complexity of the greedy algorithm is O((m+n)2). We refer

to the allocation policy computed by the greedy algorithm as

the greedy allocation policy.



Algorithm 1 greedy(U ,Λ,D)

Inputs: U = (Us, s ∈ S), Λ = (λc, c ∈ C), D = (ds, s ∈ S)
Output: Z = (zsc), A = (asc)
Initialize: flow(s)← Us, deg(s)← ds, ∀s ∈ S; flow(c)← λc,∀c ∈
C

1: while ∃(s, c) ∈ S × C s.t flow(s)deg(s)flow(c) > 0 do
2: s∗ ← argmaxs∈S:deg(s)>0 (flow(s))
3: c∗ ← argmaxc∈C (flow(c))
4: MatchedFlow ← min (flow(s∗), flow(c∗))
5: flow(s∗) ← flow(s∗) − MatchedFlow, flow(c∗) ←

flow(c∗)− MatchedFlow, deg(s∗)← deg(s∗)− 1
6: as∗c∗ ← 1, zs∗c∗ ← MatchedFlow

7: end while

We now show that the greedy algorithm always achieves

at least 1/2 of the optimal value of problem (6). To state

the result, we denote the instance of problem (6), defined by

the vector of bandwidth capacities U = (Us, s ∈ S), vector

of arrival rates Λ = (λc, c ∈ C), and the vector of memory

sizes D = (ds, s ∈ S) by JAM(U ,Λ,D) and its optimal value

by JAM
∗(U ,Λ,D). The following theorem, whose proof is

given in Appendix B, provides a performance guarantee for

the greedy algorithm.

Theorem 2. The output of greedy on JAM(U ,Λ,D) is at

least 1
2JAM

∗(U ,Λ,D)

2) Proportional to product (p2p) policy: Under the p2p

policy, a server with memory size dj , j ∈ J , is allocated

all the contents belonging to a set K ⊆ C of size dj with

probability

pjK =
1

Zj

∏

c∈K

λ̂c, (7)

independently of all other servers in the system, where

λ̂c = λc/
∑

c′∈C λc′ denotes the normalized arrival rate of

content c and Zj =
∑

K⊆C,|K|=dj

∏

c∈K λ̂c,. This scheme

was proposed in [4]. Unlike the greedy policy, it does not

take into account the bandwidths of the servers. Furthermore,

it is difficult to provide any performance guarantee for this

scheme. Nevertheless, we analyze the dynamics and evaluate

the performance of the system under the p2p policy later in

the paper.

3) Uniform (unif) policy: As a baseline for comparison,

we consider a naive strategy for replication where a server

with memory size dj , j ∈ J , is populated by all the contents

of the set K ⊆ C of size dj with probability

pjK =
1

(

m
dj

) (8)

Note that (8) does not depend on the particular set K and is the

same for all K of the same size. Furthermore, (8) follows from

(7) if λ̂c = 1/m for all c ∈ C. Thus, the unif policy treats

all contents to be equally popular. It is easy to implement

in practice since it does not require the knowledge of the

popularities of the contents.

V. DYNAMICS OF THE SYSTEM: ASYMPTOTIC OPTIMALITY

We now analyze the dynamics of the system when the

caches have been populated by one of the algorithms discussed

in the previous section. To describe the dynamics of the

caching system, we need also to specify the matching scheme

used to assign each incoming request to one of the servers. In

previous works e.g. [4], [5] the maximum matching algorithm

has been considered. In this algorithm, an incoming request

is accepted if a matching B = (bsc)s∈S,c∈C satisfying the

constraints (2) and (4) can be found such that
∑

s∈S,c∈C bsc
equals the total number of requests in the system including

the new request. Such a matching, although optimal, is hard

to compute in practice and may potentially involve repacking

or reassignment of the ongoing requests to other available

servers. Such repacking would cause undesirable interruptions

of service and may lead to increased delay. We therefore look

for matching policies which do not involve repacking of the

ongoing requests. We present next a simpler matching strategy.

A. Random Available Server (RAS) matching policy

In this policy, each newly arrived content request is assigned

to a server chosen uniformly at random from the set of all

servers that store the content and are able to serve an additional

request of the content. If no such server is available, then

the request is blocked. This scheme can be implemented by

maintaining a list of available servers for each content at a

central job dispatcher that makes the matching decisions. Note

that it is not necessary for the central job dispatcher to keep

track of the number of jobs in each server. It is sufficient

to just keep track of whether a server is operating at its

maximum bandwidth capacity or not. This can be achieved by

sending a message from a server back to the job dispatcher

whenever a job leaves the server previously operating at its

maximum bandwidth capacity. Since such updates occur in the

background, when a new request arrives, it can be immediately

matched to an available server. Unlike the maximum matching

algorithm, the RAS scheme does not cause repacking of

existing requests in the system. Next, we analyze the dynamics

of the system under the RAS matching policy under specific

assumptions on the arrival and service time processes for large

system sizes.

B. Large system asymptotics

We assume that the requests of each content c arrive

according to a Poisson process with rate λc, independent of all

other processes. Furthermore, the service time of each request

is assumed to be exponentially distributed with unit mean.1

Let ρ :=
∑

c∈C λc/n
∑

i∈I,j∈J αijUi denote the load on the

system.

We are specifically interested in an asymptotic scaling

regime where the number of servers n goes to infinity keeping

the load ρ and the proportions αij , i ∈ I, j ∈ J fixed. This

is achieved by keeping the same catalog C of contents but

1We later show numerically that our results do not depend on the type of
service time distribution.



scaling the arrival rate of each content linearly with n, i.e.,

λc = nλ̄c for all c ∈ C. We define λ̄ =
∑

c∈C λ̄c. Note

that the normalized arrival rates λ̂c remains the same. This

represents a scenario where the system size scales with the

demands of the contents.

Before analyzing the dynamics of the caching system, we

first determine the fraction of servers in a particular cache

configuration under a given allocation policy in the limiting

system. Under a given allocation policy, let q
(n)
ijK denote the

fraction of servers having bandwidth Ui (i ∈ I) and memory

size dj (j ∈ J ) that are storing all the contents belonging

to the set K ⊆ C in the nth system. We call these servers

to be in configuration (i, j,K) and denote the set of all such

configurations as L. Define qijK := limn→∞ q
(n)
ijK for each

(i, j,K) ∈ L, if the limit exists. Clearly, for the p2p and

the unif allocation policies q
(n)
ijK = qijK = pjK , where pjK

is defined in (7) and (8), respectively. The following lemma

shows that qijK exists for the greedy policy and further

characterizes it. We first denote by qijc the value of qijK for

K = {c} and define θc :=
∑

i∈I,j∈J αijUiqijc to be the

normalized capacity allocated to content c. The lemma then

states that for ρ < 1 the capacity allocated to a content is equal

to the arrival rate of the content, and for ρ > 1, unpopular

contents are allocated zero capacity. The proof of the lemma

is given in Appendix C.

Lemma 1. Under the greedy allocation policy, we have

qijK = 0 for |K| ≥ 2. Furthermore, for ρ ≤ 1 we have θc =
λ̄c, ∀c ∈ C. For ρ > 1, we have the following: If the populari-

ties are ordered as λ̄1 > λ̄2 > . . . > λ̄m > 0 and with c∗ such

that λ̄
ρ ∈

(

∑c∗−1
c′=1 λ̄c′ − (c∗ − 1)λ̄c∗ ,

∑c∗

c′=1 λ̄c′ − c∗λ̄c∗+1

]

then

θc =

{

λ̄c − 1
c∗

[

∑c∗

c′=1 λ̄c′ − λ̄
ρ

]

if 1 ≤ c ≤ c∗

0 if c∗ + 1 ≤ c ≤ m
(9)

Let x
(n)
i,j,K,r(t), for r ∈ [0, Ui], denote the fraction of servers

in configuration (i, j,K) ∈ L serving at least r requests at

time t ≥ 0. Clearly, the process x(n) = (x
(n)
i,j,K,r(t), (i, j,K) ∈

L, 0 ≤ r ≤ Ui, t ≥ 0) is Markovian and takes values in the

set W , where

W := {w = (wi,j,K,r, (i, j,K) ∈ L, r ∈ Z+) : 1 = wi,j,K,0

≥ wi,j,K,1 ≥ . . . ≥ wi,j,K,Ui
≥ 0 = wi,j,K,r, ∀r > Ui} .

It is easy to see that according to the RAS policy, the Markov

process x(n) jumps from a given state w ∈ W to the state

w + ei,j,K,r/nαijq
(n)
ijK ∈ W (r ≥ 1) with rate

∑

c∈K

nλ̄c

αijq
(n)
ijK(wi,j,K,r−1 − wi,j,K,r)1 (wi,j,K,Ui

< 1)
∑

K′:c∈K′

∑

i,j αijq
(n)
ijK′ (1− wi,j,K′,Ui

)
,

where ei,j,K,r denotes the unit vector with unity in position

(i, j,K, r). The transition corresponds to an arrival of a request

for content c ∈ K . Similarly, the rate of downward transition

from w ∈ W to w−ei,j,K,r/nαijq
(n)
ijK can be computed to be

rnαijq
(n)
ijK (wi,j,K,r − wi,j,K,r+1).

We are interested in the limiting behavior of the process

x(n) as n → ∞. We first notice from its transition rates,

that x(n) is a density dependent jump Markov process [13]–

[15] with a limiting (n → ∞) conditional drift given by the

mapping h := (hi,j,K,r, (i, j,K) ∈ L, r ∈ Z+) on W , defined

as hi,j,K,r(w) = 0 for r ∈ {0} ∪ [Ui + 1,∞) and

hi,j,K,r(w) =
∑

c∈K

λ̄c
(wi,j,K,r−1 − wi,j,K,r)

∑

K′:c∈K′

∑

i,j αijqijK′(1 − wi,j,K′,Ui
)

× 1 (wi,j,K,Ui
< 1)− r(wi,j,K,r − wi,j,K,r+1), for r ≥ 1,

(10)

for each (i, j,K) ∈ L. For systems in which the limiting drift

h is Lipschitz continuous, the classical results of Kurtz [13]

imply that the process x(n) converges in distribution to the

unique deterministic process x = (x(t), t ≥ 0) satisfying ẋ =
h(x). The process x is called the mean field limit or the fluid

limit of the system. However, since in our case the RHS of (10)

has discontinuities (due to the presence of the indicator terms),

the solution to ẋ = h(x) is not well defined. To overcome

this, we define a process x as the solution of a differential

inclusion (DI) given as ẋ ∈ H(x), where H is set valued

mapping on W defined as the cartesian product of set valued

maps Hi,j,K,r over all (i, j,K, r). For each (i, j,K) ∈ L we

define Hi,j,K,r(w) = {0} for r ∈ {0} ∪ [Ui + 1,∞) and

Hi,j,K,r(w) =

[

0,
∑

c∈K

λ̄c

αijqijK

]

1 (wi,j,K,Ui
= 1)

+
∑

c∈K

λ̄c
(wi,j,K,r−1 − wi,j,K,r)

∑

K′:c∈K′

∑

i,j αijqijK′ (1− wi,j,K′,Ui
)

× 1 (wi,j,K,Ui
< 1)− r(wi,j,K,r − wi,j,K,r+1), for r ≥ 1.

(11)

We note that that the set Hi,j,K,r(w) is the convex hull of

all the limit points of hi,j,K,r(w). In the next theorem, whose

proof is given in Appendix D, we show that the DI ẋ ∈ H(x)
has well defined solutions and the process x(n) converges to

one of the it solutions n → ∞ in probability.

Theorem 3. For any x0 ∈ W , the set Sx0
of solutions to the

DI ẋ ∈ H(x) with x(0) = x0 is non-empty. Furthermore, if

x(n)(0)
p−→ x0 ∈ X as n → ∞, then for all T > 0 we have

infx∈Sx0
supt∈[0,T ] ‖x(n)(t)− x(t)‖ p−→ 0 as n → ∞, where

the process x is a solution of the DI ẋ ∈ H(x).

Thus far we have seen that the limiting dynamics of the

system for any finite time t ≥ 0 is described by a solution

of the DI ẋ ∈ H(x). We are also interested in the stationary

behavior of the limiting system, i.e., the behavior of x(n)(t) as

both n → ∞ and t → ∞.2 Specifically, we are interested in the

total number of jobs processed by the system in the stationary

regime. Let Y (n)(t) = n
∑

i,j,K αijq
(n)
ijK

∑Ui

r=1 x
(n)
i,j,K,r(t) be

the total number of requests in the nth system at time

t ≥ 0 and let Y (n)(∞) denote its random stationary

2For finite n, the system always reaches stationarity because the process
x(n) is irreducible on a finite state space.



value. Define y(n)(t) := Y (n)(t)/n for all t ∈ [0,∞]
and y(t) :=

∑

i,j,K αijqijK
∑Ui

r=1 xi,j,K,r(t). In the next

theorem, whose proof is provided in Appendix E, we show

that under the greedy and the p2p combined with the RAS

matching policy, y(∞) = limt→∞ y(t) = min
(

λ̄, λ̄/ρ
)

and

limn→∞ yn(∞) = y(∞).

Theorem 4. Under the greedy allocation policy combined

with the RAS matching policy or under the p2p allocation

policy with ds = 1 for all s ∈ S combined with the

RAS matching policy, we have y(∞) = limt→∞ y(t) =
min(λ̄, λ̄/ρ). Furthermore, the sequence (y(n)(∞))n is tight

and y(n)(∞)
p−→ y(∞).

C. Asymptotic optimality

The above theorem establishes that the p2p and greedy

allocation schemes when combined with the RAS matching

policy are optimal in the limiting system. To see this, we

find an upper bound on Y (n)(t) for any combination of

allocation scheme and matching scheme. A trivial upper

bound on Y (n)(t) is clearly the total bandwidth capacity

of the system, i.e., Y (n)(t) ≤ n
∑

ij αijUi = nλ̄/ρ for

all t ∈ [0,∞]. Another upper bound on Y (n)(∞) can

be obtained by comparing the system with an hypothetical

caching system in which each server has infinite bandwidth

and each content is stored in at least one server. Clearly, this

system behaves as an M/M/∞ system serving all incoming

requests. Hence, the stationary number of requests Ȳ (∞) in

this hypothetical system is a Poisson random variable with

mean nλ̄. By a simple coupling argument, it follows that

Y (n)(∞) ≤ Ȳ (∞) almost surely for all n. Thus, combining

both upper bounds we have y(n)(∞) ≤ min
(

Ȳ (∞)/n, λ̄/ρ
)

.

Hence, lim supn→∞ y(n)(∞) ≤ min
(

λ̄, λ̄/ρ
)

. But Theorem 4

shows that for the proposed schemes limn→∞ y(n)(∞) =
min

(

λ̄, λ̄/ρ
)

. Hence, the proposed schemes are asymptotically

optimal. It is easy to see that the corresponding optimal

(minimal) blocking probability is given by (1−min(1, 1/ρ)) =
(1− 1/ρ)+.

VI. NUMERICAL RESULTS

We now numerically evaluate the performance of the

caching system under the various allocation policies combined

with the RAS matching policy for finite system sizes. Specif-

ically, we consider a system with ds = 2, Us = 1∀s ∈ S,

m = 500. The popularities of the contents are chosen accord-

ing to a Zipf like distribution [9], [16], where the normalized

arrival rate λ̂c of any content c ∈ C = {1, 2, . . . ,m} is chosen

to be λ̂c = c−η/
∑

c′∈C(c
′)−η for η = 2. The system is

simulated for different values of n and ρ for 160000 arrivals.

In Figures 1(a) and 1(b), we plot the stationary blocking

probability of a request as a function the number of servers for

different allocation policies combined with the RAS matching

policy for ρ = 0.8 and ρ = 1.2, respectively. We observe that

under both greedy and p2p policies the blocking probability

approaches the optimal lower bound (1−1/ρ)+ as n increases.

In Table I, we show the difference between the blocking
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Fig. 1. Average blocking probability as a function of n

TABLE I
CONVERGENCE OF P

(n)
BLOCKING

n |P
(n)
blocking

− Popt|

10 0.2612
20 0.1837
50 0.1130

200 0.0501
1000 0.0220
2000 0.0148

probability of the finite system P
(n)
blocking and the optimal lower

bound Popt = (1−1/ρ)+ as a function of the system size n for

the p2p algorithm for ρ = 0.8. We observe that the distance

decreases as O(n−1/2). The same is observed for the greedy

policy. Such rate of convergence is in accordance with the

recent results in the literature on mean field convergence [17].

The blocking probability as a function of the load ρ is

shown in Figure 2(a) for n = 400. We observe that for the

given parameter setting the p2p policy performs better than

the greedy policy, but the difference is not significant at high

loads. In Figure 2(b), we plot the average blocking probability

of requests as a function of the decay factor η of the popularity

distribution for ρ = 0.8 and n = 400. We observe that as η
increases and the popularity distribution becomes more skewed

towards higher popularity contents, the performance of the

unif policy degrades as it still treats all contents to be equally

popular. On the other hand, for both greedy and p2p policies

the performance improves. This implies that in these policies

higher popularity contents are given more priority than lower

popularity contents.

Next, we study the sensitivity of the system to the type

of distribution of the service times of the requests. For

this purpose, we consider the following types of service

time distribution with unit mean: Exponential, Constant, Log-

normal with probability density function (PDF) given by

f(x) = (1/x
√
2π)e−(lnx+0.5)2/2, and Pareto with PDF given

by f(x) = 10(0.9)10/x11. For each type of distribution

we simulate the system (for 160000 arrivals) with the same

parameters as described above under the greedy algorithm
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Fig. 2. Average blocking probability as a function of (a) the load ρ, (b) the popularity decay factor η, and (c) the number of contents m, for the various
allocation schemes.

TABLE II
SENSITIVITY TO THE TYPE OF SERVICE TIME DISTRIBUTIONS

(n, ρ) Exponential Constant Lognormal Pareto
(400, 0.4) 0.1200 0.1219 0.1241 0.1207
(400, 0.8) 0.0989 0.1028 0.1006 0.0999
(400, 1.2) 0.2084 0.2084 0.2110 0.2092
(400, 1.6) 0.3863 0.3854 0.3878 0.3874
(1000, 0.4) 0.0916 0.0912 0.0915 0.0919

(combined with the RAS matching). The blocking probability

of requests is tabulated as a function of ρ in Table II for

different distributions. We observe that for the same value

of ρ the blocking probabilities are nearly the same for all

distributions. The values become even more closer when the

system size is increased. This seems to suggest the system

approaches insensitivity as n → ∞. Such asymptotic insensi-

tivity is known to hold for similar systems [18], [19]. However,

a proof remains an open problem.

Finally, in Figure 2(c) we plot the average blocking proba-

bility of the requests as a function of the number of contents

for ρ = 0.8, η = 2, and N = 400. We observe that for the p2p

and the greedy policies the average blocking probability

remains almost constant with the variation of the number of

contents. This is because even though the total number of

contents is increasing, only a small fraction of them are highly

popular. As a result the addition of more contents does not

affect the performance of the system. This also justifies why

we scale the arrival rates of the contents instead of the number

of contents in Section V.

VII. CONCLUSIONS

We considered the joint problem of content placement and

request matching in a distributed network of content servers.

We formulated the problem in an optimization framework and

showed that it is NP-hard. We then presented a polynomial-

time greedy algorithm that approximates to a constant of the

optimal value. We then considered a large systems scaling

regime, where we showed that a simple greedy matching

policy is asymptotically optimal. We employed a new approach

based on the theory of differential inclusions to prove the fluid

limit results. Many interesting avenues of future work exist.

One such challenge is to find the combination of optimal

allocation and matching algorithms for systems where both

the number of servers and the number of contents scale

proportionally to each other.
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APPENDIX A

PROOF OF THEOREM 1

We prove this by reducing the 3-partition problem to a

decision problem version of (6). This will show that the op-

timization version of (6) is NP-hard. The 3-partition problem

is defined as follows: Given a finite set G of 3n elements, a

number L > 0 and a mapping size : G → R++ satisfying
∑

g∈G size(g) = nL, does their exist n disjoint subsets

G1, G2, . . . , Gn of G, each containing three elements, such

that for all 1 ≤ k ≤ n,
∑

g∈Gk
size(g) = L?

We map each element g ∈ G to a unique content c ∈ C
with λc = size(g). Thus we have m = 3n contents. The

sets G1, G2, . . . , Gn correspond to n servers each of which

can store ds = 3 contents and simultaneously serve Us = L
requests. Clearly, for the above defined instance of problem

(6), the optimal objective function value is bounded above by

nL. We now show that the objective function value exactly

equals the upper bound nL if and only if there exists a solution

of the 3-partition problem.

Suppose that the optimal objective function value of the

above defined instance of (6) is nL and it is achieved at Z∗ =
(z∗sc)s∈S,c∈C , i.e., nL =

∑

s∈Sc∈C z∗sc. Since for each s ∈ S,
∑

c∈C z∗sc ≤ L, and for each c ∈ C,
∑

s∈S z∗sc ≤ λc, we

must have
∑

c∈C z∗sc = L, ∀s ∈ S and
∑

s∈S z∗sc = λc > 0,

∀c ∈ C Hence, for each content c ∈ C there must be one

server s ∈ S such that z∗sc > 0, i.e.,
∑

s∈S 1 (z
∗
sc > 0) ≥

1. The above implies
∑

c∈C

∑

s∈S 1 (z
∗
sc > 0) ≥ 3n.

But since every server can store at most three contents,

we also have
∑

c∈C

∑

s∈S 1 (z
∗
sc > 0) ≤ 3n. Hence, we

have
∑

c∈C

∑

s∈S 1 (z
∗
sc > 0) = 3n, which implies that

∑

s∈S 1 (z
∗
sc > 0) = 1, ∀c ∈ C and

∑

c∈C 1 (z
∗
sc > 0) = 3,

∀s ∈ S. Hence, a solution of the 3-partition problem is found.

The converse follows following the same line of arguments.

APPENDIX B

PROOF OF THEOREM 2

To prove the theorem we first introduce a slightly modified

version of problem (6) by adding a constraint which requires

that only pairs (s, c) belonging to a given set Γ ⊆ S×C can be

assigned a non-zero value of zsc, i.e., zsc = 0 for all (s, c) /∈ Γ.

This modified problem is denoted as JAM(U ,Λ,D,Γ) and

its optimal value is denoted as JAM
∗(U ,Λ,D,Γ). We note

that JAM(U ,Λ,D) is a special case of JAM(U ,Λ,D,Γ) with

Γ = S × C. Clearly, if U ≤ U ′, Λ ≤ Λ′, D ≤ D′,

Γ ⊆ Γ′, then JAM
∗(U ,Λ,D,Γ) ≤ JAM

∗(U ′,Λ′,D′,Γ′).
Let H∗ = {(s, c) ∈ S × C : z∗sc > 0} denote the collection

of (s, c) pairs that are assigned non-zero values of z∗sc
in the optimal solution of JAM(U ,Λ,D). Clearly, we have

JAM
∗(U ,Λ,D, H∗) = JAM

∗(U ,Λ,D).
We now generate a sequence of tuples (Uk,Λk,Dk, H

∗
k , Gk)

for each iteration k ≥ 0 of the greedy algorithm (applied

on JAM(U ,Λ,D)) as follows: For k = 0 we set U0 = U ,Λ0 =
Λ,D0 = D, H∗

0 = H∗, G0 = S × C. For subsequent

values of k, let fk(= MatchedFlow) denote the flow found

by the greedy algorithm in its kth iteration and let (sk, ck)
(= (s∗, c∗)) denote the corresponding server-content pair. We

set Gk+1 = Gk − (sk, ck), mcUk+1 = Uk − fke
(n)
sk , Λk+1 =

Λk − fke
(m)
ck , Dk+1 = Dk − e

(n)
sk , and H∗

k+1 = H∗
k − (sk, ck)

where e
(l)
r denotes the standard l-dimensional unit vector

having one in the rth component.

Note that it may so happen that (sk, ck) /∈ H∗
k

for some k (but (sk, ck) will always be in Gk). In

such cases, the above update sets H∗
k+1 = H∗

k . Hence,

H∗
k ⊆ Gk is maintained for all k. Therefore, we

have JAM
∗(Uk,Λk,Dk, H

∗
k ) ≤ JAM

∗(Uk,Λk,Dk, Gk). If the

greedy algorithm terminates in the qth iteration, then we

must have fq = 0 and JAM
∗(Uq,Λq, Dq, Gq) = 0. Therefore,

JAM
∗(Uq,Λq,Dq, H

∗
q ) = 0. Furthermore, for each iteration k

we prove that the following inequality

JAM
∗(Uk,Λ,Dk, H

∗
k )

− JAM
∗(Uk+1,Λk+1,Dk+1, H

∗
k+1) ≤ 2fk, (12)

holds. To see the above, first let us consider the case when

(sk, ck) ∈ H∗
k . Hence, (sk, ck) /∈ H∗

k+1. Let v ≥ 0 be

the flow assigned to the (sk, ck) pair in the optimal solution

of JAM(Uk,Λk,Dk, H
∗
k ). We have JAM

∗(Uk,Λk,Dk, H
∗
k) =

v + JAM
∗(Uk − ve

(n)
sk ,Λk − ve

(m)
ck ,Dk+1, H

∗
k+1) ≤ v +

JAM
∗(Uk+1,Λk+1,Dk+1, H

∗
k+1)+2(fk−v). The last inequal-

ity holds since no more than 2(fk − v) ≥ 0 additional flow

can be matched under constraints given by the tuple (Uk −
ve

(n)
sk ,Λk − ve

(m)
ck ,Dk+1, H

∗
k+1) as compared to constrains

given by the tuple (Uk+1,Λk+1,Dk+1, H
∗
k+1). Inequality (12)

hence follows for (sk, ck) ∈ H∗
k . Now consider the case when

(sk, ck) /∈ H∗
k . Hence, H∗

k = H∗
k+1. Clearly, no more than

2fk additional flow can be matched under the constraints

given by (Uk,Λk,Dk, H
∗
k ) as compared to the constraints

given by (Uk+1,Λk+1,Dk+1, H
∗
k+1). Hence, (12) holds in this

case also. Summing (12) for k = 0, 1, . . . , q − 1 we obtain

JAM
∗(U0,Λ0,D0, H

∗
0 ) − JAM

∗(Uq,Λq,Dq, H
∗
q ) ≤ 2

∑q−1
k=0 fk.

This completes the proof since
∑q−1

k=0 fk is the output of the

greedy algorithm, JAM∗(U0,Λ0,D0, H
∗
0 ) = JAM

∗(U ,Λ,D),
and JAM

∗(Uq,Λq,Dq, H
∗
q ) = 0.

APPENDIX C

PROOF OF LEMMA 1

First we note that for sufficiently large n, we have nλ̄c > Ui

for all c ∈ C and all i ∈ I. Hence, to allocate more than one

content to the cache of a server the greedy algorithm must

reach a stage where the remaining flow of each content is less

than Umax := maxi∈I Ui. Since at least Umin := mini∈I Ui

flow can be matched to each server, the maximum number

of servers which can be assigned a non-zero flow after this

stage is mUmax/Umin. These are the only servers which

can be allocated more than one contents. Therefore, the

fraction of servers assigned more than two contents is at most

mUmax/nUmin which approaches zero as n → ∞. This shows



that the probability of a server storing more than one content

approaches zero as n → ∞, i.e., q
(ij)
K = 0 for |K| ≥ 2.

Next, consider the case ρ ≤ 1. Again, for sufficiently

large n, we have nλ̄c > Umax for all c ∈ C. In this case,

the greedy algorithm cannot terminate before the remaining

flow for each content becomes less than or equal to Umax.

To prove this, let us assume the converse, i.e., the greedy

algorithm terminates when the remaining flows for some

contents are still strictly above Umax. This implies that the

greedy algorithm terminated because the remaining flows

of each server has become zero. Clearly, for this to happen

we must have nλ̄ > n
∑

i,j αijUi, i.e., ρ > 1, which is a

contradiction. Therefore, the greedy algorithm terminates

with less than Umax remaining flow for each content. Thus,

the fraction of the total flow nλ̄ which remains unmatched is

at most mU
nλ̄

, which approaches to zero as n → ∞. Hence,

in the limiting system, the whole flow nλ̄c of each content

c ∈ C is matched. Since nθc denotes the total flow of content

c assigned to all the servers combined, we must have θc = λ̄c.

For ρ > 1, it is easy to see that the greedy algorithm

terminates when remaining flows of all the servers become

zero. Furthermore, at termination, all the contents, which have

been chosen at least once by the algorithm in some iteration,

have the same remaining flow. Let this flow be equal to f and

let the contents chosen by the algorithm at least once be c =
1, 2, . . . , c∗ for some c∗ ≤ m. Then, we must have nλ̄c∗+1 ≤
f < nλ̄c∗ . Also, since the total matched flow n

∑c∗

c′=1 λ̄c′ −
kf combining all the contents is equal to the total capacity

λ̄/ρ of the system, we have f = n
c∗

(

∑c∗

c′=1 λ̄c′ − λ̄
ρ

)

. The

matched flow for each content c = 1, 2, . . . , c∗ is therefore

nθc = nλ̄c − f and for each content c > c∗ is θc = 0. This

completes the proof of the lemma.

APPENDIX D

PROOF OF THEOREM 3

We recall from Theorem 1 of [20] that the DI ẋ ∈ H(x)
has at least one solution x with x(0) = x0 ∈ W if 1) for

each w ∈ W the set H(w) is non-empty, closed, convex;

2) ‖H(w)‖ := sup {‖z‖2 : z ∈ H(w)} < D(1 + ‖w‖) for

some constant D > 0; 3) H is upper semi-continuous3.

Furthermore, the density dependent Markov process x(n) with

limiting drift h converges in probability to the solution of

the DI ẋ ∈ H(x) if H(w) = conv (accwk→wh(wk)), where

conv(V ) denotes the closure of convex hull containing the

set V and (accwk→wh(wk)) denotes the set of accumulation

points of the sequence (h(wk)) for wk → w.

From (11), it follows directly that H(w) is nonempty,

closed and convex for each w ∈ W . Furthermore, for

each (i, j,K) ∈ L and r ∈ Z+ we have 0 ≤

3The set valued mapping F is said to be upper-hemicontinuous at w if
∀wn, ∀zn ∈ F (wn), limn→∞ wn = w and limn→∞ zn = z implies
z ∈ H(w).

λ̄c
(wi,j,K,r−1−wi,j,K,r)∑

K′:c∈K′

∑
i,j αijqijK′ (1−wi,j,K′,Ui

) ≤ λ̄c/αijqijK . Hence,

from (11) we have

Hi,j,K,r(w) ≤ Di,j,K :=
∑

c∈K

λ̄c

αijqijK
+max

i∈I
Ui

Therefore, ‖H(w)‖ ≤ D ≤ D(1 + ‖w‖2), where

D :=
√

∑

(i,j,K)∈L(1 + UiD2
i,j,K) > 0. We also note

that Hi,j,K,r(w) is continuous if wi,j,K,Ui
< 1 and

the compact set [0, λ̄c/αijqijK ] contains all limit points

of λ̄c
(wi,j,K,r−1−wi,j,K,r)∑

K′:c∈K′

∑
i,j αijqijK′ (1−wi,j,K′,Ui

) as wi,j,K,Ui
→ 1.

Hence, the set valued mapping H is upper-hemicontinuous.

By definition it follows that H(w) = conv (accwk→wh(wk)).
Therefore, the statement of the theorem follows from Theo-

rem 1 of [20].

APPENDIX E

PROOF OF THEOREM 4

Let yc(t) :=
∑

K:c∈K

∑

i,j αijqijK
∑Ui

r=1 xi,j,K,r(t) for all

t ≥ 0. For the greedy algorithm, we have from Lemma 1 that

qijK = 0 for |K| > 1. Hence, we have y(t) =
∑

c∈C yc(t).
Further, in (11) substituting K = {c} and summing we obtain

ẏc(t) ∈ Hc(yc) := [0, λ̄c]1 (yc = θc) + λ̄c1 (yc < θc)− yc.
(13)

It can be easily verified that (z1 − z2)(w1 − w2) ≤ 0 for

all w1, w2 ∈ R and for all z1 ∈ Hc(w1), z2 ∈ Hc(w2). In

other words, Hc is one-sided Lipschitz (OSL) with Lipschitz

constant L = 0. Therefore, the DI (13) has a unique solution. It

can also be verified that for any y(0) = y0 ∈ [0, θc], yc(t) =
ỹc(t)1 (ỹc(t) < θc) + θc1 (ỹc(t) ≥ θc), where ỹc(t) = λ̄c +
(y0− λ̄c)e

−t is a solution of the DI (13). Hence, it must be the

only solution. Since from Lemma 1 we have for ρ ≤ 1, θc =
λ̄c for all c ∈ C, it follows that yc(∞) = limt→∞ yc(t) = λ̄c,

or y(∞) = λ̄. For ρ > 1 again from Lemma 1 we have that

θc < λ̄c for all c = 1 : c∗ and θc = 0 for c = c∗ + 1 : m.

Hence, yc(∞) = θc for c = 1 : c∗ and yc(∞) = 0 for c =

c∗ + 1 : m. Thus, y(∞) =
∑

c∈C yc(∞) =
∑c∗

c=1 θc = λ̄/ρ.

Now, we consider the p2p algorithm with ds = 1 for all s ∈
S. For this case we have qijc = λ̂c for all c ∈ C and qijK = 0
if |K| > 1. Hence, as before we have y(t) =

∑

c∈C yc(t) and

yc(t) = ỹc(t)1 (ỹc(t) < θc) + θc1 (ỹc(t) ≥ θc). In this case,

θc = λ̄c/ρ. We thus have, for ρ ≤ 1, λ̄c ≤ θc and for ρ ≤ 1
θc < λc. Hence, yc(∞) = limt→∞ yc(t) = λc for ρ ≤ 1 and

yc(∞) = θc = λc/ρ for ρ > 1. Thus, y(∞) = min
(

λ̄, λ̄/ρ
)

.

Since y(n)(∞) ≤ λ̄/ρ uniformly for all n, it follows that

the sequence (y(n)(∞))n is tight. From Theorem 3 and the

uniqueness of solution of y(t) we have that y(n) → y. Hence,

every limit point of the sequence of stationary measures of

y(n) must be an invariant measure of the process y. Since

y(∞) is the unique, globally asymptotically stable stationary

point of the process y it follows that the only invariant measure

for the process y is the Dirac measure concentrated at y(∞).
Thus, all limit points of the sequence of stationary measures

of y(n) must coincide with the Dirac measure at y(∞), i.e.,

limn→∞ y(n)(∞) = y(∞).


