THE UNIVERSTIY OF WAR

## Manuscript version: Author's Accepted Manuscript

The version presented in WRAP is the author's accepted manuscript and may differ from the published version or Version of Record.

## Persistent WRAP URL:

http://wrap.warwick.ac.uk/115584

## How to cite:

Please refer to published version for the most recent bibliographic citation information. If a published version is known of, the repository item page linked to above, will contain details on accessing it.

## Copyright and reuse:

The Warwick Research Archive Portal (WRAP) makes this work by researchers of the University of Warwick available open access under the following conditions.

Copyright © and all moral rights to the version of the paper presented here belong to the individual author(s) and/or other copyright owners. To the extent reasonable and practicable the material made available in WRAP has been checked for eligibility before being made available.

Copies of full items can be used for personal research or study, educational, or not-for-profit purposes without prior permission or charge. Provided that the authors, title and full bibliographic details are credited, a hyperlink and/or URL is given for the original metadata page and the content is not changed in any way.

## Publisher's statement:

Please refer to the repository item page, publisher's statement section, for further information.

For more information, please contact the WRAP Team at: wrap@warwick.ac.uk.

# Diffusion-Based Clock Synchronization for Molecular Communication under Inverse Gaussian Distribution 

Lin Lin, Chengfeng Yang, Maode Ma, Shiwei Ma


#### Abstract

Nanonetworks are expected to expand the capabilities of individual nanomachines by allowing them to cooperate and share information by molecular communication. The information molecules are released by the transmitter nanomachine and diffuse across the aqueous channel as a Brownian motion holding the feature of a strong random movement with a large propagation delay. In order to ensure an effective real-time cooperation, it is necessary to keep the clock synchronized among the nanomachines in the nanonetwork. This paper proposes a model on a two-way message exchange mechanism with the molecular propagation delay based on the inverse Gaussian distribution. The clock offset and clock skew are estimated by the maximum likelihood estimation (MLE). Simulation results by MATLAB show that the mean square errors (MSE) of the estimated clock offsets and clock skews can be reduced and converge with a number of rounds of message exchanges. The comparison of the proposed scheme with a clock synchronization method based on symmetrical propagation delay demonstrates that our proposed scheme can achieve a better performance in terms of accuracy.
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## I. Introduction

NANONETWORKS have emerged as an interesting and important research hot spot in the last few years. Molecular communication in nanonetworks is a novel interdisciplinary communication methodology at nanoscale [1, 2], combining with nanotechnology, biology and communication technologies. It has an extensive research prospect in the applications of biomedical engineering, environmental monitoring, industrial production and military [1]. Due to the constraints of the scale, the nanomachines can only perform some simple tasks, such as sensing, computing, data storing, or actuation. In order to achieve complex operation, most of the applications require collaborative execution in a distributed manner in the nanonetworks. Some applications such as data fusion, power management and transmission scheduling require all the nanomachines running on an identical time frame [3].

Since a nanonetwork consists of many nanoscale devices running on their own clocks, it is necessary to make these different clocks synchronized. Due to the unique properties of the nanonetworks, the methodologies of clock synchronization proposed for conventional communication networks (e.g.,
wireless sensor networks) cannot be directly applied to the molecular communication networks: References [4] and [5] have proposed an averaging algorithm for the clock offset compensation for the clock synchronization of wireless sensor networks. However, the design has ignored the propagation delay of information exchange between the sensor nodes. Since in the nanonetworks, the information molecules propagate much more slowly than the electromagnetic wave, the propagation delay is much larger which cannot be ignored in the algorithm design for the clock synchronization. The timingsync protocol for sensor networks (TPSN) [6] and the recursive time synchronization protocol (RTSP) [7] for wireless sensor networks have considered the propagation delay in the design. However, they have assumed that the propagation delays are bi-directionally symmetrical. While in molecular communication, the molecules move with strong randomness. The assumption of the symmetrical propagation delays is not appropriate for the molecular communication. Reference [8] has proposed a clock synchronization algorithm, named RoATS, based on [4]. The random bounded communication delay has been taken into account and no symmetrical delay is required. The analysis of the propagation delay from the statistical point of view can provide additional information for the clock synchronization. References [9] and [10] have modeled the random propagation delays following the exponential distribution and the Gaussian distribution, respectively. But in the molecular communication, the propagation delays are assumed to follow the inverse Gaussian distribution [11]. This assumption has been verified by [12]. So proper clock synchronization techniques for the molecular communication in nanonetworks are highly demanded.

The specific implementation of the clock synchronization in the nanonetworks has rarely been discussed in the previous research work. It is always assumed that the clocks among the nanomachines are perfectly synchronized [11, 13-15]. In [16] and [3], the concept of the clock of the nanomachines and the clock synchronization among nanomachines have been coined. For the oscillating clock generation in the nanomachine, [17] has proposed a kind of circadian clock. But the requirements of the working environment of the nanomachines limit its usage. In [18] and [19], the authors have proposed using the transcription and translation in the gene expression to form a feedback loop. By this way the oscillation is generated. A molecular phase locked loop (PLL) has also been proposed in [20] for regulating the clock. For the clock synchronization
among nanomachines, in [21] and [22], the authors have used a bacterial quorum sensing mechanism to synchronize clock among nanomachines in the nanonetworks. Molecules, called the inductors, are released by one nanomachine to trigger another nanomachine to release the same self-inductivity molecules. When the concentration of the inductor particles in the environment reaches a certain threshold at a moment, the entire nanonetwork achieves the clock synchronization. In [23] and [24], the clock synchronization has been realized by inhibitory molecules which are released by one transmitter to inhibit the release of the similar molecules from another nanomachine in the nanonetworks. When the concentration of the molecules falls below a certain threshold, those molecules can be released again. The release pulse of the inhibitory molecules can be called a clock synchronization pattern among the nanomachines. The above-mentioned works try to synchronize the oscillation period rather than timing. It is crucial and indispensable for the nanomachines to synchronize their clocks in various applications over the nanonetworks. In [25], the authors have proposed a blind algorithm for the synchronization using non-decision directed maximum likelihood. The clock sequence is calculated by the receiver based on the analysis of the molecular channel delay. Firstly, the authors have introduced the concept of the clock of the nanomachines without illustrating the way to obtain it. Secondly, the authors have designed the sampling sequences of the receiver without a further discussion on they way to synchronize the clock between the transmitter and the receiver.

In this paper, we study the molecular propagation delay, which follows the inverse Gaussian distribution. Based on a mathematical model of a two-way message exchange mechanism, our proposed synchronization scheme uses the inverse Gaussian distribution to derive the relationship among the clock offset, the clock skew and the recorded time stamps. Then, the clock offset and the clock skew are estimated by the maximum likelihood estimation (MLE). The major contributions of this paper are:
a) Modeling the two-way message exchange mechanism with the molecular propagation delay based on an inverse Gaussian distribution.
b) Deriving the estimators of the clock offset and the clock skew by the MLE for the clock synchronization. The closed-form solutions are obtained with the observed time stamps.
The rest of this paper is organized as follows. The overview of the molecular communication system and the statistical molecular propagation delay model are presented in Section II. In Section III, the estimation of the clock offset and the clock skew are discussed by using a two-way message exchange mechanism and the maximum likelihood estimation. The simulation results are presented in Section IV. Section V concludes this paper.


Fig. 1. A point-to-point molecular communication system.

## II. Overview of Molecular Communication System and Delay Model

In this section, an overview of the molecular communication system has been described. Then the statistical propagation delay model is presented and explained.

## A. Molecular Communication System

Bio-inspired molecular communication is a promising communication paradigm for nanonetworks. It is a kind of short-range communication technology and takes place in aqueous medium which uses chemical or biological molecules as the information carriers. In a point-to-point molecular communication system, a transmitter nanomachine senses a trigger signal and releases the modulated information molecules into a fluid channel. Those molecules propagate to a receiver nanomachine. The receiver senses and receives the information molecules, and operates for the demodulation. The entire molecular communication process consists of emission, diffusion and reception as shown in Fig. 1. The models of the emission process and the diffusion process are described on the basis of the molecular-diffusion physics [26], and the reception process model is interpreted by the theory of the ligandreceptor binding [27]. The molecular communication between the nanomachines is substantially different from the conventional wired or wireless communications.

The complexity of the molecular communication system comes from the Brownian motion of the information molecules and the corrupting noise. In this paper, we consider a scenario where the information molecule propagation takes place inside a space of the fluid medium, which is homogeneous. It is assumed that over the communication process, every information particle is an independent object having identical properties with respect to their shapes and sizes that can be released, diffused, or collected. These assumptions have been made in $[13,21,28]$ to study the physical end-to-end model, information capacity and synchronization issues. The information is modulated based on the type of the molecules. Each molecule can carry multiple bits (e.g. n-ary IMoSK proposed in [29]) so that the time stamp message can be encoded into the individual molecule.

## B. Statistical Model of the Propagation Delay

In the propagation process, the information molecules diffuse from the transmitter nanomachine to the receiver nanomachine. Since the diffusion of the molecules is governed by the Brownian motion [26, 30], it incurs a propagation delay. Normally, the Gaussian distribution is used to estimate the distance of the Brownian motion within a fixed period in an envisaged scenario of the molecular communication system. The inverse Gaussian distribution is used to describe the distribution of the duration a Brownian motion takes to reach a fixed positive distance [12].

The inverse Gaussian distribution is a continuous probability distribution of two parameters with support on $t \in(0, \infty)$ and it can be used to describe the molecular propagation delay for the information particles arriving at a nanomachine receiver. The probability density function of the molecular propagation delay can be expressed as

$$
\begin{equation*}
f(t ; \mu ; \lambda)=\left(\frac{\lambda}{2 \pi t^{3}}\right)^{\frac{1}{2}} \exp \left[-\frac{\lambda(t-\mu)^{2}}{2 \mu^{2} t}\right] \tag{1}
\end{equation*}
$$

where $\mu>0$ is the mean, $\lambda>0$ is the scaling parameter, $t$ is the propagation delay. $\mu$ and $\lambda$ are dependent on the diffusion coefficient, fluid velocity and the propagation distance. The inverse Gaussian distribution is denoted as $\operatorname{IG}(\mu, \lambda)$.

## III. Proposed Maximum Likelihood Estimation

The objective of modeling the diffusion-based clock synchronization for molecular communication is to estimate the clock offset and the clock skew. The clock offset describes a time difference between two nodes. The clock skew is a phenomenon, in which a clock does not run at the exactly same speed as the reference clock. It is caused by the clock accuracy as well as ambient effects such as temperature, pressure and aqueous medium. We consider a two-way message exchange mechanism between two nanomachines, which is mentioned in the clock synchronization protocols for conventional networks such as NTP [31] and TPSN [6].

A reference node ( R ) and its child node ( C ) with imperfect clocks are considered. The time stamps of the two-way message exchanges are collected for achieving the clock synchronization as shown in Fig. 2. In the $i$ th round of the message exchange, node R sends a synchronization message command to node C at $T_{1, i}$. Node C records its time stamp $T_{2, i}$ at the time instant of the reception of that message, and responds node R at $T_{3, i}$. Node R records the reception time instant of node C's reply as time stamp $T_{4, i}$. After $N$ rounds of message exchanges, node R obtains a set of time stamps $\left\{T_{1 . i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1}^{N}$. For an asymmetric propagation scenario, the mathematical model of the clock synchronization using time stamps, clock skew, clock offset, fixed delay and random delay can be expressed by (2) and (3).

$$
\begin{align*}
T_{2, i} & =\theta+\beta\left(T_{1, i}+d+x_{i}\right)  \tag{2}\\
T_{3, i} & =\theta+\beta\left(T_{4, i}-d-y_{i}\right) \tag{3}
\end{align*}
$$



Fig. 2. Two-way time stamps message exchange mechanism.
where $\theta$ and $\beta$ represent the clock offset and the clock skew of the reference node R with respect to its child node $\mathrm{C} . d$ stands for the fixed molecular propagation delay from one node to another. It is a non-negative constant related to the molecular propagation distance. $x_{i}$ and $y_{i}$ are random molecular propagation delay, where $i$ is a continuous integer from 0 to N . They are modeled as independent identical distributed inverse Gaussian random variables. The work of clock synchronization is to estimate the clock offset $\theta$ and the clock skew $\beta$ based on a set of observations $\left\{T_{1 . i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1}^{N}$.

For clarity, we rewrite (2) and (3) to express the random delays as

$$
\begin{align*}
x_{i} & =\frac{1}{\beta}\left(T_{2, i}-\theta\right)-T_{1, i}-d  \tag{4}\\
y_{i} & =T_{4, i}-d-\frac{1}{\beta}\left(T_{3, i}-\theta\right) \tag{5}
\end{align*}
$$

The probability density functions of $\left\{x_{i}, y_{i}\right\}_{i=1}^{N}$ are given as $\left\{f\left(x_{i}\right), f\left(y_{i}\right)\right\}_{i=1}^{N}$. The likelihood function of $\left\{T_{1 . i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1}^{N}$ is given by $\prod_{i=1}^{N} f\left(x_{i}\right) f\left(y_{i}\right)$, where $N$ is the number of rounds of message exchange.

Substitute (4) and (5) into the probability density function of the molecular propagation delay in (1), we can get

$$
\begin{align*}
& \quad f\left(\left\{T_{1, i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1}^{N}, \beta^{\prime}, \theta, d, \mu, \lambda\right)= \\
& \left(\frac{\lambda}{2 \pi}\right)^{N} \prod_{i=1}^{N}\left(\left(\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d\right)\left(T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)\right)\right)^{-\frac{3}{2}} \\
& \times \\
& \prod_{i=1}^{N} \exp \left(-\frac{\lambda}{2 \mu^{2}}\left(\frac{\left(\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d-\mu\right)^{2}}{\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d}+\frac{\left(T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)-\mu\right)^{2}}{T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)}\right)\right) \\
& \times  \tag{6}\\
& \times I\left(\min \left(\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d\right) \geq 0\right) \\
& \times \\
& \\
& I\left(\min \left(T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)\right) \geq 0\right)
\end{align*}
$$

where $\beta^{\prime}=\frac{1}{\beta}$ and $I[\cdot]$ is the indicator function. The logarithm of $f\left(\left\{T_{1, i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1}^{N}, \beta^{\prime}, \theta, d, \mu, \lambda\right)$ can be expressed as

$$
\begin{gathered}
L\left(\beta^{\prime}, \theta, d, \mu, \lambda\right)=\ln f\left(\left\{T_{1, i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1^{\prime}}^{N} \beta^{\prime}, \theta, d, \mu, \lambda\right)=n \ln \left(\frac{\lambda}{2 \pi}\right) \\
-\frac{3}{2} \sum_{i=1}^{N}\left(\ln \left(\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d\right)+\ln \left(T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)\right)\right) \\
-\frac{\lambda}{2 \mu^{2}} \sum_{i=1}^{N}\left(\frac{\left(\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d-\mu\right)^{2}}{\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d}+\frac{\left(T_{4, i}-d-\beta \prime\left(T_{3, i}-\theta\right)-\mu\right)^{2}}{T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)}\right)(7)
\end{gathered}
$$

The scheme for the clock synchronization consists of two main steps: 1) the estimation for the unknown nuisance parameters $\mu, \lambda, d$, and 2) the estimation for the clock offset $\theta$ and the clock skew $\beta$. The second step is directly related to the reliability and stability of the clock.

## A Estimation of the Parameters $\mu, \lambda, d$

The mean $\mu$ is used to measure the central tendency of the random variable characterized by the inverse Gaussian distribution. It can be estimated as the average of $\left\{x_{i}\right\}_{i=1}^{N}$ and $\left\{y_{i}\right\}_{i=1}^{N}$ [32].

$$
\begin{equation*}
\hat{\mu}=\frac{x_{1}+x_{2}+\cdots+x_{N}+y_{1}+y_{2}+\cdots+y_{N}}{2 N}=\frac{\sum_{i=1}^{N}\left(x_{i}+y_{i}\right)}{2 N} \tag{8}
\end{equation*}
$$

Putting (4) and (5) into (8), we have

$$
\begin{equation*}
\hat{\mu}=\frac{\sum_{i=1}^{N}\left(\beta^{\prime}\left(T_{2, i}-T_{3, i}\right)+\left(T_{4, i}-T_{1, i}\right)-2 d\right)}{2 N} \tag{9}
\end{equation*}
$$

Considering $\beta^{\prime}, \theta, d, \mu$ as fixed parameters, the conditional MLE of $\lambda$ can be obtained by differentiating the logarithm of (7) with respect to $\lambda$ and setting the result to zero. The scaling parameter $\lambda$ can be calculated as

$$
\begin{equation*}
\hat{\lambda}=\frac{4 N \pi \mu^{2}}{\sum_{i=1}^{N}\left[\frac{\left[\beta \prime\left(T_{2, i}-\theta\right)-T_{1, i}-d-\mu\right]^{2}}{\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d}+\frac{\left[T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)-\mu\right]^{2}}{T_{4, i^{-}}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)}\right]} \tag{10}
\end{equation*}
$$

Putting $\hat{\lambda}$ back into (6), the profile likelihood function becomes

$$
\begin{align*}
& f\left(\left\{T_{1, i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1}^{N}, \beta^{\prime}, \theta, \mathrm{d}\right)= \\
& \left(\frac{\frac{2 N \mu^{2}}{e^{2 \pi}}}{\sum_{i=1}^{N}\left[\frac{\left[\beta \prime\left(T_{2, i}-\theta\right)-T_{1, i}-d-\mu\right]^{2}}{\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d}+\frac{\left[T_{4, i}-d-\beta \prime\left(T_{3, i}-\theta\right)-\mu\right]^{2}}{T_{4, i^{-d-}}-\beta^{\prime}\left(T_{3, i}-\theta\right)}\right]}\right)^{N} \times \\
& \left(\frac{1}{\prod_{i=1}^{N}\left[\left(\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d\right)\left(T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)\right)\right]}\right)^{\frac{3}{2}} \times \\
& I\left(\min \left(\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d\right) \geq 0\right) \times \\
& I\left(\min \left(T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)\right) \geq 0\right) \tag{11}
\end{align*}
$$

The MLE is equivalent to maximizing the profile likelihood function [33]. We can derive mathematical expressions of the estimated parameters $\beta^{\prime}, \theta, d$ (denoted as $\hat{\beta}^{\prime}, \hat{\theta}, \hat{d}$ ) by maximizing likelihood function. The MLE that maximizes (11) is equivalent to the solution of the following expression.

$$
\left[\hat{\beta}^{\prime}, \hat{\theta}, \hat{d}\right]=\operatorname{argmin} \sum_{i=1}^{N}\left[\beta^{\prime}\left(T_{2, i}-T_{3, i}\right)+\left(T_{4, i}-T_{1, i}\right)-2(d+\mu)\right](12)
$$

When $\beta^{\prime}\left(T_{2, i}-T_{3, i}\right)+\left(T_{4, i}-T_{1, i}\right)-2(d+\mu)=0, \quad$ the likelihood function achieves maximum. Using (11) and (12), we can define a feasible region in geometry for unknown parameters $\beta^{\prime}, \theta$ and $d$.

The propagation of information molecules is a dynamic stochastic process and $x_{i} \geq 0, y_{i} \geq 0$. We have

$$
\begin{align*}
& \beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d \geq 0  \tag{13}\\
& T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right) \geq 0 \tag{14}
\end{align*}
$$

For $N$ rounds of message exchanges, the expressions can be presented as

$$
\begin{align*}
& \left\{\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d \geq 0\right\}_{i=1}^{N}  \tag{15}\\
& \left\{T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right) \geq 0\right\}_{i=1}^{N} \tag{16}
\end{align*}
$$

The fixed delay $d$ can be estimated by calculating the indicator function of the joint maximum likelihood function.

$$
\left\{\begin{array}{l}
0<\hat{d} \leq \frac{T_{2, i}-\theta}{\beta}-T_{1, i}  \tag{17}\\
0<\hat{d} \leq T_{4, i}-\frac{T_{3, i}-\theta}{\beta}
\end{array}, i=1,2, \ldots, N\right.
$$

The time stamps $\left\{T_{1, i}, T_{2, i}, T_{3, i}, T_{4, i}\right\}_{i=1}^{N}$ can be recorded by the two-way message exchange between the node R and the node C. If the fixed delay $d$ is known, the feasible region of the clock offset $\theta$ and the clock skew $\beta$ will be estimated by a set of observed time stamps. The fixed propagation delay will be discussed in Section IV.

## B Joint Maximum Likelihood Estimation of the Clock Offset $\theta$ and the Clock Skew $\beta$

The clock offset and the clock skew can also be estimated by the joint MLE. $\left\{x_{i}, y_{i}\right\}_{i=1}^{N}$ follows the independent identical distributed inverse Gaussian distribution. The mean $\hat{\mu}$, the scaling parameter $\hat{\lambda}$ and the fixed propagation delay $\hat{d}$ are estimated in Section III(A). Then the clock offset and the clock skew can be estimated by solving a system of equations, as shown in (18).

$$
\left\{\begin{array}{l}
\frac{\partial L\left(\beta^{\prime}, \theta, d, \mu, \lambda\right)}{\partial \theta}=0  \tag{18}\\
\frac{\partial L\left(\beta^{\prime}, \theta, d, \mu, \lambda\right)}{\partial \beta^{\prime}}=0
\end{array}\right.
$$

From (18), the expression of the clock offset can be obtained by differentiating the logarithm of (7) and setting the result to zero.

$$
\begin{equation*}
\frac{\partial L\left(\beta^{\prime}, \theta, d, \lambda\right)}{\partial \theta}=-\frac{3}{2} \sum_{i=1}^{N}\left[\frac{-\beta^{\prime}}{\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i}-d}+\frac{\beta^{\prime}}{T_{4, i}-d-\beta^{\prime}\left(T_{3, i}-\theta\right)}\right] \tag{19}
\end{equation*}
$$

The estimated clock offset $\hat{\theta}$ is expressed in (20).

$$
\begin{equation*}
\hat{\theta}=\frac{\sum_{i=1}^{N}\left[\beta^{\prime}\left(T_{2, i}+T_{3, i}\right)-\left(T_{1, i}+T_{4, i}\right)\right]}{2 N \beta^{\prime}} \tag{20}
\end{equation*}
$$

Similarly, we can obtain the expression of $\hat{\beta}^{\prime}$ by differentiating the logarithm of (7) and setting the result to zero.

$$
\begin{gather*}
\frac{\partial L\left(\beta^{\prime}, \theta, d, \lambda\right)}{\partial \beta^{\prime}}=-\frac{3}{2} \sum_{\mathrm{i}=1}^{\mathrm{N}}\left[\frac{T_{2, i}-\theta}{\beta^{\prime}\left(T_{2, i}-\theta\right)-T_{1, i^{-}}}-\frac{T_{3, i}-\theta}{T_{4, i^{-}} d-\beta^{\prime}\left(T_{3, i}-\theta\right)}\right] \\
-\frac{\lambda}{2 \mu^{2}} \sum_{\mathrm{i}=1}^{\mathrm{N}}\left(\mathrm{~T}_{2, \mathrm{i}}-\mathrm{T}_{3, \mathrm{i}}\right) \tag{21}
\end{gather*}
$$

$\hat{\beta}^{\prime}$ can be expressed as
$\hat{\beta}^{\prime}=$
$\frac{\sum_{i=1}^{N}\left(T_{3, i}-T_{2, i}\right)\left[\left(T_{2, i}-\theta\right)\left(T_{4, i}-d\right)+\left(T_{3, i}-\theta\right)\left(T_{1, i}+d\right)\right]+2 \frac{3 \mu^{2}}{\lambda} \sum_{i=1}^{N}\left(T_{3, i}-\theta\right)\left(T_{2, i}-\theta\right)}{2 \sum_{i=1}^{N}\left(T_{3, i}-T_{2, i}\right)\left(T_{2, i} \theta\right)\left(T_{3, i}-\theta\right)}$
Since $\beta^{\prime}=\frac{1}{\beta}$, the estimated clock skew $\hat{\beta}$ can be given as:
$\hat{\beta}=$
$\frac{2 \sum_{i=1}^{N}\left(T_{3, i}-T_{2, i}\right)\left(T_{2, i}-\theta\right)\left(T_{3, i}-\theta\right)}{\sum_{i=1}^{N}\left(T_{3, i}-T_{2, i}\right)\left[\left(T_{2, i}-\theta\right)\left(T_{4, i}-d\right)+\left(T_{3, i}-\theta\right)\left(T_{1, i}+d\right)\right]+2 \frac{3 \mu^{2}}{\lambda} \sum_{i=1}^{N}\left(T_{3, i}-\theta\right)\left(T_{2, i}-\theta\right)}$

We use the estimated $\hat{\lambda}, \hat{\mu}$ obtained in Section III-A and put (20) into (23). The estimated clock skew $\hat{\beta}$ can be expressed as (24).
$\hat{\beta}=$
$\frac{\sum_{i=1}^{N}\left(T_{2, i}+T_{3, i}\right) \sum_{i=1}^{N}\left(T_{2, i}+T_{3, i}\right)-4 N \sum_{i=1}^{N} T_{2, i} T_{3, i}}{\sum_{i=1}^{N}\left(T_{1, i}+T_{4, i}\right) \sum_{i=1}^{N}\left(T_{2, i}+T_{3, i}\right)-2 N \sum_{i=1}^{N}\left(T_{1, i} T_{2, i}+T_{3, i} T_{4, i}-d\left(T_{3, i}-T_{2, i}\right)\right)}$

The procedure of the entire proposed scheme can be summarized in Fig. 3.

## IV. Analytical Analysis of Convergence

In this section, the mathematical analysis of the convergence is performed. The convergence of the clock offsets is expressed as following.

$$
\begin{align*}
C_{\theta} & =\lim _{N \rightarrow \infty}\left|\hat{\theta}_{N}-\hat{\theta}_{N-1}\right| \\
& =\lim _{N \rightarrow \infty}\left|\frac{\sum_{i=1}^{N}\left[\beta^{\prime}\left(T_{2, i}+T_{3, i}\right)-\left(T_{1, i}+T_{4, i}\right)\right]}{2 N \beta^{\prime}}-\frac{\sum_{i=1}^{N-1}\left[\beta^{\prime}\left(T_{2, i}+T_{3, i}\right)-\left(T_{1, i}+T_{4, i}\right)\right]}{2(N-1) \beta^{\prime}}\right| \\
& =\lim _{N \rightarrow \infty}\left|\frac{\left.\mid T_{2, N}+T_{3, N}\right)-\beta\left(T_{1, N}+T_{4, N}\right)}{2 N(N-1)}-\frac{\sum_{i=1}^{N-1}\left[\left(T_{2, i}+T_{3, i}\right)-\beta\left(T_{1, i}+T_{4, i}\right)\right]}{2 N(N-1)}\right| \tag{25}
\end{align*}
$$

Based on Section III(A), we assumes $\left|x_{i}-y_{i}\right|=\xi$. Then $\left|\left(T_{2, i}+T_{3, i}\right)-\beta\left(T_{1, i}+T_{4, i}\right)\right|=\xi$. The limit $C_{\theta}$ can be expressed in (26).

$$
\begin{align*}
C_{\theta} & =\lim _{N \rightarrow \infty}\left|\frac{\left(T_{2, N}+T_{3, N}\right)-\beta\left(T_{1, N}+T_{4, N}\right)}{2 N(N-1)}-\frac{\sum_{i=1}^{N-1}\left[\left(T_{2, i}+T_{3, i}\right)-\beta\left(T_{1, i}+T_{4, i}\right)\right]}{2 N(N-1)}\right| \\
& \leq \lim ^{2 N}\left|\frac{\left(T_{2, N}+T_{3, N}\right)-\beta\left(T_{1, N}+T_{4, N}\right)}{2 N(N-1)}\right|+\lim _{N \rightarrow \infty}\left|\frac{\sum_{i=1}^{N-1}\left[\left(T_{2, i}+T_{3, i}\right)-\beta\left(T_{1, i}+T_{4, i}\right)\right]}{2 N(N-1)}\right| \\
& =\lim _{N \rightarrow \infty}\left|\frac{\xi^{N \rightarrow \infty}}{2 N(N-1)}\right|+\lim _{N \rightarrow \infty}\left|\frac{(N-1) \xi}{2 N(N-1)}\right|=\lim _{N \rightarrow \infty}\left|\frac{\xi}{2 N}\right| \tag{26}
\end{align*}
$$

The order of the numerator is smaller than that of the denominator with respect to $N$. When $N$ tends to infinite, we can get $C_{\theta}=0$.


Fig. 3. Flowchart representation of the proposed scheme.
The convergence of the clock skew can be obtained by comparing the clock skews between the adjacent message exchanges.

$$
\begin{align*}
C_{\beta} & =\lim _{N \rightarrow \infty}\left(\frac{\hat{\beta}_{N}}{\hat{\beta}_{N-1}}\right) \\
& =\lim _{N \rightarrow \infty}\left(\frac{2 \sum_{i=1}^{N}\left(T_{2, i}-\theta\right)\left(T_{3, i}-\theta\right)}{\sum_{i=1}^{N}\left[\left(T_{2, i}-\theta\right)\left(T_{4, i}-d\right)+\left(T_{3, i}-\theta\right)\left(T_{1, i}+d\right)\right]}\right. \\
& \left.\times \frac{\sum_{i=1}^{N-1}\left[\left(T_{2, i}-\theta\right)\left(T_{4, i}-d\right)+\left(T_{3, i}-\theta\right)\left(T_{1, i}+d\right)\right]}{2 \sum_{i=1}^{N-1}\left(T_{2, i}-\theta\right)\left(T_{3, i}-\theta\right)}\right) \\
& =\lim _{N \rightarrow \infty}\left(\frac{1+\frac{\left(T_{2, N}-\theta\right)\left(T_{3, N}-\theta\right)}{\sum_{\sum_{i=1}^{N-1}\left(T_{2, i}-N_{3}\right)\left(T_{3, i}-\theta\right)}^{(T)}} 11+\frac{\left(T_{2, N}-\theta\right)\left(T_{4, N}-d\right)+\left(T_{3, N}-\theta\right)\left(T_{1, N}+d\right)}{\sum_{i=1}^{N-1}\left[\left(T_{2, i}-\theta\right)\left(T_{4, i}-d\right)+\left(T_{3, i}-\theta\right)\left(T_{1, i}+d\right)\right]}}{)}\right)=1 \tag{27}
\end{align*}
$$

Based on the analytical analysis from (25) to (27), it is clear that the clock offset and the clock skew converge after $N$ rounds of message exchanges.

## V. Simulation Results and Discussions

In this section, numerical simulations in MATLAB are performed to validate the performances of our proposed solutions for clock synchronization. The simulation results are presented and discussed.

## A. Selection of Parameters

The parameters used in the simulations are set as follows. The diffusion coefficient $D$ is set to $1000 \mathrm{~nm}^{2} / \mu \mathrm{s}$, which is selected according to the diffusion coefficient of ionic calcium in cytoplasm [34]. The propagation distance between the transmitter and the receiver is set from $10 \mu \mathrm{~m}$ to $200 \mu \mathrm{~m}$, which is a typical distance between two nanomachines as in [12]. The mean value $\mu$ and the scaling parameter $\lambda$ of the inverse Gaussian distribution are set to $\mu \in[0,1]$ and $\lambda \in$ $[1,5]$, respectively. The clock synchronization period and the fixed delay are usually at the order of millisecond (ms). The clock synchronization period is set to 10 ms . It indicates that the difference between $T_{1, i}$ and $T_{1, i+1}$ is 10 ms . The fixed


Fig. 4. The estimated feasible region for the clock skew $\hat{\beta}$ with $N=10$.
delay is assumed as a constant value for the same propagation distance. The clock offset $\theta$ and clock skew $\beta$ are set to $\theta \epsilon(-2 \mathrm{~ms}, 2 \mathrm{~ms})$ and $\beta \epsilon(0.98,1.02)$, respectively. The above-mentioned parameters are given in Table I.

Table I. Simulation parameters

| Parameters | Values |
| :---: | :---: |
| Diffusion coefficient | $1000 \mathrm{~nm}^{2} / \mu \mathrm{s}$ |
| Propagation distance | $10-200 \mu \mathrm{~m}$ |
| Mean of propagation delay $\boldsymbol{\mu}$ | $0-1$ |
| Scaling parameter $\lambda$ | $1-5$ |
| Clock synchronization period | 10 ms |
| Fixed delay | $0.1-2 \mathrm{~ms}$ |
| Clock offset | $-2-2 \mathrm{~ms}$ |
| Clock skew | $0.98-1.02$ |

## B. Numerical Tests

The simulations are conducted to examine the performance of the estimators for the clock skew and the clock offset. The feasible region of the estimated clock skew is shown in Fig. 3. They are calculated by (17). This figure is for $N=10$ and $\theta=$ 0 . The lines, enclosed in ellipse $\{m 1\}$, are $\left\{\hat{d}=\frac{T_{2, i}-\theta}{\beta}-T_{1, i}\right\}_{i=1}^{N}$; the lines, enclosed in ellipse $\{m 2\}$, are $\left\{\hat{d}=T_{4, i}-\frac{T_{3, i}-\theta}{\beta}\right\}_{i=1}^{N}$. The horizontal line is $d=0$. They form a common area $\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}$. The estimated clock skew is constrained by $\{A, B, C\}$. From Fig. 4 , it is clear that the feasible region of the estimated clock skew is between 0.98 and 1.02 , shown as the two vertical lines, which are the boundaries used for the simulation. This indicates that the estimated clock skews are valid. It demonstrates the effectiveness of our solution.

The feasible region of the estimated clock offset is shown in Fig. 5. Setting the fixed propagation delay $d \in(0,2 \mathrm{~ms})$, we can numerically compute the feasible region of the estimated clock offset from (17). X - axis is the estimated clock skew and


Fig. 5. The estimated clock offset $\hat{\theta}$ vs. the estimated clock skew $\hat{\beta}$ with $N=10$.


Fig. 6. The MSE of estimated clock offset with respect to the number of rounds of message exchange $N$.
$y$-axis is the estimated clock offset. The lines, enclosed in the ellipse $\{n 1\}$, are $\left\{\theta=T_{2, i}-\beta\left(T_{1, i}+\hat{d}\right)\right\}_{i=1}^{N}$. The lines, enclosed in the ellipse $\{n 2\}$, are $\left\{\theta=T_{3, i}-\beta\left(T_{4, i}-\hat{d}\right)\right\}_{i=1}^{N}$. They form a common area $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}\}$. The quadrilateral $\{A, B, C, D\}$ is the feasible region of the estimated clock offset. The figure shows that the feasible region is between -2 ms and 2 ms . The calculated $\hat{\theta}$ and $\hat{\beta}$ acquired by the MLE match the pre-defined parameters. This proves the validness of our solution.

Fig. 6 describes the mean square error (MSE) of the estimated clock offset versus the number of rounds of message exchanges. The initial clock offset is set to 2 ms and the initial clock skew is set to $1.000,1.001,1.005$ and 1.010. The MSE of the estimated clock offset is numerically computed from (20). For the curves $(\beta=1.000, \beta=1.001, \beta=1.005, \beta=$ 1.010), it is clear that the MSE for the estimated clock offset $\hat{\theta}$ decreases and converges after a number of rounds of message exchanges. It demonstrates the effectiveness of the proposed estimator of the clock offset. From the figure it can also be seen


Fig. 7. The MSE of the estimated clock offset with $\mu$ and $\lambda$ with respect to the number of rounds of message exchange $N$.


Fig. 8. The comparison of the proposed MLE and a synchronization method based on symmetrical propagation delay.
that different clock skews lead to different clock offsets. If the clock skew is larger, the MSE of the clock offset will be larger. Without clock skew error $(\beta=1.000)$, the MSE of the clock offset is smallest.

The MSE of the estimated clock offset versus $N$, given different $\mu$ and $\lambda$, is shown in Fig. 7. The initial clock offset is set to 2 ms . Each curve corresponds to a pair of $\{\lambda, \mu\}$. All the curves converge asymptotically to a constant. This proves the effectiveness of our MLE method. It can also be obtained that different $\{\lambda, \mu\}$ can lead to different MSEs of the estimated clock offsets. The bigger the scaling parameter $\lambda$ is, the bigger the MSE of the estimated clock offset is. If the mean $\mu$ decreases, the MSE of the estimated clock offset decreases.

The MSEs of the estimated clock offset by the proposed MLE and a synchronization approach based on the symmetrical propagation delay are compared as shown in Fig. 8. Here the symmetrical propagation means that the delays from the transmitter nanomachine to the receiver nanomachine and from the receiver nanomachine to the transmitter nanomachine are


Fig. 9. The MSE of estimated clock skew with respect to the number of rounds of message exchange $N$.
the same. The initial clock offset is set to 2 ms and the initial clock skew is set to 1.001 . The parameters used in these two scenarios including propagation distance, period, molecular concentration, and channel environment are all the same. From the figure, for both of the solutions, the MSEs of the estimated clock offset monotonically decrease and converge. It is obvious that our proposed clock synchronization solution can achieve a smaller clock offset than the other method. This demonstrates that the proposed MLE scheme has a better performance.

The MSE of the estimated clock skew versus $N$ is shown in Fig. 9. It is numerically computed from (24). The fixed propagation delays are set to $0.1 \mathrm{~ms}, 1.0 \mathrm{~ms}$ and 2.0 ms . It is clearly shown in the figure the MSE of the estimated clock skew decreases and converges along with a number of twoway message exchanges. And different fixed propagation delays cause different MSEs of the estimated clock skew. A larger fixed delay $d$ represents a larger distance. The larger the propagation distance is, the larger the fixed propagation delay is. The large fixed delay makes the recorded time stamps large and therefore large MSE of estimated clock skew.

A scenario of a nanonetwork with multiple nanomachines is also simulated. In the network, one reference node and $M$ child nodes form a simple network in the star topology. For simplicity, we assume that the nanomachines only have offset errors without skew errors. Each child node would be synchronized with the reference node using the proposed MLE scheme in Section III. The performance of the clock synchronization for the network can be measured by the MSE of the offsets of the nanomachines as

$$
\begin{equation*}
\mathrm{MSE}=\frac{1}{\mathrm{M}} \sum_{\mathrm{i}=1}^{\mathrm{M}}\left(\hat{\theta}^{\mathrm{i}}-\theta^{\mathrm{i}}\right)^{2} \tag{28}
\end{equation*}
$$

where $\theta^{i}$ is the true clock offset between node $i$ and the reference node, and $\hat{\theta}^{i}$ is the estimated clock offset. The initial clock offset between node $i$ and the reference node is uniformly generated between 1 ms and 2 ms . Fig. 10 shows the relationship of the MSE for the clock synchronization with respect to the number of rounds of the message exchanges for


Fig. 10. The MSE for the clock synchronization with respect the number of rounds of message exchanges for different network sizes.
different network sizes. The MSE decreases as the increase of the number of the iterations, which proves the effectiveness of the proposed MLE scheme. It is also clear from the figure that the accuracy would become worse if the network size increases.

## VI. Conclusion

In this paper, we have addressed the issue of the clock synchronization for the nanomachines working in the nanonetworks. The main purpose of this work is to estimate the clock offset and the clock skew for the clock synchronization, therefore enabling the nanomachines to work in an identical time frame. The two-way message exchange mechanism with the molecular propagation delay based on the inverse Gaussian distribution is modeled between a transmitter nanomachine and a receiver nanomachine. The clock offset and the clock skew have been estimated by the MLE. For evaluating the performance of our scheme, the MSEs of the estimated clock skews and the clock offsets have been simulated and compared with that of an existing scheme. The simulation results demonstrate that our proposed clock synchronization method can achieve a better performance.
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